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Abstract

Privacy and security decisions are omnipresent in our digital lives, shaping
and influencing our interactions across a broad spectrum of mobile and
ubiquitous applications. In today’s interconnected world, where personal
data flows through numerous digital channels, our privacy and security
choices have far-reaching implications. These decisions impact our safety and
confidentiality and our trust in digital platforms and services. From managing
sensitive information on social media to protecting financial transactions on
mobile banking apps, our daily activities are intertwined with navigating
and watching our digital identities. As technology advances, the complexity
of these decisions grows, necessitating thoughtful consideration and informed
choices to maintain control over our privacy and security in an increasingly
interconnected and data-driven environment.

This dissertation explores the pivotal role of Human-Computer Inter-
action (HCI) strategies in improving user understanding, engagement, and
decision-making in privacy and security tasks within mobile and ubiquitous
applications. Through a variety of research methods and approaches, this
work shows how techniques such as gamification, visualization, and aug-
mented reality interfaces improve users’ confidence in their ability to manage
their privacy and security, enhance their knowledge of these concepts, and
empower their overall engagement with privacy and security practices.

Findings emphasize that while privacy concerns are critical, bolstering
knowledge and self-efficacy through interactive tools is essential for promoting
informed and proactive privacy and security behaviors. The conducted studies
advocate a paradigm shift towards empowering users with clear, actionable
privacy goals and settings supported by intuitive, accessible interfaces. The
implications of this work extend to what developers should consider when
designing privacy and security mechanisms. By leveraging HCI approaches,
developers can empower user ability and comprehension in mobile and
ubiquitous environments, which enhances users’ self-efficacy and motivation,
enabling them to make informed decisions in digital environments.






Zusammenfassung

Entscheidungen zu Datenschutz und Sicherheit sind allgegenwéartig in un-
serem digitalen Leben und pragen unsere Interaktionen in einem breiten
Spektrum mobiler und allgegenwértiger Anwendungen. In der heutigen
vernetzten Welt, in der personliche Daten durch zahlreiche digitale Kanale
flieBen, haben unsere Datenschutz- und Sicherheitsentscheidungen weitre-
ichende Auswirkungen. Diese Entscheidungen beeinflussen nicht nur unsere
Sicherheit und Vertraulichkeit, sondern auch unser Vertrauen in digitale
Plattformen und Dienste. Von der Verwaltung sensibler Informationen in
sozialen Medien bis hin zum Schutz finanzieller Transaktionen in mobilen
Banking-Apps sind unsere tiglichen Aktivititen eng mit der Uberwachung
und Pflege unserer digitalen Identitdaten verkniipft. Mit dem technologischen
Fortschritt nimmt die Komplexitat dieser Entscheidungen zu und erfordert
eine sorgfiltige Abwagung und fundierte Entscheidungen, um die Kontrolle
iiber unseren Datenschutz und unsere Sicherheit in einer zunehmend vernet-
zten und datengetriebenen Umgebung zu wahren.

Diese Dissertation untersucht die zentrale Rolle von Human-Computer
Interaction-Strategien zur Verbesserung des Benutzerverstdndnisses, der
Nutzerbindung und der Entscheidungsfindung in Datenschutz- und Sicherheit-
saufgaben innerhalb mobiler und allgegenwértiger Anwendungen. Durch eine
Vielzahl von Forschungsmethoden und -ansétzen zeigt diese Arbeit, wie Tech-
niken wie Gamification, Visualisierung und Augmented Reality-Schnittstellen
das Vertrauen der Benutzer in ihre Fahigkeit starken, ihre Privatsphare und
Sicherheit zu verwalten, ihr Wissen iiber diese Konzepte erweitern und ihr
allgemeines Engagement fiir Datenschutz- und Sicherheitspraktiken fordern.
Die Ergebnisse betonen, dass, obwohl Datenschutzbedenken wichtig sind, die
Forderung von Wissen und Selbstwirksamkeit durch interaktive Werkzeuge
wesentlich ist, um informierte und proaktive Verhaltensweisen in Bezug auf
Datenschutz und Sicherheit zu férdern.

Die durchgefiihrten Studien pladieren fiir einen Paradigmenwechsel, der
darauf abzielt, Benutzer mit klaren, umsetzbaren Datenschutz-Zielen und
-Einstellungen zu beféhigen, die durch intuitive, zugangliche Schnittstellen
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unterstiitzt werden. Die Implikationen dieser Arbeit erstrecken sich darauf,
was Entwickler bei der Gestaltung von Datenschutz- und Sicherheitsmech-
anismen beriicksichtigen sollten. Durch die Nutzung von HCI-Ansétzen
konnen Entwickler die Fahigkeit und das Verstandnis der Nutzer in mobilen
und allgegenwartigen Umgebungen stéarken, was deren Selbstwirksamkeit
und Motivation steigert und ihnen erméglicht, fundierte Entscheidungen in

digitalen Umgebungen zu treffen.
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Introduction

We find ourselves amidst a significant technological revolution. Computers
and the Internet have fundamentally reshaped our lifestyles and professional
landscapes in just a few decades. Technology is now seamlessly integrated into
our daily lives, with innovations in communication and internet connectivity
fueling transformation across countless domains. For example, smartphones
have become essential tools, enabling people to fulfill various needs and stay
connected with the world. Technology now enhances productivity, fosters
social connections, enables access to information, and much more, establishing
itself as an essential part of everyday life (Kushlev et al., 2019).

Data is the foundation of many digital services, including social media
platforms like Instagram, e-commerce websites like Amazon, and streaming
services like Netflix. This critical resource supports targeted advertising,
personalized content, and optimized user experiences. While the type of
data is essential, users’ perceptions about what to share and how to engage
with these platforms play an equally significant role (Kacsmar et al., 2022).
Through numerous decisions, users actively shape their interactions with
digital services, driving the personalization and experiences these technolo-
gies offer. This dynamic relationship between technology, data, and user
agency creates a complex and evolving landscape that defines today’s digital
experience.



1.1. RESEARCH CHALLENGE

1.1 Research Challenge

As users shape their interactions with digital services, the scope and scale
of data collection have expanded. With the proliferation of mobile and
ubiquitous technologies, data collection has moved beyond desktops and
now permeates daily life through smartphones, wearable devices, and smart
home systems. These constantly present and adaptive technologies, often
considered “lively technologies,” continuously gather user data, frequently
without explicit awareness (Lupton, 2017). This data, initially referred to
as “small data” when focused on individuals, grows into “Big Data” as it
is aggregated, creating extensive datasets that enable highly personalized
experiences yet raise complex privacy and security concerns (Lupton, 2018).
Personal data is often treated as currency, serving as a form of payment for
“free” digital services or product discounts (Malgieri and Custers, 2018). This
data encompasses general usage patterns and specific personal information,
revealing insights into users’ habits, preferences, and behaviors, which are of
substantial value to service providers and advertisers.

Examples of privacy issues illustrate the challenges data collection poses in
today’s digital landscape. Social media platforms like Facebook, X (formerly
Twitter), Instagram, and LinkedIn highlight these concerns. Facebook has
been scrutinized for incidents such as the Cambridge Analytica scandal (Hinds
et al., 2020), while X faces issues with fake accounts (Bhattacharya et al.,
2023), and Instagram’s influencer marketing raises questions about user data
control (Hudders and Lou, 2023). LinkedIn also presents ethical concerns,
with some companies posting misleading job advertisements to gather user
information (Bhattacharya et al., 2023).

Privacy issues also extend to smart home devices in private spaces. Studies
show that many users are uneasy with the data collected by smart home
devices, whether through intended collection by manufacturers or remote
attacks. For instance, many users are unwilling to share personal data from
smart homes due to risks like identity theft (Naeini et al., 2017). Voice
assistants add to these concerns, as users worry about data security and the
potential repurposing of their data for targeted advertising (Tabassum et al.,
2019; Liao et al., 2019; Cheng and Roedig, 2022). Although sophisticated
threats to smart home security exist, many users feel they are unlikely
targets, which often diminishes their concern or leads them to overlook
privacy issues (Zeng et al., 2017; Tabassum et al., 2019).

This cautious attitude toward data sharing highlights the significant
influence of user decisions on privacy outcomes. Users’ choices around data-
sharing practices, security measures, and consent mechanisms are important



1.1. RESEARCH CHALLENGE

in shaping privacy risks (Torre et al., 2018). Decisions such as enabling
device permissions, connecting multiple smart home devices, or opting into
data-sharing features determine the type and extent of personal data col-
lected, often including sensitive information such as location, usage patterns,
and biometric details. When convenience (or perhaps a lack of knowledge)
takes precedence over security, such as by using weak passwords, bypassing
two-factor authentication, or neglecting software updates, users expose their
personal data to potential breaches (Fagan and Khan, 2016). Additionally,
the common practice of accepting privacy policies without thorough review
heightens privacy risks, as many policies permit extensive data collection and
third-party sharing (Wigand and Soumillion, 2019). These decisions collec-
tively increase vulnerability to cyberattacks and unauthorized surveillance,
as weak entry points in the system can be exploited by malicious actors.
The design and functionality of user interfaces in online service providers
further shape privacy-related decisions (Acquisti et al., 2017). Interfaces,
such as those found in mobile apps or web platforms, are important in guiding
user interactions, decision-making processes, and even emotional responses.
However, certain design choices, known as dark patterns, may intentionally
manipulate users into making choices that prioritize convenience or data
sharing over privacy (Luguri and Strahilevitz, 2021). The dark patterns,
such as pre-checked consent boxes, can lead users to expose more of their
personal data unknowingly. On the other hand, well-designed interfaces
can encourage secure behavior, influencing how users retrieve information,
select privacy options, or modify their settings. This interplay between
interface design, dark patterns, and user decision-making underscores the
need for thoughtful design that promotes informed and secure interactions
in data-intensive environments like social media and smart homes.
Analyzing user behavior is another key to privacy protection, as it allows
researchers to identify patterns that could expose users to privacy risks and
aids in developing more effective privacy-preserving strategies (Chung et al.,
2021). User behavior analysis involves understanding how individuals interact
with digital systems, what data they share, and under what circumstances
they may accidentally disclose sensitive information. By recognizing common
behaviors and trends, developers can identify which aspects of a system or
process tend to be affected by unexpected or unauthorized data exposure.
Psychological theories, particularly Social Cognitive Theory (SCT), offer
a robust framework for understanding user behavior (Bandura, 1986). SCT
explains that user behavior is shaped by a dynamic interaction between
personal factors, environmental cues, and cognitive processes. This concept
of reciprocal determinism suggests that a person’s actions, beliefs, and sur-

3
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roundings continuously influence one another (Bandura, 1986). For instance,
when deciding whether to disclose personal information online, users weigh
perceived risks and rewards, assess their confidence in managing privacy
settings, and take cues from their digital environment, like friends sharing
similar information.

The concept of self-efficacy in SCT is particularly relevant; it suggests
that users with higher confidence in managing privacy controls are more
likely to adopt proactive behaviors, such as adjusting settings to restrict
data access or employing security measures (Bandura, 1977). Additionally,
observational learning influences users as they mimic privacy practices seen
in peers or public figures, which can either strengthen or compromise their
privacy based on the examples observed (Merrill Warkentin and Shropshire,
2011). SCT thus can provide insight into how personal beliefs, environmental
factors, and learned behaviors shape users’ privacy management, guiding the
design of user-centered, behaviorally-informed privacy tools.

Complementing SCT, the Fogg Behavior Model (FBM) further explains
the conditions under which users act on their confidence to engage in behav-
iors (Fogg, 2009). According to this model, three factors must align for a
behavior to occur: motivation, ability, and a trigger. While high self-efficacy
increases users’ belief in their ability, motivation and a timely trigger are also
essential (Fogg, 2009). For example, a highly confident user may still neglect
privacy settings unless motivated by a recent data breach and prompted by
an in-app reminder to review their privacy options. Together, these models
suggest a combined approach, where integrating insights from the Social Cog-
nitive Theory and the Fogg Behavior Model offers a broader understanding
of how confidence, motivation, and contextual cues can drive users toward
informed and protective actions in digital environments. This integration
leads to the central research question explored in this dissertation:

How can integrating psychological principles, including self-efficacy

and the Fogg Behavior Model, empower individuals’ comprehension
and engagement and promote informed decision-making concerning
privacy and security tasks in mobile and ubiquitous applications?

This research question examines user behavior through the lens of Social
Cognitive Theory, focusing on how individuals’ beliefs about their abilities
and the expected outcomes of their actions influence their engagement with
privacy and security practices. First, it explores ways to enhance user
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motivation, emphasizing that motivation is closely tied to users’ self-efficacy
and confidence in their ability to perform a task successfully. For example,
users who believe that regularly updating their software will reduce malware
risk are more motivated to perform this task consistently. Given that, in the
context of SCT, self-efficacy plays an essential role in shaping individuals’
perceptions of their capabilities, this part of the research question explores
strategies to strengthen self-efficacy that can empower users to manage their
digital security more effectively. Subsequently, the research question considers
strategies to improve user ability, directly linking skill acquisition to self-
efficacy. As users gain skills and knowledge, their self-efficacy is reinforced.
For instance, users who become proficient in setting strong passwords and
understanding the importance of password security feel more confident in
their ability to protect their accounts from unauthorized access. Finally,
the role of triggers in influencing users’ behavior is examined within SCT’s
framework. Triggers, such as feelings of vulnerability after a privacy breach
or notifications prompting software updates, encourage users to initiate and
maintain secure behaviors. For instance, users who receive notifications
about unusual login attempts may promptly change passwords, driven by
the belief that this action will protect their account security.

This integrated approach addresses users’ motivations, abilities, and the
influence of triggers, which together shape their intentions and actions in
managing digital security effectively. By understanding and applying these
factors, Human-Computer Interaction (HCI) design can be tailored to better
support users in making informed decisions and adopting secure behaviors
across diverse mobile and ubiquitous environments.

1.2 Contributions

This dissertation makes significant contributions to the field of user empow-
erment in digital privacy and security, drawing from 14 studies that explore
motivational drivers, individual abilities, behavioral prompts, regulatory
implications, and advanced interface applications. FEach study highlights how
understanding and enhancing user motivation, ability, and responsiveness
can foster informed, proactive behavior in managing privacy and security
within mobile and ubiquitous environments.

The initial three studies examine motivational drivers by employing gam-
ification, humor, and narrative themes to engage users with digital security
education. These studies demonstrate that integrating engaging elements
into educational content can increase user motivation, as predicted by Social
Cognitive Theory and the Fogg Behavior Model, enhancing comprehension
and willingness to adopt security practices.
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The next group of three studies focuses on assessing and enhancing users’
abilities to navigate complex privacy and security settings in mobile and smart
home environments. Approaches like infographics, interactive permission
visualizations, and a mobile security scanner reveal that simplifying technical
information and enhancing transparency can effectively improve users’ ability
to manage their privacy settings. These studies underscore the importance
of equipping users with both knowledge and confidence to navigate privacy
and security tasks.

The subsequent three studies investigate the impact of behavioral prompts,
such as notifications, simplified privacy policies, and strategically timed
reminders, on users’ engagement with privacy and security actions. Findings
indicate that tailored triggers aligned with user motivation and ability levels
can significantly influence behavior, guiding users toward more consistent
and informed security management.

Furthermore, the next two studies address the regulatory landscape, focus-
ing on the user experience of privacy policy comprehension and transparency
in data-sharing practices. Through analyzing user understanding and the
presence of dark patterns in privacy policies, these studies highlight the gap
between regulatory requirements and user awareness, advocating for clearer,
more user-centered privacy information.

Finally, the dissertation explores the role of Augmented Reality (AR)
in enhancing user understanding and management of security practices
in smart home environments. By overlaying visual indicators, data flow
representations, and security cues onto physical devices, two studies illustrate
how AR can transform complex security concepts into accessible, interactive
experiences. This approach empowers users with procedural knowledge,
enabling more confident and secure interactions within their smart home
networks. As the final study, a follow-up investigation using a 2D interface,
designed to replicate the features of the AR studies on a standard screen,
yielded similar results. The results of the studies demonstrate that AR and
2D interactions can effectively support user comprehension and engagement
with security practices. The findings also suggest that, while AR offers unique
interactive benefits, 2D interfaces can also serve as practical and accessible
alternatives for promoting secure behavior in smart home environments.

Collectively, these contributions advance our understanding of how mo-
tivational factors, enhanced abilities, tailored triggers, regulatory clarity,
and AR technology can be leveraged to empower users in making informed,
privacy-protective decisions. This work offers a holistic framework for design-
ing digital interfaces and educational interventions that meet the evolving
privacy and security needs of users in mobile and ubiquitous environments.
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1.3 Outline

The second chapter establishes the foundation of this dissertation by providing
an overview of ubiquitous and mobile computing and examining privacy and
security mechanisms. It emphasizes the necessity for interventions that
effectively influence user behavior and explores key theoretical frameworks,
including Social Cognitive Theory and the Fogg Behavior Model. The chapter
discusses how games can facilitate learning and engagement, focusing on the
role of conceptual and procedural knowledge in fostering users’ self-efficacy.
It concludes by integrating user behavior theories with Human-Computer
Interaction principles, presenting the research questions, and proposing a
theoretical model to guide the dissertation.

The third chapter investigates the factors that shape security behavior
based on insights gathered from nine studies conducted as part of this
dissertation. It examines motivational drivers such as gamification, humor,
and storytelling as strategies to engage users effectively. Additionally, the
chapter evaluates users’ abilities, focusing on their skills and ease in managing
security tasks. It analyzes behavioral prompts to understand how specific
triggers can encourage proactive privacy and security practices.

The fourth chapter focuses on empowering users to take control of their
security behaviors, drawing on findings from five studies. It advocates for a
user-centered design approach, emphasizing the importance of understanding
user needs and fostering empowerment through clear communication and
informed decision-making. The chapter further explores how augmented real-
ity and 2D interfaces can enhance users’ understanding and enable proactive
security management in smart home environments.

The fifth chapter brings together the research findings, revisiting the
research questions and aligning the results with theoretical frameworks. It
discusses the contributions and practical implications of this work, addresses
its limitations, and provides recommendations for future research.

The final chapter highlights the key contributions of this dissertation and
underscores its impact on advancing privacy and security practices in mobile
and ubiquitous computing. It concludes with reflections on the broader
significance of the research for both academic and practical contexts.






Background

This chapter provides a foundation for the theories, technologies, and design
strategies that empower users to make informed privacy and security decisions
in ubiquitous and mobile computing. It begins by introducing the context
of ubiquitous and mobile computing, then discusses privacy and security
mechanisms essential for protecting user data. Next, the chapter delves into
the theoretical foundations of user behavior, focusing on the Social Cognitive
Theory (SCT) and the Fogg Behavior Model (FBM) to explain how beliefs,
motivations, and environmental factors influence user interactions with pri-
vacy settings. Building on these theories, it covers conceptual and procedural
knowledge, emphasizing their roles in effective privacy management, and
examines the integration between games and learning to enhance engage-
ment in privacy education. Further sections address knowledge transfer and
building self-efficacy, illustrating how confidence in privacy management
can be developed. The chapter concludes by integrating these concepts
with Human-Computer Interaction (HCI) approaches to highlight strategies
that make privacy and security information more accessible and actionable,
providing a framework for empowering users within digital environments.



2.1. UBIQUITOUS AND MOBILE COMPUTING

2.1 Ubiquitous and Mobile Computing

Ubiquitous computing is a concept that envisions the widespread use of com-
puting across all devices, locations, and configurations. Mark Weiser (1991)
initially articulated the foundational idea behind the concept of ubiquitous
computing. His vision of ubiquitous computing aims to create a world where
technology becomes so seamlessly integrated into our environment that it
effectively “disappears” from our conscious attention (Weiser, 1991). This
invisibility is not only about physical form but also about minimizing the
cognitive load of technology, enabling people to interact with their surround-
ings naturally (Poslad, 2011). Ubiquitous computing’s core objective is to
embed computing into everyday objects and spaces, allowing individuals to
engage with technology as part of their environment rather than through
dedicated devices (Weiser, 1991). This concept, termed “calm technology,”
promotes interactions that allow people to remain focused on their tasks
without interruption from technology itself (Poslad, 2011).

Fundamental principles support this vision, including inwvisibility, which
ensures that technology fades into the background, enhancing usability
without becoming a focal point. Context-awareness is another critical aspect,
allowing systems to adapt their behavior based on the user’s environment,
activities, and needs, thus providing relevant, timely assistance. Distributed
computation furthers this goal by connecting multiple devices seamlessly,
enabling them to work collaboratively within a space without the user’s
conscious coordination. Lastly, human-centric design ensures that technology
aligns with human activities and natural interactions while respecting privacy
and security, which are essential in a pervasive environment with continuous
data collection (Weiser, 1991; Poslad, 2011).

Whereas ubiquitous computing emphasizes the seamless and invisible inte-
gration of technology into everyday environments, mobile computing focuses
on the use of lightweight, wireless-enabled devices, such as smartphones and
laptops, to provide “information at your fingertips anywhere, anytime” (Satya-
narayanan, 2011). This capability has become a reality through innovations
in wireless technology, energy-efficient hardware, and adaptive software. Mo-
bile computing emphasizes portability and seamless connectivity, allowing
devices to maintain interactivity and continuous data exchange even while
users move across various environments (Satyanarayanan, 2011). Increasingly,
these mobile devices act as rich sensors, capturing complex, contextual data,
such as images and location-specific information, enabling real-time responses
and personalized interactions. By supporting data-rich applications, mobile
computing facilitates diverse functions like location-aware services, real-time
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image searches, and crowd-sourced data gathering. This framework empowers
users to stay connected and informed, leveraging transient infrastructure like
public screens when needed, thus enhancing the flexibility and resilience of
mobile computing in dynamic settings (Qi and Gani, 2012).

Although ubiquitous computing technologies offer innovative ways to
embed computing into everyday objects, they also raise significant privacy
and security challenges. These technologies facilitate extensive data exchange
across various environments, raising concerns about safeguarding privacy,
ensuring robust security, and upholding ethical data practices (Sheng et al.,
2008). Privacy issues in ubiquitous computing arise from the proliferation
of advanced technologies, such as interconnected devices and location-aware
systems, which significantly increase access to personal data (Langheinrich,
2018). For example, when users enter a shopping mall, personalized notifica-
tions about discounts and promotions can be sent to their devices, tailored to
their interests and shopping patterns. In order to deliver such personalized
experiences, ubiquitous systems often require tracking and compiling users’
activities, leveraging both previously collected data and real-time information.
Balancing these privacy challenges with the benefits of integrated technology
is essential to protect individual privacy while enhancing user experience.

In mobile computing, similar privacy challenges exist due to the general
use of portable devices that rely on real-time data for personalized services.
Mobile computing applications depend on identifying user characteristics,
preferences, and location to customize interactions and enable “anytime,
anywhere” connectivity (Mollah et al., 2017). This often involves extensively
tracking users’ movements and habits to create personalized experiences,
such as location-based recommendations or notifications when users are
near a favorite store. The reliance on portable devices for storing and
sharing personal information increases the risk of unauthorized access and
misuse. Addressing these issues is essential to ensure that mobile computing
provides convenient, customized services while upholding privacy and data
security (Kulkarni and Khanai, 2015).

2.2 Privacy and Security Mechanisms

Gaining insight into the perspectives of essential components in data-driven
services within ubiquitous and mobile computing, particularly regarding
privacy and security mechanisms, necessitates thoroughly exploring the defi-
nitions associated with privacy and security terminology. This imperative is
rooted in the natural interconnection between privacy and security mecha-
nisms. Privacy can be understood in several ways. It is described as a fluid
concept shaped by historical, social, and technological developments, with
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privacy’s meaning varying across eras and cultures (Solove, 2002). While
privacy has ancient roots, it only gained legal recognition in the 19th century,
when Warren and Brandeis defined privacy as “the right to be let alone,”
laying the foundation for modern privacy laws (Warren and Brandeis, 1989).
Privacy is closely linked to values like dignity, autonomy, and independence.
As technology advances, new legal protections become essential to guard pri-
vacy against increasing intrusions. Given its dynamic nature, some scholars
advocate for a flexible approach to privacy protection, one that adapts to
evolving societal and technological contexts (Bloustein, 1964; Westin, 1968).

Neil Richards (2022) offers that “privacy is the degree to which human
information is neither known nor used”. This definition highlights that
privacy fundamentally pertains to information concerning humans. Personal
information can be characterized as data or knowledge susceptible to privacy
considerations, particularly concerning its acquisition, dissemination, or
utilization by other persons or entities (Voigt and Von dem Bussche, 2017).
While legal definitions may employ technical jargon, they recommend using
“human information” to underscore the association with individuals. It
explores the impact of technology on human behavior, encompassing aspects
like targeted advertising and manipulation through social media.

According to Neil Richards, the term “known” pertains to the gathering
or acquisition of information about an individual, while “used” relates to
subsequent processes, including detection, organization, analysis, storage,
transmission, and even disclosure. As a result, he emphasizes that addressing
concerns regarding human information necessitates contemplating what is
gathered or acquired and how that information is managed, utilized, and
protected (Richards, 2022). Furthermore, the concept of privacy as a matter
of degree underscores that privacy is not merely a binary state of being either
“private” or “public.” Instead, it exists along a continuum, with various
levels of information sharing (Smith et al., 2011). Privacy and ubiquitous
computing are not inherently incompatible but require thoughtful design and
adherence to privacy principles. Users should have the ability to exercise
control over their data, and systems should be designed to respect their
privacy preferences. Striking a balance between the benefits of ubiquitous
computing and user privacy is essential (Politou et al., 2022).

The classic definition of security equates it with the Confidentiality, In-
tegrity, and Availability (CIA) triad. Confidentiality involves protecting
sensitive information from unauthorized access. Integrity, conversely, guar-
antees the originality of data and detects any unauthorized alterations or
tampering. Moreover, availability represents the proportion of time during
which a system must remain operational and accessible to its authorized
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users (Samonas and Coss, 2014). Confidentiality, integrity, and availability
mark the initial stages in the story of information security within a ubiqui-
tous system (Colella and Colombini, 2012). For instance, a crucial question
emerges within ubiquitous computing as a user logs into a device or engages
with various interconnected services: How does the system validate the user’s
true identity and distinguish them from potential hackers or unauthorized
individuals? Furthermore, when users access their specific online banking
account in this ubiquitous environment, how can the bank be sure that
it is indeed the legitimate account holder and not a hacker attempting to
gain unauthorized entry? In this context, security mechanisms become even
more critical than traditional computing environments. These mechanisms
are essential for protecting user identities and data integrity and ensuring
the availability of services, ultimately ensuring a secure and trustworthy
experience in this interconnected and data-rich environment (Nissenbaum,
2004). Despite the surface-level similarities of these authentication challenges,
a deeper exploration unveils the nuanced and distinct nature of each problem
within the context of ubiquitous computing. From this standpoint, developers
of ubiquitous systems and services must recognize that the complexities and
functionalities of technical solutions and mechanisms must be incorporated
through user involvement.

2.2.1 Users’ Perspectives

The integration of ubiquitous and mobile computing technologies into work-
places and homes emphasizes the essential role of user interaction within
these systems, placing users at the center of usability and adaptation con-
cerns. Human-Computer Interaction is a multidisciplinary field dedicated to
designing, evaluating, and implementing interactive computing systems for
human use (Hewett et al., 1992). By focusing on user needs, HCI draws from
psychology, sociology, and design to create intuitive and adaptable systems.
In ubiquitous computing, HCI addresses challenges unique to interconnected
environments, desiring to promote seamless user experiences across various
devices and contexts. The goal of HCI in this field is to enable users to
interact with technology in ways that are as natural and unobtrusive as
possible, often using implicit, context-aware, and multimodal interfaces. This
approach minimizes the need for direct user input, allowing technology to
adapt to users’ environments automatically (Bashir et al., 2014).

Usability is central to HCI and is defined as the effectiveness, efficiency,
and satisfaction that users experience within a specified context (ISO, 2018).
These attributes are required for creating intuitive and supportive user
experiences across interactive systems. Usability is also a fundamental
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component of broader software quality, as outlined by ISO/TEC 25010:2011,
which incorporates usability, security, maintainability, and compatibility as
essential quality characteristics in software systems (ISO, 2011). Additionally,
ISO 9241-210:2019 emphasizes a human-centered design approach, advocating
for continuous user involvement and iterative testing to meet user needs
effectively (ISO, 2019). Together, these standards guide HCI in developing
systems that not only meet technical requirements but also support a user-
centered experience, enhancing trust, safety, and overall satisfaction.

However, the nature of ubiquitous services often introduces new com-
plexities for users. Privacy and security mechanisms may require additional
steps, such as verification during online banking. While users expect such
security measures for financial data, their approach to privacy can vary in
other contexts, such as smart homes. For example, users might resist sharing
their Wi-Fi password with guests to avoid security risks, which could be
misinterpreted socially as distrust. Additionally, turning off location track-
ing might prevent a thermostat from automatically adjusting when a user
leaves or enters the house, reducing the ease and energy savings that smart
technology typically provides. This behavior reflects a need for adaptable
privacy and security features that align with user preferences and social
contexts (Lederer et al., 2003).

2.2.2 Developers’ Perspectives

Developers typically address various software quality factors, such as usability,
flexibility, user satisfaction, maintainability, and privacy (Ferre, 2003). These
factors are often interconnected; for example, flexibility can improve main-
tainability, while reliability can enhance user satisfaction (Folmer and Bosch,
2004). However, certain quality attributes can conflict with each other. This
is particularly evident in the trade-offs between usability, privacy, and security,
where enhancing one aspect can inadvertently weaken another (Naqvi and
Seffah, 2019). For instance, in smart home applications (apps), improving
usability by allowing easier access to devices or settings might compromise
privacy or security if not carefully designed.

Balancing these factors requires a user-centered design approach that
gives equal priority to usability and security without compromising either.
Two-factor authentication serves as a good example of this challenge. The
complexity of encryption and its associated terminology often conflicts with
the language and understanding familiar to everyday users, creating barri-
ers to effective adoption. As a result, misconceptions about authentication
processes can lead to usability issues. While the basic concept of two-factor
authentication, which combines something the user knows, such as a password,
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with something the user has, such as a mobile device, is relatively straightfor-
ward, users often struggle to grasp the underlying security principles and the
necessity for employing two distinct authentication factors (Dutson et al.,
2019). This gap between users’ understanding and the technical requirements
of privacy and security mechanisms highlights the importance of user-focused
solutions to bridge this divide and foster informed, secure user behavior.

Furthermore, privacy and security mechanisms should be crafted to com-
plement the core product seamlessly, for instance, in the case of a corporate
environment where employees are required to adhere to a complex and
frequently changing password policy. While these policies aim to enhance
security, they can result in employees spending excessive time managing
passwords instead of focusing on their work tasks (Gerlitz et al., 2021).
This scenario highlights the conflict between stringent security measures,
which emphasize complex passwords, and employees’ production tasks, which
prioritize productivity and efficiency. Achieving a balance between these pri-
orities requires collaboration between security experts and workflow managers
to design policies that enhance security without undermining productivity.
The challenge lies in aligning security requirements with the demands of
production tasks and ensuring that security does not hinder users’ produc-
tivity (Mujeye and Levy, 2013). In order to tackle these issues, developers
should also communicate the importance of privacy and security mechanisms
to users, ensuring that guidelines are easy to understand and follow. This
approach can encourage users to actively participate in maintaining privacy
and security standards. Moreover, adherence to legal privacy and security
procedures is essential, as violations can result in serious consequences for
both users and manufacturers (Carre et al., 2018).

2.2.3 Legislators’ Perspectives

Specific regulations have been established to govern data collection and
processing. They outline practical responsibilities for data-collecting entities,
often referred to as data controllers, to return control of personal data to the
individuals they pertain to, known as data subjects. These responsibilities
include informing data subjects about the purpose of data usage, obtaining
their consent, and providing accessible means for users to access, rectify, and
delete their personal information (Tikkinen-Piri et al., 2018).

The European Union (EU) General Data Protection Regulation (GDPR)
stands as a prominent model of a regulation that introduced a comprehensive
set of legal requirements, effective as of May 25, 2018, governing the processing
of personal data for any business operating within or in part with the EU or
managing data of EU citizens (Voigt and Von dem Bussche, 2017). Art. 4 No.
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1 GDPR defines personal data as any information related to an identified
or identifiable natural person. This legislation aims to establish the utmost
transparency and control, striking a balance between those from whom data
is collected and those receiving the data.

The advent of GDPR underscores the significance of providing data con-
trollers with necessary information regarding data protection, strengthening
the criteria for obtaining legally valid consent from data subjects, and expand-
ing their rights, particularly regarding access to information and disclosure.
Following the requirements outlined in Articles 12, 13, 14, and 21 of the
GDPR, data controllers are obligated to inform users about the processing
of personal data relevant to them and their associated data protection rights.
Under GDPR, data subjects are entitled to a spectrum of rights, including
access to their data (Art. 15), the rectification of inaccuracies (Art. 16), the
right to erasure (Art. 17), the ability to restrict data processing (Art. 18),
notification rights (Art. 19), and data portability (Art. 20).

Furthermore, data subjects have the option to lodge complaints with
a data protection supervisory authority if they believe their personal data
is being processed unlawfully (Art. 77) without prejudice to other legal
remedies. Should data processing rely on consent, individuals can withdraw
their consent for future data usage at any time (Art. 7), though this does
not affect prior processing. It is important to note that specific data may
need to be retained for legal compliance, regardless of consent status (Voigt
and Von dem Bussche, 2017).

Despite the intended purpose of these regulations to protect users’ per-
sonal data and their interests, the interfaces and implementations of these sen-
sitive mechanisms within ubiquitous systems often lack user-friendliness (Jensen
and Potts, 2004; Luger et al., 2013; Kitkowska et al., 2020b), and most users
do not thoroughly read privacy policies. The primary reasons for this low
engagement are that the explanations remain excessively long and challeng-
ing to comprehend (Wigand and Soumillion, 2019). While there have been
positive developments in data protection rights and information inclusion
before and after GDPR, this has not necessarily translated into user-friendly
policies (Linden et al., 2018). Policies have grown significantly in length, en-
compassing more syllables, words, and sentences. Since individuals typically
use smartphones to interact with ubiquitous services, reading such lengthy
texts on small screens may be challenging and inefficient (Raptis et al., 2013).
This unaware consenting, often induced by complex and lengthy regulations
and the potential use of dark patterns, can contribute to inappropriate be-
havior and increase the risk of unintentional data disclosure (Clark et al.,
2015; Kang et al., 2015; Tabassum et al., 2019).
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2.3 Theoretical Foundations of User Behavior

2.3.1 Social Cognitive Theory

Albert Bandura initially introduced the concept of Social Learning The-
ory (SLT) in 1977 (Bandura and Walters, 1977). He later evolved it into
Social Cognitive Theory by 1986. Bandura’s pioneering and influential work
expresses that learning occurs within a social context and involves a dynamic
and reciprocal interaction among personal factors, environmental influences,
and behavior (Bandura, 1986). The Social Learning Theory, as the fore-
runner to the Social Cognitive Theory, suggested that people learn through
observation, imitation, and modeling, influenced by psychological factors
such as attention, retention (memory), and motivation (Muro and Jeffrey,
2008; Nabavi, 2012).

Bandura’s theories are pivotal in understanding that learning is not solely
the product of direct reinforcement or conditioning, as proposed by behaviorist
theories, but also occurs by observing the actions of others (Fryling et al.,
2011). For instance, homeowners may learn to improve their home security
by observing a neighbor’s use of smart security systems. They notice that the
neighbor’s home, equipped with surveillance cameras and motion sensors, has
never been burglarized, unlike other homes in the area. This observation and
the neighbor’s positive reinforcement about the system’s efficacy motivate
the homeowner to adopt similar security measures. Thus, learning about the
benefits and operations of smart home security is influenced by cognitive
characteristics and the observed positive outcomes of the neighbor’s behavior.
The Social Cognitive Theory expanded on this by emphasizing the role
of cognitive processes in learning from interactions with others and the
environment. This integration of behavioral, cognitive, and environmental
dimensions made Bandura’s theories a significant bridge between behaviorist
and cognitive learning theories, explaining a wide array of human behaviors
that could not be accounted for by traditional learning theories alone (Muro
and Jeffrey, 2008).

The Social Cognitive Theory identifies several key elements that impact
behavior. Foremost among these is perceived self-efficacy, which relates to
an individual’s confidence in their ability to execute a particular action to
achieve a targeted result. Another central component of the SCT is outcome
expectancy/expectations, which refer to an individual’s beliefs about the
potential results of their behaviors. Additionally, the SCT encompasses
objectives as well as recognized barriers and chances. These elements are
depicted in Figure 2.1, demonstrating their dynamic interaction during
behavioral modification.
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Figure 2.1: Diagram of the Social Cognitive Theory (Bandura, 2012). This illustra-
tion captures the pathways of influence where perceived self-efficacy impacts shaping
goals, outcome expectations, and the individual’s view of sociostructural facilitators
and impediments.

Self-Efficacy

Self-efficacy is a psychological structure that develops and is revised by
interpreting information from four primary sources: mastery experiences,
vicarious experiences, social persuasion, and physiological and emotional
states (Bandura, 1977). The most substantial influence typically arises
from mastery experiences, where personal success boosts self-efficacy, and
repeated failures may diminish it (Bandura, 1977). However, the development
of self-efficacy is nuanced; not every easy success necessarily heightens it,
nor do all failures lead to a lower sense of efficacy. The effects of failures
on self-efficacy are influenced by their timing and the overall pattern of
experiences (Bandura, 1977). Similarly, facing difficulties provides valuable
opportunities to learn from failures, refine skills, and gain better control
over tasks. Turning failure into success by honing one’s abilities further
strengthens self-efficacy (Bandura et al., 1999).
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Vicarious experience also plays an essential role in developing an individ-
ual’s self-efficacy, especially when they lack personal experience (Bandura,
1977). This form of learning involves observing others performing similar
tasks and making comparisons with one’s own perceived capabilities. Indi-
viduals often use these observations as benchmarks, assessing their abilities
based on the successes or failures of others who are perceived as models (Ban-
dura, 1982). The similarity between the model and the observer significantly
influences the effectiveness of this process. For example, the more an ob-
served model shares characteristics with the observer, such as adeptness,
perseverance, age, or experience level, the more profound the impact on the
observer’s self-efficacy (Bandura, 1977).

Social persuasion is the third factor influencing perceived self-efficacy,
which involves verbal support and encouragement from essential figures like
parents, peers, and teachers (Joét et al., 2011). It is commonly employed
to influence human behavior due to its simplicity and accessibility. Social
persuasion involves guiding people to believe they can successfully manage
previously overwhelmed situations. However, the efficacy expectations gener-
ated through such suggestions tend to be less robust than those developed
from personal achievements, mainly due to the lack of a solid experiential
foundation in social persuasion (Bandura, 1977). When individuals face
complex challenges and have a past filled with unsuccessful attempts at
handling them, the confidence instilled through suggestion can be rapidly
diminished by experiences that counter these induced expectations. Although
social persuasion alone has a limited capacity to establish enduring personal
efficacy, it can significantly enhance effort and success when combined with
practical performance support (Bandura, 1977). Nevertheless, raising com-
petence expectations solely through persuasion, without creating conducive
conditions for effective performance, can lead to failures that discredit the
persuasion and weaken perceived self-efficacy (Bandura, 1982).

Physiological and emotional states, including emotional arousal, represent
the final determinant of perceived self-efficacy. These states, characterized
by feelings like anxiety or fatigue encountered during tasks, significantly
contribute to shaping an individual’s self-efficacy (Bandura, 1977). High
emotional arousal, often interpreted in stressful situations as vulnerability,
can impair performance. This influence on self-efficacy varies depending on
environmental factors and the personal meaning of these emotional states.
Individuals typically assess their anxiety and vulnerability to stress based on
their physiological state. In scenarios where high arousal is present, it usually
hinders performance, leading to expectations of more favorable outcomes
when the individual is calm rather than tense (Bandura, 1977).
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Outcome Expectations

Perceived self-efficacy significantly influences the perceived potential rewards
or consequences of outcome expectations (Bandura, 1977). Essentially, the
outcomes that individuals anticipate are deeply rooted in their beliefs about
their ability to perform successfully in various situations. They are distin-
guished from self-efficacy because self-efficacy is the perceived ability to do a
behavior. In contrast, outcome expectancies are judgments about the proba-
bility of outcomes that flow from behavior (Bandura, 1977, 1986; Bandura
et al., 1999). Individuals with a strong sense of self-efficacy expect positive
results from their efforts, believing that competent performance will bring
favorable outcomes. Conversely, those with low self-efficacy may predict
unfavorable results, anticipating their poor performance will lead to negative
consequences (Bandura, 1977).

The expected outcomes influenced by an individual’s sense of self-efficacy
can take various forms, impacting both their internal state and external
circumstances (Bandura, 2004). Physical outcome expectations can include
practical consequences such as the success or failure of a given project, the
quality of interpersonal relationships, or career advancement (Conner and
Norman, 2015). Socially, these outcomes may be reflected in recognition or
disapproval from peers and community, shaping one’s social standing and
networks (Conner and Norman, 2015). Internally, self-evaluative outcome
expectations manifest through emotional responses like a sense of fulfillment
or disappointment, influencing an individual’s overall well-being and self-
esteem (Conner and Norman, 2015). It is essential to clarify that self-efficacy
beliefs are based on individuals’ perceptions of their capabilities rather than
actual abilities to complete a task (Bandura, 1977).

Goals

In the Social Cognitive Theory, goals are critical in influencing behavior
and interacting with other theory elements (Bandura et al., 1999). The
level of challenge associated with a goal affects the effort and satisfaction
derived from pursuing it. Challenging goals, when accepted and committed
to, typically lead to more significant effort and better performance. However,
overly complicated or unrealistic goals can be demotivating if they undermine
self-efficacy (Bandura et al., 1999). Goals can be long-term (distal) or short-
term and immediate (proximal) (Bandura et al., 1999). For instance, a
long-term goal in a smart security system might be to achieve a fully secure
and automated home environment. In contrast, short-term goals could involve
installing specific security devices or setting up automatic alerts for different
scenarios. The proximity of goals is also essential (Bandura et al., 1999).
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Short-term goals help focus immediate efforts, such as activating nightly
alarms or regularly updating security protocols. Conversely, long-term goals,
like maintaining a consistently secure home over several years, provide an
overarching aim.

Goals in the Social Cognitive Theory frequently exhibit a hierarchical
structure, where the attainment of short-term objectives plays a pivotal role
in achieving long-term goals (Bandura et al., 1999). In our smart security
system example, completing immediate tasks (like setting up a new security
feature) contributes to the broader goal of comprehensive home security.
However, simply having a goal is insufficient for behavioral change (Bandura
et al., 1999). Self-regulatory skills are required, similar to those needed
to effectively manage and adjust a smart security system, which includes
monitoring system performance and tracking and reviewing security logs,
setting specific security objectives, and rewarding oneself for achieving these
objectives. The interaction between individuals’ belief in their abilities
(efficacy beliefs) and goal setting is crucial. These beliefs guide setting
realistic goals and commitment to them (Bandura et al., 1999). Achieving
challenging goals, like successfully troubleshooting and fixing a complex issue
with the security system, can enhance these efficacy beliefs, boosting one’s

confidence in managing home security.
Sociostructural Factors

The process of goal setting within the framework of the Social Cognitive
Theory is influenced by the presence of facilitators and the challenge of
overcoming impediments (Bandura et al., 1999; Bandura, 2004). Social
factors like online community trends and technological advancements sig-
nificantly influence behavior and goal setting, particularly in the digital
era (Tsai and Bagozzi, 2014). This influence is mainly noticeable in how
users adapt to evolving technologies and navigate complex interfaces (Miraz
et al., 2021). Facilitators play a crucial role in addressing these challenges in
easing the transition. Intuitive software design is one such facilitator, making
technology more accessible through user-friendly interfaces and simplified
navigation (Issa and Isaias, 2022). Another facilitator is accessible tech edu-
cation, including online tutorials and mobile learning, which empowers users
from diverse backgrounds to engage with technology confidently (Granié¢
and Maranguni¢, 2019). Moreover, policies aimed at reducing the digital
divide, such as government initiatives for affordable internet access and public
computer training programs, are also required for creating an inclusive digital
environment (West, 2015; Rodriguez-Hevia et al., 2020).

However, challenges exist through barriers like rapid technological changes
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and systemic issues, including unequal access to technology and lack of digital
literacy (Van Dijk, 2017). These barriers can significantly hinder user engage-
ment and counteract the benefits brought by facilitators (Prior et al., 2016).
Therefore, while advances in Adaptive User Interfaces (AUIs) and Intelligent
User Interfaces (IUIs) aim to enhance user-machine interactivity, the impor-
tance of designing universally usable interfaces becomes paramount (Miraz
et al., 2021). Addressing these challenges necessitates a multidisciplinary
approach, integrating fields like understanding human behavior, individual
modeling, and human-computer interaction to respond effectively to the di-
verse needs of users. As technology evolves, the interplay between facilitators
and barriers will shape how effectively users interact with and benefit from
digital tools in an increasingly connected world (Lavie and Meyer, 2010;
Miraz et al., 2021).

2.3.2 Fogg Behavior Model

Persuasive technology is a form of design that aims to influence user behavior
in a specific way (Fogg, 2002). For instance, a fitness app that sends daily
exercise reminders and tracks progress is a persuasive technology designed
to motivate users to maintain a regular workout routine. However, applying
persuasive technology is not a one-size-fits-all solution that guarantees behav-
ioral change. Instead, it requires a customized approach that resonates with
the individual’s unique psychological state and situational context (Fogg,
2002, 2009). The Fogg Behavior Model is a comprehensive framework for
understanding behavior change and designing persuasive technology in many
domains, such as health, education, and sales (Fogg, 2009). It emphasizes
three key factors: motivation, ability, and triggers. These factors must con-
verge for a target behavior to occur. The model is visualized with motivation
on the vertical axis and ability on the horizontal axis, highlighting that high
motivation and ability are typically required for behavior occurrence (see
Figure 2.2). This model balances the interplay between motivation and abil-
ity, showcasing a blend of simplicity and effectiveness. These qualities make
it an ideal and beneficial tool for understanding and influencing information
security behavior (Kieflling et al., 2021).

In the Fogg Behavior Model, motivation is a nuanced mix of interrelated
elements. It encapsulates the immediate emotional responses of pleasure
and pain, the anticipatory forces of hope and fear, and the profound social
acceptance and rejection influences (Fogg, 2009). Each element plays an
essential role in the calculus of human behavior. For instance, pleasure can
instantly incentivize a behavior, while pain may deter it. Hope can propel
a person towards a goal-oriented action, while fear may prevent them from
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Figure 2.2: Diagram of the Fogg Behavior Model (Fogg, 2009). The Fogg Behavior
Model represents the relationship between motivation, ability, and behavior, with
the Action Line depicting the threshold at which triggers lead to behavior change.

engaging in potentially harmful behaviors. Social dynamics add another
layer, with the desire for acceptance and fear of rejection guiding much of
our social conduct. Similarly, the model’s take on ability transcends mere
physical capacity. It comprises the tangible resources of time and money
that can directly enable or impede action (Fogg, 2009). The physical effort
ties into the bodily energy required for an activity, while mental effort (brain
cycles) relates to the cognitive engagement demanded. Beyond these, social
deviance and routine consider the social norms and established patterns that
can either ease or complicate the path to action (Fogg, 2009). In practical
terms, the FBM suggests that a person’s ability to act is contingent upon
the simplicity of the action (Fogg, 2009). Simplicity here is multilayered,
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involving the time taken to perform an action, the financial cost, the physical
and mental exertion required, and whether the action aligns with social
norms and established routines. As a result, what may be a straightforward
task for one individual could be complex and taxing for another, underlining
the importance of context and individual differences in the FBM’s approach
to ability (Fogg, 2009).

Triggers constitute the third essential factor in the FBM and are cate-
gorized into sparks, facilitators, and signals (Fogg, 2009). Sparks are used
when a person lacks motivation for a target behavior. They are designed
alongside motivational elements and can take various forms, like text or
videos that inspire hope or highlight fear. Facilitators are suitable for users
with high motivation but low ability, aiming to make the behavior easier to
perform, such as software updates that imply ease with one-click solutions.
Signals, the third type, are effective when people have both the ability and
the motivation to perform a target behavior and act mainly as reminders.
An example is a traffic light signaling when to drive or stop (Fogg, 2009).

In conclusion, technologies designed for behavior change, underpinned by
models such as the Fogg Behavior Model, are key influencers of behavior in
the digital era. Their success hinges on a deep understanding and application
of the fundamental principles of human behavior, like motivation, ability, and
triggers. Nevertheless, it is imperative to thoughtfully address the ethical
considerations associated with these technologies to ensure their responsible
use and to prioritize the interest of users.

2.3.3 Integration of SCT and FBM

Since the 1980s, the field of HCI has incorporated a variety of theories
from different disciplines to analyze and predict user performance with
computer interfaces and systems. Most of these imported theories are rooted
in cognitive, social, and organizational domains (Rogers, 2022). Theories in
behavioral studies can be categorized based on their level of generality or
specificity (Hekler et al., 2013). Conceptual frameworks are one such category,
focusing on specific facets of a problem to provide in-depth insights for
understanding and analyzing a particular domain. An exemplary conceptual
framework is self-efficacy theory, which offers detailed perspectives on how an
individual’s belief in their capabilities impacts their behavior (Consolvo et al.,
2017). This theory provides targeted strategies and practical applications for
behavior research and interventions.

In contrast, Meta-Models serve as broad, overarching structures that offer
a generalized understanding of behavior. These models are less about detailed
specifics and more about setting the stage for various behavioral inquiries.
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They deliver a foundational perspective for addressing a problem but often
require further details through conceptual frameworks and methodologies like
experience sampling to fully flesh out their applications. The Fogg Behavior
Model exemplifies a meta-model (Consolvo et al., 2017). It presents a com-
prehensive organizational structure that facilitates understanding behaviors
across various contexts. The FBM’s broad applicability makes it a valuable
tool in behavior analysis, although it necessitates additional specific insights
for thorough application and understanding. The integrations of theories
in HCI highlight the significance of theoretical concepts in the field. They
offer essential psychological and behavioral insights, which are crucial to
creating technological designs that are both user-centered and highly effec-
tive (Rogers, 2022). This work outlines a strategic approach to select theories
for behavioral research in the privacy and security domain within ubiquitous
applications, beginning with integrating meta-models and progressing to
applying conceptual frameworks (Consolvo et al., 2017).

The initial phase of this approach is grounded in integrating two prominent
meta-models, which were introduced, namely the Fogg Behavior Model
and Social Cognitive Theory. The FBM is instrumental in examining how
factors like motivation, ability, and triggers influence behaviors, such as a
person’s decision to use a security feature on their smartphone. Meanwhile,
SCT delves into the interplay of personal beliefs, behavioral patterns, and
environmental influences. As the work advances, attention shifts to more
specific frameworks, notably self-efficacy theory. This shift is motivated by the
imperative to explore the nuances of how individuals perceive and navigate
privacy and security challenges in behavior change technologies environments.
For example, the initial phase might investigate how individuals are motivated
to use privacy features (drawing from FBM) and why these motivations
influence their behavior (using insights from SCT). This exploration could
be further enriched by HCI perspectives, examining how interface design
and usability factors influence users’ motivation to engage with privacy and
security settings effectively.

Subsequently, the work transitions to self-efficacy theory within an HCI
context, aiming to explore whether individuals feel confident and capable of
independently managing these privacy and security settings. This structured
approach evolves from broad meta-models to more targeted conceptual
frameworks, ensuring a thorough exploration of motivational factors and
self-perceived abilities in interaction with technology. Overall, the benefits
of this approach lie in consistently placing the user at the center of the
theoretical selection process, ensuring that the chosen theory remains closely
aligned with user experiences and requirements (Consolvo et al., 2017).
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2.4 Conceptual and Procedural Knowledge
2.4.1 Defining Key Knowledge Types

The previous section provided an understanding of user behavior by inte-
grating relevant theories, highlighting the link between self-efficacy and a
person’s belief in their ability to learn and successfully perform behaviors
over time. Within this framework, the influence of prior knowledge and
abilities on self-efficacy are critical factors (Van Dinther et al., 2011). Before
delving into how knowledge and abilities influence self-efficacy, it is essential
to understand the different types of knowledge involved.

People acquire two fundamental types of knowledge, including concep-
tual understanding and procedural skills, which are essential for learning
and problem-solving (McCormick, 1997). Conceptual knowledge encom-
passes a person’s inherent or stated understanding of the basic principles
and relationships among various pieces of knowledge in a specific subject
area (Rittle-Johnson et al., 2001). This knowledge is adaptable and not
confined to particular problem scenarios, allowing it to be applied across
various contexts (Rittle-Johnson et al., 2001). It provides a theoretical
framework that helps individuals make sense of complex concepts and phe-
nomena, thereby enhancing their understanding of a subject at a fundamental
level (McCormick, 1997). An example of conceptual knowledge in the context
of mobile permissions would be understanding why certain apps request
access to specific features like location, camera, or contacts. It includes
grasping the broader implications of granting these permissions, such as how
they can affect personal privacy and data security and the general principles
of data management within mobile ecosystems. This kind of knowledge helps
users comprehend the potential risks and benefits of permissions, regardless
of the specific app or device used.

On the other hand, procedural knowledge pertains to the capability of
executing sequences of steps to solve problems (Rittle-Johnson et al., 2001).
It is closely tied to the mastery of skills and is often revealed through changes
in performance based on prior experience rather than explicit recall (Willing-
ham et al., 1989). Procedural knowledge is usually specific to particular issues
and is not as broadly applicable as conceptual knowledge. It involves the
practical application of skills and techniques to accomplish tasks and tackle
challenges (McCormick, 1997). This knowledge is particularly essential in dis-
ciplines and professions where complex and potentially hazardous procedures
are common, such as in health, education, science, or technology (McCormick,
1997; Hiebert, 2013; Torrente et al., 2014).

Based on the earlier example in the context of mobile permissions, where
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conceptual knowledge involves understanding the privacy implications of app
permissions, procedural knowledge is demonstrated by actively managing
these permissions on a mobile device. It includes steps such as navigating
the smartphone’s settings, identifying which apps have been granted specific
permissions, and making informed decisions to adjust these settings as needed.

The interplay between these two types of knowledge is required for
effective learning and application. Conceptual knowledge lays the groundwork

[43

for understanding the “why” behind various phenomena, while procedural
knowledge provides the “how-to” for practical application (McCormick, 1997).
Together, they enable a comprehensive understanding and competence in a
subject, allowing individuals to grasp theoretical concepts and apply them
effectively in real-world situations. This integration is especially crucial
in fields like technology education, where a balance between theoretical
understanding and practical skills is essential for navigating the complexities

of the discipline (McCormick, 1997).
2.4.2 Influence on Self-Efficacy and Behavior

The concept of self-efficacy, both in computer use and broader educational
settings, is significantly influenced by practical experience and specialized
training (Cassidy and Eachus, 2002; Van Dinther et al., 2011). Research
has shown that factors such as hands-on computer experience, familiarity
with software packages, and targeted computer training are closely correlated
with higher levels of self-efficacy (Cassidy and Eachus, 2002). These are
aligned with educational research, which emphasizes that enactive mastery
experiences, or direct engagement in relevant tasks, are mighty in fostering a
strong sense of efficacy. Furthermore, the effectiveness of interventions based
on theoretical models like Social Cognitive Theory suggests that structured
and theory-informed educational programs can effectively enhance students’
belief in their capabilities (Van Dinther et al., 2011).

Individuals enhance their self-efficacy by connecting past and present
experiences (Usher and Pajares, 2008; Ineson et al., 2013). This relationship
is particularly evident in virtual communities, where knowledge sharing
is essential (Hsu et al., 2007). Examples of knowledge sharing in such
communities include online forums, where users engage in discussions and
exchange ideas on different topics; professional networks and social media
groups, where industry news and professional insights are shared; webinars
and online courses that offer educational content from experts to a global
audience; and blogs and vlogs, where individuals disseminate specialized
knowledge and personal experiences. As people acquire more knowledge,
their self-efficacy grows, leading to positive behavioral impacts such as
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increased participation in knowledge-sharing activities. This effect is observed
in instances where individuals who have successfully shared knowledge or
integrated information from various sources are more inclined to continue
such activities (Hsu et al., 2007).

Integrating this comprehension with insights from the computer security
domain, it becomes clear that the amalgamation of conceptual and procedu-
ral knowledge significantly shapes user behavior against online threats like
phishing and malicious attacks (Arachchilage and Love, 2014). Users with
a comprehensive knowledge base display notable improvements in circum-
venting cybersecurity threats (Zwilling et al., 2022). Their enhanced ability
to avoid phishing attempts and other malicious activities is closely linked
to their increased self-efficacy (Arachchilage and Love, 2014). Improving
users’ behaviors underscores the critical role of a thorough understanding
of computer security principles and practices (Stanton et al., 2005). This
understanding is not only foundational for grasping user behavior. Still, it is
also crucial in the practical application of self-efficacy theory, particularly in
the context of online engagement and information security (Rhee et al., 2009).
It highlights how comprehensive knowledge is essential in understanding and
effectively influencing user actions in the digital realm.

2.5 Games and Learning Interplay

2.5.1 Developing Knowledge through Gaming

The earlier section explored the influence of learning and knowledge de-
velopment on shaping self-efficacy and user behavior. This discussion is
particularly relevant in the context of rapid technological changes witnessed
over the past few decades. Such advancements underscore the importance
of continuously expanding and deepening individuals’ knowledge and skills,
particularly in diverse fields affected by digital transformation (Goulart et al.,
2022). For instance, in the field of information technology, the evolving
job market now demands not only technical qualifications but also personal
development and social skills (Goulart et al., 2022). In order to address such
concerns, it is essential to identify and implement effective strategies that
enhance people’s qualifications and foster a comprehensive understanding
of new digital concepts and tools. In this context, games, gamification,
serious games, and game-based learning emerge as promising approaches,
emphasizing motivation, behavior change, and acquiring knowledge through
gaming experiences in various everyday scenarios (Krath et al., 2021).

A game is a structured form of play or activity designed to bring par-
ticipants enjoyment, challenge, or educational value (Abt, 1987; Aarseth,
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2014). Governed by a set of rules (Juul, 2011), games create an environment
where players engage in a contest or pursuit towards specific objectives. This
engagement can manifest in various forms, from competitive to cooperative
player interactions (Lim and Reeves, 2010). Central to games is the element
of challenge, requiring skill, strategy, or luck to overcome (Greg, 2002; Tekin-
bas and Zimmerman, 2005). As dynamic and engaging experiences, games
evolve during play, demanding adaptability and offering clear outcomes and
feedback on performance (Juul, 2011; Barr, 2017). Particularly in digital
games, there is often a strong element of representation or simulation, where
the game environment mimics aspects of reality or fantasy worlds (Tavinor,
2009). This broad definition encompasses the diverse nature of games, high-
lighting their role as sources of entertainment and as tools for education,
social interaction, and mental stimulation (Ijsselsteijn et al., 2007; Rogers,
2017). Expanding beyond their formal role, engaging and interactive features
of games have been adapted into new contexts through gamification, serious
games, and game-based learning. Gamification applies the game design
elements to non-gaming contexts, transforming tasks in education, health,
finance, and other areas into more engaging and rewarding experiences (De-
terding et al., 2011). By incorporating game design elements like points,
badges, and leaderboards, gamification leverages the innate human desire
for achievement and recognition, enhancing participation and motivation in
various activities (Alsawaier, 2018).

Simultaneously, gamification shares a close relationship with two other
concepts: serious games and game-based learning. Game-based learning
represents an innovative educational approach that leverages the engaging
and interactive nature of games, where players can learn via experience and
solve problems through critical thinking (Chang and Hwang, 2019). Beyond
education, serious games are a form of persuasive technology whose primary
purpose is not merely entertainment but to influence user behavior and
facilitate knowledge transfer (Orji et al., 2017; Adaji and Adisa, 2022). Serious
games are crafted with specific cognitive attributes like problem-solving,
memory enhancement, and attentional focus, making them exceptionally
engaging through interactive and immersive gaming elements (Vlachopoulos
and Makri, 2017; Lamb et al., 2018). They effectively utilize these cognitive
traits, which enhances their adaptability across various areas. In the health
domain, serious games focus on wellness and managing diseases. In the
realm of public policy, they facilitate a deeper understanding of governance.
They are crucial in honing strategic thinking and communication abilities
for strategy and communication. In education, they support diverse learning
objectives, while in training and simulation, they offer valuable professional
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development experiences (Lope and Medina, 2017). This versatility highlights
their broad applicability and potential in shaping the future of educational
and behavioral interventions.

In educational technology, the differentiation between gamification and
game-based learning is characterized by their distinct approaches and im-
pacts on learning outcomes. Research shows that both strategies can effec-
tively enhance learning, though they operate differently (Karagiorgas and
Niemann, 2017; Ferndndez Galeote et al., 2023). Gamification focuses on
increasing learner motivation by incorporating game design elements into
educational content. However, it often does not consider individual learner
preferences (Monterrat et al., 2015) and needs to be personalized to suit
the characteristics of each player (Oliveira et al., 2023). On the other hand,
game-based learning centers around using games as the primary mode of
instruction. It offers a more immersive educational experience and is realized
as individuals play games to learn content. Nevertheless, game-based learning
faces challenges that encompass accessibility concerns, the transferability of
acquired skills to practical situations, and the delicate task of harmonizing
engaging gameplay with educational objectives (Al-Azawi et al., 2016; Gi-
annakas et al., 2018). Data security and user privacy also pose substantial
concerns, as mobile and ubiquitous game-based learning apps often involve
collecting sensitive personal data (Smith et al., 2015; Giannakas et al., 2018).
These complexities underscore the critical importance of a thoughtful and
inclusive approach to integrating game-based learning within educational
settings.

2.5.2 Theoretical Connections to Gamification

Exploring the use of game elements in learning contexts and transferring
knowledge reveals a fascinating blend of theories from psychology and ed-
ucation (Krath et al., 2021). In this intricate mix of ideas, two essential
concepts, motivation and engagement, emerge as interconnected yet distinct
elements that play a crucial role in learning and human behavior (Alsawaier,
2018). Motivation delves into the psychological drivers behind our actions
and choices (Sailer et al., 2013). It encompasses various components, in-
cluding intrinsic motivation, which ignites our innate desires for mastery
and curiosity, and extrinsic motivation, which is influenced by external fac-
tors such as rewards and grades (Alsawaier, 2018). Conversely, engagement
reflects the passion and emotional involvement individuals display when
participating in learning activities. It contains observable behaviors, effort,
and dedication in performing tasks, emphasizing the enthusiasm and dili-
gence invested in learning (Alsawaier, 2018). Motivation and engagement
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form the fundamental essence of Self-Determination Theory (SDT) when
understanding human motivation. This theory emphasizes three core as-
pects: autonomy, competence, and relatedness (Ryan and Deci, 2000). In
gamification, this translates to giving users choices in how they approach
tasks (autonomy), providing progressively challenging levels that match their
skillset (competence), and enabling social interaction, like team challenges
or leaderboards (relatedness) (Sailer et al., 2013). The influence of SDT on
behavior is more distal, indirectly impacting motivation by fostering a more
profound, intrinsic desire to participate (Sweet et al., 2012). For instance,
in an educational game, allowing students to choose their learning path
(autonomy) can increase their intrinsic motivation to learn, as it aligns with
their interests or goals.

The alignment between SDT and self-efficacy theory offers valuable in-
sights into the drivers of human behavior. Both theories share a core belief
that individuals are agents of their actions but diverge in their views on
agency. Self-efficacy theory significantly emphasizes self-efficacy as the key
motivator, suggesting that people act when they believe they can achieve
their goals. On the other hand, SDT underscores autonomy as a central
factor, contending that self-determined motivation plays a pivotal role in
influencing behavior (Sweet et al., 2012). Furthermore, these theories differ
in how they position competence/self-efficacy, with SDT considering it as a
more distal factor linked to motivation and self-efficacy theory considering
it a proximal factor with a direct impact on behavior. Understanding the
alignment and distinctions between SDT and self-efficacy theory provides
a foundation for grasping human motivation and behavior. It ensures that
users are engaged due to the immediate confidence boost from overcoming
challenges and enjoy a more profound satisfaction from a self-determined
desire to learn and connect with others (Sweet et al., 2012).

The study of gamification and its influence on behavior is also anchored
in other psychological and sociological theories. Reinforcement Theory (Skin-
ner, 1953) plays a pivotal role in understanding how rewards and incentives
in gamified environments can shape behavior, particularly in learning con-
texts where elements like points and leaderboards act as immediate feedback
mechanisms (Richter et al., 2015). The Theory of Reasoned Action (Ajzen,
1980) and the Theory of Planned Behavior (Ajzen, 1991) offer insights into
how an individual’s attitudes and subjective norms influence their behav-
ioral intentions in educational gamification (Chen, 2018). Similarly, the
Technology Acceptance Model (Davis, 1989) is crucial in evaluating how
the perceived usefulness and ease of use of gamified systems affect their
adoption and ongoing engagement (Bourgonjon et al., 2013). The Trans-
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theoretical Model (Prochaska and Velicer, 1997) provides a framework for
understanding the stages of behavioral change, which is essential in designing
gamified interventions tailored to individuals’ readiness for long-term engage-
ment (Hammerschall, 2019). Lastly, Activity Theory (Vygotsky and Cole,
1978) considers the dynamic and complex interplay between individuals, their
diverse perspectives, and the socio-cultural context of activities. It highlights
the importance of recognizing and leveraging individual differences, under-
standing the specificity of contexts, and addressing ethical concerns through
the lens of agency and transformation, focusing on the transformative power
of gamification in educational and other activity systems (Vermeulen et al.,
2016). These theoretical frameworks collectively enrich our understanding of
how gamification can influence behavior across various domains.

2.6 Knowledge Transfer and Building Self-Efficacy

2.6.1 Gamification Boosting Security Knowledge

Expanding from the theoretical groundwork laid out earlier, the following
section transitions into how these foundational principles are practically
applied across different HCI methodologies to bolster privacy and security
awareness. In recent years, increasing recognition and interest in leveraging
digital games and game mechanics to enhance education has grown (Gros,
2007). Implementing gamification in information security training has shown
increased engagement and learning retention. Users exhibited heightened
awareness of security practices, leading to improved preparedness against
cyber threats (Francia et al., 2014). Researchers explored gamification to
enhance traditional security awareness and training programs, which are
often tedious. Their gamified prototype significantly increased employee
engagement and raised knowledge levels by incorporating game mechanics
like mastery, progression, and competition (Gjertsen et al., 2017). In a
related study on the efficacy of gamification in educating average users about
password security, Scholefield and Shepherd (2019) created an Android app
called “Role-Playing Quiz”. This app presents questions on topics like strong
password creation and the avoidance of common passwords. Correct answers
diminish the strength of a dark knight character during gameplay, whereas
incorrect responses weaken a golden knight. The study’s outcomes highlighted
that users found the learning process enjoyable through the application
and reported comprehensible benefits stemming from the incorporation of
gamification techniques.

Baral and Arachchilage (2019) explored enhancing users’ self-efficacy
to improve their phishing threat avoidance behavior through a gamified
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approach. By integrating social cognitive theory, the study identified that
observational, heuristic, and structural knowledge significantly boost self-
efficacy. A theoretical framework linked these knowledge attributes with
self-efficacy and threat avoidance behavior, culminating in a gaming prototype
designed to reinforce these elements and thereby reduce phishing attacks. The
findings suggest that incorporating these specific knowledge attributes into a
gamified learning tool can effectively enhance users’ confidence and motivation
to avoid phishing threats. Moreover, studies found that gamified learning
significantly improved overall information security knowledge, particularly in
password management, Internet use, and information handling. However, this
approach did not impact attitudes, compliance intentions, or the willingness
of individuals to pursue further education in information security. These
findings suggest the necessity of exploring additional methods to engage users
effectively (Wu et al., 2021).

Studies emphasize the effectiveness of gamified cybersecurity training for
developers to enhance engagement and learning. Given the rising cybersecu-
rity breaches and the shortage of skilled professionals, it is essential to equip
developers with comprehensive security knowledge. Boopathi et al. (2015)
redesigned traditional training methods into interactive, multi-level games
that test various cybersecurity concepts, making learning more effective and
engaging. This gamified approach combined theoretical knowledge with
practical application, better preparing developers for real-world challenges
and enhancing digital security. Results from these implementations show in-
creased learner motivation, a deeper understanding of cybersecurity concepts,
and improved practical skills in real-world scenarios. Previous research has
explored the effectiveness of gamified applications in enhancing awareness of
cybersecurity threats and promoting secure coding practices in JavaScrip,
particularly among first and second-year undergraduate students (Berisford
et al., 2022). Initial results indicate positive engagement outcomes, implying
the potential for integrating such approaches into conventional educational
frameworks.

As highlighted in the introduction, legislators constitute a critical com-
ponent in data-driven services. Similar to users and developers, gamified
learning methods engage and empower legislators to comprehend complex
legal concepts effectively. By integrating game-like elements such as chal-
lenges, rewards, and simulations, this approach revolutionizes legal education
and makes learning more dynamic and effective (Vargas-Murillo et al., 2023).
The gamified learning environment enables legislators to immerse themselves
in realistic scenarios, hone their problem-solving skills, collaborate effectively,
and receive immediate feedback, which is critical for navigating intricate
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laws such as data protection and privacy in today’s mobile and ubiquitous
applications (Corrales Compagnucci et al., 2022).

2.6.2 Empower Security Awareness via Visualization

Information visualization is a powerful tool that transforms data into visual
representations, effectively communicating complex information or concepts.
These visualizations, ranging from quantitative graphs to qualitative dia-
grams and abstract visual metaphors, enhance understanding and clarity
for the audience (Smiciklas, 2012). Moreover, they reduce cognitive effort
and improve decision-making accuracy by utilizing visual forms, such as
scatterplots for sentiment analysis or visualized risk data (Krum, 2013). The
design of visualizations often aims to promote specific behaviors and facilitate
faster comprehension, making them integral in fields like cognitive psychol-
ogy, education, management, marketing, and information science (Eberhard,
2023). Visualization in Human-Computer Interaction can be defined as the
process and practice of creating interactive visual representations of data that
facilitate a dynamic dialogue between the user and the data interface (Dimara
and Perin, 2020). This interaction involves a user performing actions on the
data through the visualization system, which in turn provides responsive
reactions that the user perceives and interprets. The goal of visualization
in HCI is to support a broad spectrum of user intents, ranging from data
analysis and exploration to personal engagement and storytelling, by en-
abling flexible and diverse interaction means. This includes input, processing,
mapping, and presentation actions, as well as meta, social, and interface
actions. Visualization systems in HCI aim to empower users to manipulate
and personalize data representations, fostering deeper understanding and
insight through iterative, goal-oriented interaction (Dimara and Perin, 2020).

In terms of data security, researchers underscored the critical role of
visualization in both enhancing user experience and protecting sensitive data
on mobile platforms. By adapting visual interfaces to user context and
needs, there is potential to mitigate security vulnerabilities associated with
mobile data access, especially in contexts like healthcare where data privacy
is paramount (Muchagata and Ferreira, 2018).

A systematic literature review on cyber threats situational awareness
visualizations uncovers a multifaceted landscape marked by significant gaps
and promising opportunities (Jiang et al., 2022). The results reveal that
while most visualizations are geared towards operational-level staff, there
is an apparent lack of tools designed for managers, higher-level decision-
makers, and non-expert users, underscoring a critical oversight in catering to
diverse stakeholder needs. The review also highlights that threat information
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is predominantly visualized, leaving impact information, response plans,
and collaborative data underrepresented. This imbalance suggests that
current cyber threat visualizations may not fully support comprehensive risk
management and coordinated responses to cyber incidents. Furthermore, the
maturity of these visualizations is also questionable, as most evaluations are
limited to demonstrations or toy examples rather than rigorous, real-world
industrial applications (Jiang et al., 2022).

In contrast to conventional desktop and mobile interfaces, Internet of
Things (IoT) and smart devices often lack screens, posing challenges for
existing privacy protection methods. Al Muhander et al. (2023) investigated
current web, mobile, and IoT privacy visualization techniques, pinpointing
five crucial privacy considerations specific to IoT: data type, usage, storage,
retention period, and access. They explored diverse notification approaches,
employing icons, text, and colors to represent distinct privacy factors. Icons
provided quick insights, with tooltips appearing upon hover for detailed
information, and toggle switches enabled interactive adjustment of privacy
settings. Labels accompanied by icons and concise text summaries delivered
rapid overviews of privacy practices, emphasizing key details through bullet
points and bold formatting. Their results demonstrated that integrating these
visualization techniques enhanced users’ comprehension and management of
privacy settings on IoT devices. Users reported improved clarity regarding
data handling practices, empowering them to make informed privacy decisions.
Interactive elements such as toggle switches and tooltips effectively engaged
users and offered actionable insights. At the same time, icons and labels
facilitated swift communication of essential information without overwhelming
the user.

2.6.3 Self-Efficacy Enhancement with AR Interaction

Augmented Reality (AR) overlays digital information onto the real-world
environment in real time, enhancing user perception and interaction. AR
devices accurately track and integrate virtual content with the physical
world by using sensors, cameras, and computer vision. Key applications
include education, where AR models enhance learning; retail, offering prod-
uct visualization; navigation, providing real-time guidance; entertainment,
creating immersive games; and maintenance, aiding in repairs with overlaid
instructions. Despite technical and user experience challenges, AR continues
to evolve, promising broader adoption and transforming our interaction with
everyday environments through advancements in hardware, software, and
content creation (Eberhard, 2023). Researchers explored how using AR
technology to complete programming tasks affects student academic self-

35



2.6. KNOWLEDGE TRANSFER AND BUILDING SELF-EFFICACY

efficacy in higher education. They found that cognitive strategies enhance
task value and technology characteristics, boosting academic self-efficacy.
The study recommends integrating AR into education to enhance engage-
ment and confidence (O’Connor and Mahony, 2023). Similarly, another
study underscores AR technology’s role in enhancing learning outcomes,
self-efficacy, and personal development in language education settings and
advocates integrating AR into education to foster engagement, confidence,
and broader educational innovations (Khodabandeh and Mombini, 2024).
While AR shows its ability to enhance learning, a study on integrating AR,
gamification, and serious games in computer science education revealed com-
pelling benefits. Through an educational mobile application, it was found
that these technologies enhance learning by making it more interactive and
student-centered. Students reported increased motivation, engagement, and
enjoyment in learning activities while improving their critical thinking and
social skills. The app effectively met users’ psychological needs for autonomy
and competence, fostering a positive learning environment that enhances
cognitive and social-emotional development (Lampropoulos et al., 2023).

Algahtani and Kavakli-Thorne (2020a) developed an AR game called
“CybAR” aimed at increasing cybersecurity awareness. One study focuses
on the practical aspects of this initiative, detailing the game’s design, which
includes interactive tasks and quizzes to educate users about various cy-
bersecurity threats and safe practices. Following their development, they
surveyed 91 participants, which showed positive responses, indicating the
game’s effectiveness in engaging users and enhancing their understanding of
cybersecurity concepts. Important results include a majority of participants
agreeing that the game made learning cybersecurity concepts more accessible
and enjoyable and significantly increased their awareness and motivation to
adopt safer online behaviors.

Another study takes a more theoretical approach, utilizing the Technology
Threat Avoidance Theory (TTAT) to identify and analyze factors influencing
users’ cybersecurity behavior. Following their development, they examined
individual differences such as demographic factors, personality traits, risk-
taking preferences, and decision-making styles, exploring how these variables
affect users’ motivations and behaviors toward cybersecurity threats (Algah-
tani and Kavakli-Thorne, 2020b). This study found significant correlations
between these individual differences and users’ avoidance motivation and
behaviors, providing a deeper understanding of the psychological and behav-
ioral aspects of cybersecurity education. The results suggest that tailoring
educational tools to consider these individual differences can enhance the

effectiveness of cybersecurity training programs.
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2.7 Integrating Theories with HCI Approaches

2.7.1 Research Questions

In an earlier section of this chapter, we introduced the Social Cognitive
Theory (Bandura, 1986) and outlined its foundational components. For the
purposes of this dissertation, our analysis focuses specifically on the core
elements of this theory: self-efficacy, goals, and behavior. We intentionally
exclude outcome expectations and sociostructural factors, which are signif-
icant aspects of the SCT, but are not central to our current studies. By
concentrating on these main components, we aim to examine in depth how
self-efficacy beliefs, the process of setting goals, and the resulting behaviors
interact within the specific contexts studied in this research. Aligned with
Bandura’s model (Bandura, 2012), Figure 2.3 illustrates these pathways
of influence, emphasizing how perceived self-efficacy plays a crucial role in
shaping goals and directly influencing user behavior.

Perceived
Self-Efficacy

Behavior

Figure 2.3: This illustration captures the routes of influence where perceived self-
efficacy impacts the shaping of goals and directly influences users’ behavior.

We mentioned that the Fogg Behavior Model focuses on the interplay of
motivation, ability, and triggers to facilitate behavior change effectively. This
model is particularly relevant for designing interfaces and applications aimed
at altering user behaviors, serving as a meta-model within our approach. By
addressing practical considerations in behavioral design, such as simplifying
tasks and enhancing motivation through triggers like notifications, the FBM
offers a structured framework for creating user-friendly systems that promote
desired behaviors.

Our exploration further highlights the integration between the Social
Cognitive Theory and the Fogg Behavior Model. While the SCT operates
as a conceptual framework, offering insights into the interaction between
personal beliefs, goal settings, and behaviors, the FBM translates these
insights into actionable design strategies. This combination of models allows
us to understand and influence user behavior, particularly within the contexts
of privacy and security in mobile and ubiquitous computing applications.
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Although the Fogg Behavior Model guides the structuring of triggers and
task simplification, and the Social Cognitive Theory provides a framework
for understanding self-efficacy and behavioral influence, the specific effects of
these models on user behavior in the context of privacy and security settings
remain uncertain. In order to address this gap, our research aims to answer
the following questions, focusing on how psychological models can enhance
user interaction with privacy and security tasks.

How do game elements and narratives in ubiquitous and mobile ap-

plications enhance users’ self-efficacy, boost intrinsic motivation, and
promote the adoption of informed behaviors?

How do visualization techniques in ubiquitous and mobile applications

enhance users’ ability to manage security settings, interact with their
self-efficacy, and promote informed behaviors?

Alongside investigating the influence of motivation and ability, we further-
more seek to explore the role of triggers. Specifically, we will examine how
the temporal precision of triggers, including their timing and contextual rele-
vance, influences users’ decision-making and actions when configuring privacy
and security settings within these technological environments. Therefore, we
will investigate the next question.

How does the temporal precision of triggers impact users’ decision-

making and actions when configuring privacy and security settings
within ubiquitous and mobile applications?

Through the preceding three questions, we examine the roles of motivation,
ability, and triggers within the Fogg Behavior Model and their effectiveness
in promoting behavioral change. Nevertheless, developers frequently design
apps with a multitude of privacy and security settings in real-world appli-
cations, embedding numerous complex terms, options, and configurations
that challenge users’ understanding and decision-making processes. This
complexity can result in scenarios where, despite users’ willingness to engage
and make proactive choices, they may lack the necessary clarity to navigate
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these settings effectively or to make informed decisions about their privacy
and security due to inaccessible information, ambiguous interfaces, or unclear
explanations. Furthermore, the transparency of these mechanisms often
varies, with some settings presented while others remain obscured or chal-
lenging to interpret. For many users, this lack of clarity creates uncertainty
around how their data is used or shared, directly impacting their trust and
willingness to engage with these applications. To address these issues, it
becomes essential to focus on user empowerment, ensuring that users have the
foundational understanding and accessible tools needed to navigate privacy
and security settings confidently. The need for empowerment shapes our next
research question, which focuses on examining whether users understand core
security components and if apps are designed with transparent mechanisms
to support informed decision-making.

Do users understand the basic components of security, and do apps

implement transparent mechanisms to support this understanding?

By addressing the previous questions, we establish the groundwork for
understanding the individual elements (motivation, ability, and triggers) that
influence user behavior within privacy and security contexts. We explain
how game elements and narratives boost users’ intrinsic motivation and
self-efficacy, how visualization techniques enhance their ability to manage
privacy and security settings, and why transparency and clear information in
privacy and security mechanisms are essential for fostering informed decision-
making. These insights underscore the necessity of empowering users through
accessible, comprehensible, and engaging design choices in ubiquitous and
mobile applications.

Building on this foundation, we turn to the role of augmented reality
as a novel approach to further enhance users’ self-efficacy and procedural
knowledge. AR creates immersive, hands-on experiences that can simplify
complex topics, making them more understandable and actionable. By visu-
alizing privacy and security processes in an intuitive, real-world overlay, AR
has the potential to deepen users’ understanding, improve their motivation,
and enable informed decision-making within these tasks. This leads us to
our final question, which explores whether augmented reality can integrate
the core elements of the Fogg Behavior Model by enhancing self-efficacy and
procedural knowledge, ultimately empowering users in privacy and security
settings in ways that 2D interfaces may not.
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How can augmented reality enhance users’ self-efficacy and procedural

knowledge to promote motivation, ability, and informed behavior in
privacy and security tasks?

Since this question may raise issues regarding the potential effectiveness of
2D interfaces, we include a comparative study at the end of this dissertation
to determine if a 2D interface in a replicated study can achieve similar
effects. This approach allows us to explore whether the benefits associated
with AR are exclusive to immersive environments or if they can also be
realized within common 2D interfaces. By examining the 2D interface as
a comparative benchmark, we can address concerns about the necessity
and uniqueness of AR-specific features. This comparative analysis helps
validate the potential of augmented environments and assesses if accessible
and straightforward 2D settings can offer comparable advantages. Ultimately,
this approach contributes to a well-rounded perspective on interface design
choices, clarifying their roles in empowering users within a security context.

2.7.2 Theoretical Model

In addressing these five research questions, this dissertation proposes an
extended model that integrates HCI approaches to investigate how acquiring
security knowledge influences users’ self-efficacy and subsequent behaviors
within mobile and ubiquitous applications. Grounded in Bandura’s Social
Cognitive Theory, this model extends the original framework by positioning
knowledge on the left side, illustrating its essential role in bolstering self-
efficacy. Here, knowledge is emphasized as a foundational component for
users, building their confidence in managing privacy and security tasks
effectively. The model seeks to bridge the gap between understanding and
action, empowering users to make informed decisions regarding privacy and
security features (see Figure 2.4). The behavior component has been refined
to focus on informed behavior, highlighting the objective of promoting privacy
and security choices rooted in understanding. This modification shifts the
focus from general actions to deliberate, security-aware behaviors that align
with users’ privacy preferences, marking a distinct contribution within this
extended SCT-based model. In this framework, self-efficacy is linked to
informed behavior through two primary pathways: motivation and ability,
as outlined in the Fogg Behavior Model. Motivation represents the user’s
drive to engage with privacy and security tasks, while ability reflects their
competence in managing these tasks effectively.
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Knowledge Perceived Informed
& Self-Efficacy Behavior

Figure 2.4: This model illustrates how knowledge acquisition influences users’ self-
efficacy beliefs and behaviors.

Motivation

Ability

This dissertation addresses five research questions that progressively
construct and validate a comprehensive model to understand user behavior
in privacy and security contexts within mobile and ubiquitous applications.
Each question targets a core component of the model, helping to assess the
influence of motivation, ability, goals, and knowledge on informed behavior.
These components are illustrated in Figure 2.5. The first research question
delves into motivation to identify what drives users to engage with privacy
and security tasks actively. The second question investigates ability, focusing
on users’ competence in effectively managing these tasks. The third question
examines goals, which are closely linked to triggers defined by the Fogg
Behavior Model. These triggers set immediate goals for users, prompting
specific actions that align with their privacy and security preferences. The
fourth question explores the role of knowledge, highlighting its importance
in building users’ self-efficacy for managing privacy and security. The fifth
and final question validates the entire model, examining how motivation,
ability, goals, and knowledge interact to promote informed behaviors. This
comprehensive approach enables a deeper understanding of user interactions
with privacy and security features in mobile and ubiquitous applications.

a N
Motivation
Perceived Informed
Self-Efficacy Behavior
Ability
\_ Y,

Figure 2.5: Research questions addressing relationships within the model
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Security Behavior Elements

This chapter explores the dynamics of user behavior in privacy and security
settings within mobile and ubiquitous apps, guided by the Fogg Behavior
Model. Through multiple studies, the research investigates how the com-
ponents of the FBM, including motivation, ability, and triggers, can drive
user engagement and informed behavior. The initial section examines mo-
tivational drivers, focusing on gamification, humor, and narrative premises
in educational tools to enhance engagement and effectiveness in security
learning. Following this, the chapter assesses users’ ability to manage privacy
settings through infographics, interactive permission visualizations, and a
user-friendly security scanner, simplifying complex privacy controls. Finally,
it analyzes the impact of various triggers, including sparks, facilitators, and
signals, to encourage proactive security behaviors. Each approach demon-
strates how HCI can integrate user-centered design and well-timed prompts,
ultimately empowering users to navigate privacy and security challenges
confidently and independently across digital platforms.
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3.1 DMotivational Drivers Analysis

As mentioned earlier, the Fogg Behavior Model suggests that the efficacy
of a behavior hinges on an individual’s motivation and ability levels before
engaging in a task, with triggers serving as intervention mediators. To
explore deeper into the impact of gaming on individuals’ motivation within

the domain of mobile security, we'

conducted studies encompassing three
distinct approaches. The first study delves into gamification, investigating its
potential to enhance mobile security awareness among users. By integrating
game design elements into the learning process, this research aims to evaluate
how such an approach can make understanding mobile security settings
more interactive, enjoyable, and effective. The study builds on the premise
that engaging users through gamified learning experiences can significantly
boost their motivation and comprehension, grounded in the principles of
self-determination theory.

Following the theme of engaging educational methods, the second study
focuses on humor, explicitly examining its impact within a decision-making
game on users’ motivation and awareness regarding mobile privacy and
security issues. This investigation seeks to understand whether incorporating
humor into educational content can make learning about serious topics like
privacy and security more appealing and memorable, enhancing educational
interventions’ effectiveness.

The third study explores the influence of narrative premises, specifically
themes of good versus evil, on user engagement and learning outcomes in an
educational game centered on smart home security. This research examines
whether the narrative context within which educational content is delivered
affects users’ motivation to learn and their ability to comprehend and apply
security recommendations, leveraging standardized measures to assess the
game’s usability and the motivational impact on its players.

Collectively, these studies offer innovative insights into harnessing gamifi-
cation, humor, and premise to elevate motivation in digital security education.
Their findings underscore the potential of these approaches to engage and
inspire users towards improved digital practices, reflecting the Fogg Behavior
Model’s emphasis on motivation as a pivotal factor in driving behavior change
in digital privacy and security.

LCommencing from this position and continuing through, “we” refers to my collaborative
efforts as the author, colleagues, and students involved in conducting multiple studies
referenced throughout this dissertation.
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3.1.1 Study 1: Gamifying Mobile Security Settings

Introduction and Background

The widespread adoption of mobile devices, such as smartphones and tablets,
has profoundly transformed how people engage with technology daily (Wang
et al., 2016). They have advanced functionalities and extensive storage ca-
pacities, making them indispensable tools central to modern lifestyles. These
devices have become integral parts of everyday life, unprecedentedly shaping
communication, productivity, and entertainment. However, the proliferation
of sensitive data stored on these devices, from personal contacts to financial
information, raises significant concerns regarding user privacy and the risk of
installing malicious apps (Nauman et al., 2010; Zhou et al., 2012; Egelman
et al., 2013; Moonsamy et al., 2014; Wijesekera et al., 2015). In response to
these challenges, operating systems like Android have implemented permis-
sion mechanisms to regulate the access of apps to sensitive data. Despite
these efforts, research indicates a gap in users’ understanding and awareness
of security implications when granting requested permissions to apps (Felt
et al., 2012; Ramachandran et al., 2017). Users often overlook security
risks or lack the necessary knowledge to make informed decisions (Krutz
et al., 2016). Consequently, instances of permission misuse leading to privacy
breaches are prevalent in the mobile ecosystem. For instance, a Flashlight
LED widget abused permissions, gaining device administrator privileges and
surreptitiously harvesting banking credentials (Barker, 2017). Similarly, the
official app of the Spanish soccer league, La Liga, covertly accessed users’ mi-
crophones to detect unlicensed broadcasts (Cuthbertson, 2019). These cases
highlight the complexity and seriousness of permission misuse, emphasizing
the necessity of educating and informing users about such circumstances.
Numerous approaches have been investigated in the literature to tackle
privacy and security concerns associated with mobile devices. Some studies
have focused on improving the presentation of permissions to users, such as
integrating privacy information into the app decision-making process (Kelley
et al., 2013) or customizing permission dialogues with personalized exam-
ples (Harbach et al., 2014). Others have developed tools to enable users
to specify privacy settings for installed apps (Zhou et al., 2011; Liu et al.,
2016). Addressing the challenge of raising awareness among users regarding
the misuse of Android permissions by malicious apps necessitates explor-
ing alternative methods incorporating personalized intervention techniques.
While traditional instructional approaches may require adjustments to the
Android framework or visualization techniques, the integration of tailored
interventions can significantly enhance effectiveness (Forget et al., 2016).
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Gaming stands out as a particularly promising avenue in this regard, as
it has been shown to motivate users and improve learning outcomes in se-
curity training (Nagarajan et al., 2012). The decision to adopt a gaming
approach for educating users about Android permissions is influenced by
several key factors. For instance, research has consistently shown gaming
to be significantly more effective in retaining information than traditional
instructional methods, highlighting its potential for educational purposes (An-
netta, 2010). It is particularly evident in the success of previous games in
teaching security-related concepts like phishing avoidance(Sheng et al., 2007;
Canova et al., 2014) and cyber security (Le Compte et al., 2015), suggesting
their applicability to complex topics such as privacy awareness. Furthermore,
incorporating principles such as reinforcement, incentives, customization,
contextualization, and feedback provides further validation for using games
in educational interventions. Reinforcement utilizes positive or negative
stimuli to encourage desired behaviors (Linehan et al., 2011), while incentives
align actions with users’ desires to motivate them (Bada et al., 2019). Cus-
tomization enables users to personalize their experience, fostering a sense of
ownership and engagement (Charsky, 2010), while contextualization ensures
that content remains relevant and grounded in real-world scenarios (Hamari
et al., 2014). Lastly, feedback offers learners valuable insights into their
performance, aiding in understanding strengths and weaknesses (Johnson
et al., 2017). The need for educational tools specifically targeting Android-
specific settings presents an opportunity to fill this gap and offer a tailored
solution to effectively engage users and elevate their understanding through
the integration of gamification techniques.

By adopting a multifaceted approach that integrates intervention tech-
niques tailored to users’ needs and preferences, we introduce Make my phone
secure!, a gamified application to enhance user knowledge of Android security
settings. The playful application Make my phone secure! was designed to
answer our research question: How can a gamified application help to raise
understanding regarding mobile security settings?

With the development of a gamified application, we aim to achieve a
twofold educational objective. First, players shall acquire knowledge regard-
ing the Android permission system in general. Most importantly, the app is
designed to teach users what granting permission to any application can entail
and what consequences this might involve. Second, we want to improve how
users interact with the permission system. By letting them playfully explore
the menu structure of a typical Android device, we intend to teach players
how to turn on and off specific permissions for apps installed on the device.
In a laboratory study involving 18 participants, we compared the efficacy
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of our gamified approach with traditional Android menus and explanatory
variants. Results demonstrated significantly heightened awareness among
users of Make my phone secure!.

Our efforts in developing gamified mobile security solutions contribute to
harnessing gamification’s potential to elevate security awareness, effectively
engaging users and fostering better understanding.

Prototype Description

Concept Players in this interactive game immerse themselves in I'T cus-
tomer support, taking on the role of a tech specialist. Their mission is to
navigate security and privacy challenges posed by digital clientele. The game-
play involves scenarios where virtual customers request assistance modifying
app behaviors on their smartphones, such as turning off targeted advertising.
Players must navigate the application settings to adjust permissions appro-
priately. The outcome of these interventions is reflected in the customers’
responses. Successfully identifying and modifying the correct app permis-
sions leads to positive feedback, indicating issue resolution. This positive
reinforcement serves as an extrinsic motivator, encouraging players to engage
further and strive for accurate problem-solving.

Conversely, failing to address permissions accurately results in customer
dissatisfaction, highlighting ongoing issues like unwanted personalized ads
due to unchanged microphone permission settings. This negative feedback
prompts players to enhance their decision-making skills to avoid future
problems. The game’s design leverages this feedback mechanism to boost
engagement and learning, motivating players through immediate customer
responses and progression through levels. This extrinsic motivation comple-
ments the intrinsic enjoyment of the game, making it an effective tool for
learning and skill development in a tech support context.

Game Design FEach game level follows a clear sequence. The customer
describes an issue to the player, who navigates various menu structures to
adjust the necessary settings and find a solution. Ultimately, the customer
provides feedback, expressing satisfaction or disappointment based on the
player’s actions. Each stage is enhanced by interfaces designed in Unity?.
Upon initiating a level, the game presents the Introduction interface, featuring
a screen with an avatar representing the customer alongside text detailing
the issue (see Figure 3.1). Upon selecting Let’s start! located in the bottom
right corner, players progress to the next stage.

https:/ /unity.com/
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Hi, Julia here. Recently | am Hi, I'm Tom. Can you help
getting advertisements that me with my phone? | heard

appear creepy to me, of a flashlight widget
because | just spoke about stealing data from mobile
those products before. phones. Can you avoid that

Can you stop Instagram my flashlight widget does
from using my microphone? that?

Figure 3.1: Each level of the game fea-
tures introductory texts that highlight

Hello, I'm Maria. A friend of key issues. The first level, Instagram
mine haaz t;iﬁ??sa?|2%||cat|on hears my conversations (a), raises privacy
ShoppingToGo. Most of her concerns. The second level, Flashlight
contacts, like me, now receive a could steal my data (b), warns about app
lot of spam messages from .. . .
ShoppingToGo. | don't want permissions. The third level, Shopping-
{hat my contacts get those too. ToGo sends spam messages (c), addresses

unwanted communications.
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After completing the Introduction level, players progress to the Progres-
sion stage of the game. In this stage, they are tasked with navigating menu
structures that closely resemble those in Android 6. Their objective is to
locate and turn off specific permissions associated with various applications.
As players engage with these menus, the game provides continual feedback
that guides their decisions. This feedback helps players understand whether
their actions are effectively advancing them toward the intended goal of
managing app permissions. Overall, this immersive experience encourages
players to explore the interface enthusiastically while simultaneously learning
about app permissions in a practical context.

Feedback mechanisms include dialogue windows and a progress bar at
the bottom of the screen, where correct actions fill the bar while incorrect
decisions deplete it. Furthermore, customers within the game comment on
each step the player takes. They offer either positive or negative feedback.
In order to ensure fairness and clarity, criteria were established to define
wrong actions, which primarily involve altering permissions unrelated to the
designated app or adjusting settings for irrelevant applications. Conversely,
correct actions involve successfully locating the app within the settings menu
and deactivating the corresponding permission, as depicted in Figure 3.2.

‘ ShoppingToGo
Wireless & networks 0
= WLAN % Bluetooth

O Datausage wm More

UNINSTALL  FORCE STOP

Devices Storage
a D|Sp|ay ! Sound & notification
- - Data usage
@ Apps = Storage & USB
= Battery B Memory Permissions
Personal Notifications
2 Location a8 Security

Open by default
2 Accounts G Google penby

& Language & input €% Backup & reset Battery

System Memory

® Date &time 4 Accessibility
@ About device

| just want that Instagram cannot hear my
conversations.

ShoppingToGo should not be able to send
spam messages to any of my contacts
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‘ App permissions

.
‘o

o
Location
Microphone
Camera

Contacts

Figure 3.2: Within the gaming interface,
menus are clearly organized: a mimic of
Android settings (a), enabling players to
customize smartphone preferences; app
information (b), which provides details
about the specific application; and in-
dividual app permissions (c) for manag-
ing security settings. Additionally, subtle
feedback on player progress is displayed
at the bottom, giving a quick overview
of achievements and encouraging ongoing
engagement with the game.

Storage

Phone

Flashlight should not be able to steal my data

Players can complete a level during gameplay by selecting the Finish level
button in the lower right corner. This action triggers a new window, pro-
viding feedback on whether their decisions resulted in the intended outcome.
Alongside customer feedback, the game also presents a rating determined
by the progress bar from the preceding step (see Figure 3.3). For further
clarification on the rating, players can click the Ezxplain button, which offers
a more comprehensive explanation that serves as the final stage of interaction
in the game.

Scenarios In order to fully immerse players in the role of an IT support
specialist, we focused on developing realistic scenarios within our game
design. This dedication to authenticity led us to develop three distinct
levels, with each one centered around the functionality of modern and widely
used applications found on smartphones, like Android devices. Although
the applications referenced (Instagram, Flashlight, ShoppingToGo) were
not implemented within the game, they are grounded in real-world app
experiences that players encounter daily. This approach allows players to
engage with familiar contexts and challenges within the game environment
of Make my phone secure!.

The initial level is dubbed Instagram Hears my Conversations. With
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sSuccess Failure

Hey, again. Thank you! Hey. | see
Instagram seems to advertisements, about
have stopped listening things I recently talked

- tome. about, again.
| just got normal
advertisements.

Figure 3.3: Final ratings are displayed at the end of one playthrough, depending on
the success (left) or failure (right) of the player.

over one billion users, Instagram® stands as one of the most popular ap-
plications on the Google Play Store. The app’s free usage is supported by
advertisements integrated into the user’s feed. Among various permissions,
Instagram requests access to the device’s microphone. In a fictitious scenario
presented at a gaming level, a client expresses concern over the app’s display
of personalized advertisements based on prior conversations. To progress
successfully, players must locate and turn off the microphone permission.
Subsequently, the client reports that personalized ads no longer appear.
Conversely, if players neglect to adjust the permission, the client remains
dissatisfied, citing unchanged behavior from Instagram (see Figure 3.4).
The debate surrounding Instagram’s alleged eavesdropping on conversations
lacks conclusive evidence, yet this example highlights potential security and
privacy concerns associated with popular mobile applications. Despite the
potential for misconceptions about Instagram, this fictitious scenario aims to
evaluate users’ comprehension of access rights and their implications within
permission-based mobile apps.

Shttps://www.instagram.com/
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Summit Brssel, 14. Dezember 2018

l.assen Sie sich

tberraschen &
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BRAUCHSTE KNETE?

If Instagram is granted the permission to use
the microphone, it could use your
conversations to give you corresponding
advertisements, e.g. conversations about
buying a car will lead to credit advertisements.

You successfully avoided the use
of conversations for advertising

purposes. The advertisements will
not be as personalized as before.

Figure 3.4: After completing the level Instagram hears my conversations, a positive
or negative message is shown. If the level is successfully completed, the text on the
left is unveiled; otherwise, the text on the right is displayed.

In addressing privacy concerns, the subsequent level is labeled Flashlight
could steal my data. We introduced a widget named Flashlight, designed
to utilize the camera’s flash for illumination continuously. However, this
utility necessitates users granting access to the device’s storage. Given the
prevalence of flagshlight apps that seek permissions and data beyond their
core functionality, posing potential risks for unauthorized access by malicious
entities, it is crucial to raise awareness regarding privacy vulnerabilities on
mobile devices. To illustrate this, we present a scenario where the virtual
customer expresses apprehension about possible data theft by the Flashlight
app, questioning the necessity of granting storage permission. Players are
tasked with navigating through settings to adjust permissions accordingly.
Successfully revoking the permission prompts a reassuring message indicating
no data breach, while failure alerts the game about personal data leakage.

ShoppingToGo Sends Spam Messages is the third level that emulates a
typical shopping application, enabling users to browse and purchase various
products. However, it unexpectedly requests permission to access contact
information without disclosing its intentions to the user. This fictitious app
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can abuse this access to profit, potentially facilitating a hacker’s theft of user
contacts for resale to advertising networks. This narrative underscores the
importance of user privacy when granting contact permissions. Within this
fictitious context, the virtual customer notices an uptick in spam messages
among their contacts following the app’s installation, a behavior reported
in the news as characteristic of ShoppingToGo. Consequently, the virtual
customer suspects a correlation between app installation and spam messages.
The narrative suggests that players should disable the contact permission.
Upon completing the game, players are presented with text and images
depicting the consequences of their actions. The outcome varies depending
on whether players successfully turned off the permission. Success results
in the cessation of ShoppingToGo-related spam messages to contacts, while
failure indicates that the app continues to send messages unabated.

User Evaluation

Study Design The experiment followed a within-subjects design incorpo-
rating three conditions, each representing a distinct approach to conveying
information about the application permission system. The experiment com-
pared the educational impact of the following variants:

1. Menu variant: This prototype emulates the appearance, functionality,
and user interface of a traditional Android system, presenting tasks as
text and employing the same menu structure as the entire game for
navigation. Upon task completion, the prototype displays a message
indicating the player’s success or failure.

2. Menu + Hints variant: Similar to the first variant, this version includes
menus with added hints delivered via small dialogue windows to assist
players in achieving their objectives. For instance, a hint might advise
the user to adjust settings for each installed application individually
(see Figure 3.5).

3. Gamified App variant: This variant mirrors the game Make my phone
secure! with all functionalities described in a prior section.

For the Menu and Menu + Hints variants, scenarios revolving around
the mini-games Instagram hears my conversations, Flashlight could steal my
data, and ShoppingToGo sends spam messages were developed. To mitigate
confounding errors, a Latin square design (Colbourn and Dinitz, 2006) was
employed to generate different orders for the variants and scenarios.

Material We developed a series of questionnaires to investigate the poten-
tial educational effects of each experimental variant. For the experimental

53



3.1. MOTIVATIONAL DRIVERS ANALYSIS
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Figure 3.5: The start screen showcases the Menu variant on the left. At the same
time, on the right, an exemplary hint is depicted from the Menu + Hints variant,
both specifically designed for the study.

setup, we employed a Lenovo Tab2 A10-30 running Android 6.0.1 to im-
plement the diverse experimental conditions. Initially, before treatment,
participants were asked to provide demographic information (such as age and
gender) and to share their familiarity with Android permissions, including
their understanding of the permissions required by their favorite applications.
Following this, we crafted targeted questions to assess participants’ baseline
knowledge regarding application permissions. These inquiries delved into
their perceptions regarding the likelihood of applications using permissions
for unauthorized activities, such as recording audio without authorization or
sending unsolicited messages to contacts. It is essential to note that we only
asked for the relevant level-specific permission in the context of the variant
that participants were using or about to use. Therefore, if the microphone
permission was not part of their playing level, these questions asked for dif-
ferent permissions (e.g., storage or contacts). Participants used a seven-point
Likert scale, from “Very unlikely” to “Very likely”, to rate their responses.
To simplify statistical analysis, responses from this section were consolidated
into a singular variable representing participants’ awareness, determined
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as the mean value. The disparity between pre-and post-treatment values
was computed, denoted as Awareness Progression for statistical assessment.
Concluding the questionnaire, participants were prompted to answer two
straightforward questions: “How enjoyable was this version?” for Perceived
Fun and “How informative was this version?” for Perceived Informative
Content. Responses were recorded on a seven-point Likert scale, ranging
from “Very boring” to “Very exciting” (and “I learned nothing” to “I feel
enlightened” accordingly).

Procedure The study recruited participants via email distribution and
printed notices placed throughout the university campus without disclosing
details about the game’s context or the research objectives. The study was
conducted in a laboratory setting, with all participants providing informed
consent prior to its commencement. Before the intervention, participants
completed a pre-test, responding to questions regarding Awareness Progres-
sion. Subsequently, all three experimental conditions were administered
in sessions lasting 30-45 minutes each. After assessing baseline knowledge,
participants were exposed to one of the variants (Menu, Menu + Hints, or
Gamified App) along with a contextual scenario involving specific permission
(microphone, storage, or contact). Following the intervention, participants
completed questionnaires assessing Awareness Progression, Perceived Fun,
and Perceived Informative Content. This process was repeated until all
experimental variants had been tested.

Participants The study comprised 20 participants, all possessing a college
degree. Originally intending to include 21 participants, logistical constraints
led to excluding the last two for counterbalancing purposes. Hence, the
data in this section reflects findings from 18 subjects. Among them, 13 self-
identified as male and five as female. Regarding age, participants spanned
from 21 to 36 years (M = 25.27, SD = 4.77). The participants volunteered
for the study and did not receive any monetary compensation.

Ethical Considerations The study design was meticulously crafted in
collaboration with data protection experts and well-versed legal advisors to
ensure compliance with the General Data Protection Regulation (GDPR).
Ethical approval was not required for the studies involving humans because
the local ethics board only issues approval if funding agencies demand it.
Nonetheless, the studies were conducted in accordance with local legislation
and institutional requirements. Participants provided their written informed
consent after the study director comprehensively elucidated all aspects of the
research, including its objectives, procedures, potential risks, and benefits.
Participants were explicitly informed of their right to withdraw from the
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study at any stage without facing any repercussions. This transparent com-
munication process aimed to empower participants to make well-informed
decisions regarding their involvement, thereby upholding ethical standards
of autonomy and respect for individuals’ agency. Extensive measures were
deployed throughout the study to prevent inadvertent processing of personal
data, with particular emphasis on adhering to the principle of data mini-
mization, thereby ensuring that no participants’ personal data were collected
or processed. Additionally, every effort was made to minimize any potential
harm to the individuals involved (Bailey et al., 2012)%.

Empirical Findings

Before engaging with the three conditions, users were asked about their
preferences for Android permissions management across different applica-
tions, including a social media platform (Instagram), a widget application
(Flashlight), and a shopping application. The analysis showed that 9 out
of 18 participants prefer to consciously control the permissions they grant
to applications, indicating a high level of privacy attention. Conversely, 4
participants always grant permissions, aware of the potential consequences,
while 2 are unaware of what Android permissions entail. A cautious ap-
proach was evident when examining preferences for granting widget and
shopping applications permissions. For the widget application, 6 participants
preferred not to grant any permissions, with Location (3 participants) and
Location combined with Storage (2 participants) being the most acceptable
permissions. Similarly, for shopping applications, 8 participants were com-
fortable granting no permissions, and Location was deemed acceptable by 6
participants. These findings highlight a dominant preference for limiting app
permissions, with Location being the most commonly accepted permission
when any permissions are considered acceptable.

We meticulously analyzed every variable using statistical methods to pin-
point potential disparities among the prototypes. The concept of Awareness
Progression encapsulates the variance in all awareness-related inquiries pre
and post-exposure to each condition. By employing dependent t-tests (Stu-
dent, 1908) for paired samples, we systematically compared the pre and post-
conditions for each variant, ensuring comprehensive evaluation. The Menu
variant exhibits a noteworthy average progression (M = 0.78, SD = 0.99),
demonstrating significant disparities (¢(17) = 3.23, p < 0.01, Cohen’sd = 0.79).
Equally promising results are observed with the Menu + Hints variant
(M = 0.65, SD = 0.97), with a substantial effect (¢£(17) = 2.77, p < 0.05,

4Our ethical considerations follow a consistent approach across all studies. Additional
explanations, if required, are provided in an extra section for clarity in each one.
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Cohen'sd = 0.67), and the Gamified App variant (M = 0.61, SD = 0.76),
which also yields significant progress (¢(17) = 3.33, p < 0.01, Cohen’sd = 0.8)
(see Figure 3.6). Notably, the data for all variants was found to be normally
distributed. Furthermore, no statistically significant discrepancies were identi-

fied upon analyzing Awareness Progression across all variants using a one-way
ANOVA for repeated measures (Fisher, 1970).

Menu Menu + Hints Gamified App

Figure 3.6: The chart displays the mean awareness progression for each variant,
with error bars representing standard deviations, highlighting differences between
the Menu, Menu + Hints, and Gamified App conditions.

We evaluated Perceived Fun using a one-way ANOVA for repeated
measures, revealing statistically significant differences among the variants
(F(2) = 5.21, p < 0.05). Going deeper with post-hoc examinations, we
found that participants unequivocally perceived the Gamified App condi-
tion (M = 5.78,SD = 1.13) to be significantly more enjoyable compared to
the Menu variant (M = 5.06,SD = 0.91) (¢(17) = 3.42, p < 0.01). Simi-
larly, the Gamified App was significantly preferred over the Menu + Hints
(M = 5.06,SD = 1.39) (t(17) = 2.85,p < 0.05). Notably, no significant
differences emerged regarding perceived fun between the Menu and Menu +
Hints conditions (p > 0.05) (see Figure 3.7).

Perceived Informative Content is determined based on responses to the
last question completed at the conclusion of the study. A one-way ANOVA for
repeated measures was conducted, revealing statistically significant differences
between the variants (F'(2) = 4.32, p < 0.05). Post-hoc analyses indicate that
participants rated the Gamified App condition (M = 5.33, SD = 1.91) as
significantly more informative than the Menu (M = 4.39, SD = 2.06) variant
(t(17) = 3.45, p < 0.01). No significant differences were found between the
Gamified App and the Menu + Hints (M = 4.78, SD = 2.10) conditions.
Likewise, no significant differences existed between the Menu and Menu +
Hints conditions (p > 0.05) (see Figure 3.7).
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Mean Perceived Fun
Mean Perceived Informative

Menu Menu + Hints Gamified App Menu Menu + Hints Gamified App

Figure 3.7: The chart on the left illustrates the mean perceived fun, while the right
side shows the mean perceived informative content for each variant, with error bars
representing standard deviations. Both figures compare the Menu, Menu + Hints,
and Gamified App conditions, highlighting differences in participant perceptions
across the variants. Asterisks (*) indicate significant differences.

Discussion and Limitations

The exploration of gamification in enhancing mobile security awareness
underscores a promising avenue for engaging users in security education (Na-
garajan et al., 2012). Our investigation was driven by a desire to thoroughly
assess how gamification elements influence awareness and comprehension
of mobile security settings within the Make my phone secure! application.
This initiative stemmed from growing research indicating the effectiveness
of gamification in fostering user engagement and guiding behavior toward
intended objectives (Von Ahn and Dabbish, 2008). It is also supported by
the principles of self-determination theory (Ryan and Deci, 2000), suggesting
that gamification can significantly enhance intrinsic motivation by satisfying
the psychological needs for autonomy, competence, and relatedness. By jux-
taposing the initial findings from the users’ preferences questionnaire analysis
with the outcomes of the gamified intervention, a nuanced perspective on
the effectiveness of gamification emerges, highlighting its significant role in
bridging knowledge gaps and boosting user engagement.

Initially, the questionnaire about the users’ preferences for Android
permissions management across different applications revealed a baseline
awareness among users regarding mobile security settings and permissions.
This foundational knowledge, albeit varied, underscored an existing level of
motivation with privacy and security concerns, particularly among younger
users, who demonstrated a relatively high degree of awareness.

Despite this, the post-intervention analysis indicated a marked improve-
ment in awareness and understanding, affirming that gamification could
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further enhance comprehension, even among those with prior knowledge.
Consistent with prior findings (Sheng et al., 2007; Canova et al., 2014;
Le Compte et al., 2015), our study revealed that incorporating gamification
elements significantly elevated users’ engagement with mobile security con-
cepts while maintaining the quality of their understanding and application of
these concepts. It was particularly evident in the gamified application’s ability
to make learning more fun and informative than menu-driven structures.

The comparative effectiveness of gamified versus menu-driven interface
approaches highlights an essential insight: while gamification stands out for
its ability to motivate and engage, traditional methods, including menus
with hints, also play a crucial role in raising baseline awareness about mobile
security. This finding points to the value of incorporating exercises in everyday
security tasks, suggesting that consistent interaction with security settings
can enhance users’ understanding and vigilance, even without gamification.

The study’s findings advocate for a multifaceted approach to mobile
security education, integrating both gamified and menu-driven interface
learning methods to cater to a wide range of learning preferences and enhance
the overall efficacy of security awareness programs. Further analysis of
these findings through the lens of the FBM enriches our understanding of
how gamification catalyzes behavior change (AlMarshedi et al., 2017). The
model’s emphasis on motivation, ability, and prompts aligns with the observed
outcomes of the gamified intervention. Gamification not only heightened
motivation by making the learning process more engaging but also increased
users’ ability to comprehend complex security settings through simplified,
interactive tasks (Bada et al., 2019).

In summary, when contrasted with the post-intervention outcomes, the
initial awareness levels captured through the pre-study questionnaire un-
derscore the transformative potential of gamification in mobile security
education. This approach enhances intrinsic motivation and comprehension
among users with varying degrees of pre-knowledge. It integrates seamlessly
with the principles of the Fogg Behavior Model (FBM), offering an innovative
framework for fostering proactive engagement with mobile security practices.
Through this multifaceted educational strategy, gamified learning emerges as
a powerful tool for advancing security awareness and practice among a broad
user base, highlighting the need for continued exploration and application of
interactive learning methods in the digital age.

The study’s representational validity is constrained, primarily due to using
a custom questionnaire tailored to assess potential learning effects regarding
the permission system. In the absence of established measures for this purpose,
we devised our questionnaire, which needs more standardization and should
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be approached with caution when interpreting results. Furthermore, the
within-subjects design employed in the study may have introduced sequence
effects despite attempts to mitigate them through condition counterbalancing.
Participants may have acquired knowledge from one treatment to the next,
potentially impacting the awareness ratings derived from the questionnaires.
These methodological considerations underscore the need for ongoing research
to refine and validate tools for measuring the impact of gamification on
learning outcomes.
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3.1.2 Study 2: Humorous Decision-Making Game on Mobile
Security

Introduction and Background

In our previous study, it was evident that users exhibit a keen interest in
the security settings of their smartphones, particularly concerning permis-
sions requested by installed applications. However, our findings revealed
a lack of awareness regarding the potential ramifications of granting these
permissions. By implementing gamified security settings, we successfully
demonstrated an approach that informed users and fostered engagement
by making the process enjoyable. Building upon our previous effort, we
employ a humorous approach to the subsequent study to enrich learning
experiences further and effectively communicate the consequences of users’
decisions about smartphone security in a gaming environment. Humor in
video games has been extensively documented, evident through amusing
characters, narratives, gameplay mechanics, and events that improve the
gaming experience (Hookham and Meany, 2014). Recognized as a potent
tool for motivating individuals towards specific learning objectives, humor
within video games enhances players’ intrinsic involvement and delivers an
enjoyable experience (Dormann et al., 2006; Lombardi, 2012). Beyond mere
entertainment, humor influences social, emotional, and cognitive behavior,
offering valuable insights for game design to support specific gameplay ex-
periences and outcomes (Dormann and Biddle, 2009). Its potential as an
educational tool is underscored by its ability to significantly enhance effective
learning and intrinsic motivation (Dormann and Biddle, 2006). Furthermore,
the literature highlights humor’s capacity to facilitate learning by making it
more enjoyable and reducing associated stress (Barral et al., 2017).

Prior research has delved into the integration of humor within educational
materials, particularly within computer security, emphasizing the intricate
balance between technical content, game mechanics, and humor integra-
tion (Denning et al., 2013). It explored how the creators navigated various
design constraints to create an engaging and educational experience. Notably,
incorporating humor through puns and popular culture references emerges
as a distinctive feature to enhance player enjoyment while maintaining the-
matic coherence. Similarly, researchers investigated the impact of humor in
interactive comics for security education (Leah Zhang-Kennedy and Biddle,
2016). Their findings reveal that integrating humor into the narratives makes
learning enjoyable and facilitates better information retention. Humorous
characters and engaging storylines capture users’ interest and motivate them
to delve deeper into the material. Their study suggests that humor is a
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powerful tool for simplifying complex concepts, making them more accessi-
ble and memorable. Moreover, humor can prompt behavioral changes, as
users are likelier to adopt positive security practices when presented with
entertaining content. In this work, we present What Could Go Wrong, a
humorous decision-making desktop game designed to prompt users to make
informed decisions regarding smartphone privacy and security settings. Play-
ers encounter various scenarios throughout the game, and their decisions
trigger informative feedback illustrating the consequences of their choices
(see Figure 3.8).

Add Screen Lock No Lock Needed

Figure 3.8: What Could Go Wrong: A humorous decision-making game that helps
users understand the consequences of applying security changes on a mobile.

We conducted a preliminary study involving 21 participants, featuring
two additional scenarios to evaluate the effectiveness of our game within
contemporary content-sharing environments, such as online videos. In the first
scenario, participants are exposed to a serious animated video that earnestly
visualizes various actions on a mobile screen, highlighting pertinent issues
related to privacy and security. Conversely, the second scenario introduces a
different tone with a humorous animated video. This video adopts the same
animated style used in the game, offering a lighter approach to the subject
matter while addressing the importance of mobile privacy and security (see
Figure 3.9).

Our study aims to explore how our approach influences user interest
and motivation towards mobile privacy and security and its impact on user
awareness of these crucial issues. We pose two research questions: 1) To what
extent does a humorous decision-making game influence user motivation to
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Figure 3.9: Additional video scenarios: On the left is a serious animated video on
mobile privacy and security that visualizes actions on a mobile screen. On the right
is a humorous animated video mirroring the style of the game.

engage with mobile privacy and security? 2) What are the potential effects of
a humorous decision-making game on user awareness of mobile privacy and
security issues? This study contributes to raising awareness of mobile device
security settings among users, offering a novel learning approach to enhance
understanding of the consequences of security and privacy decisions.

Prototype Description

Concept In What Could Go Wrong, players engage in a dynamic dialogue
between two characters, navigating decision-making scenarios in the contem-
porary era. This adventure revolves around an animated character named
“Michael” and his new smartphone. Acting as a trusted advisor, players inter-
act with Michael and a humorous narrator, guiding them through various
privacy and security dilemmas prompted by the smartphone’s features. With
a blend of humor and seriousness, the game presents humorous conversa-
tions and animations, injecting a comedic essence into the experience. The
game aims to raise awareness of common concerns in mobile device usage,
targeted at smartphone users and those interested in privacy and security.
Through its engaging narrative, “What Could Go Wrong” educates players
on the potential threats of everyday activities with smartphones, delivering
entertainment and insights simultaneously in an informal manner.

Game Design In the unfolding narrative of What Could Go Wrong,
Michael embarks on a digital odyssey by receiving a new smartphone, only
to find himself reluctantly recruited by the narrator to undertake various
tasks. As a character, Michael’s grumpy demeanor colors his reception of
these responsibilities, setting the stage for discord. However, the narrator,
assuming the role of a knowledgeable guide, interjects with crucial insights
into privacy and security concerns inherent in smartphone usage, such as
screen locks, phishing attacks, dangerous Android Packages (APKs), and
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app permissions. This clash of attitudes between Michael and the narrator
introduces uncertainty, ultimately empowering the player to navigate through
the divergent viewpoints, make pivotal decisions, and shape the course of
Michael’s journey, blurring the lines between humor, instruction, and choice.
In our game, players are empowered to navigate through various decision
points, each influencing the duration and outcome of their gameplay. These
decisions carry distinct consequences, yet regardless of the chosen path,
all players will encounter equivalent security and privacy-related scenarios,
ultimately concluding the game in identical states. Central to our game’s
appeal is its infusion of humor and entertainment. We ensure engagement by
immersing players in relatable scenarios reflective of everyday smartphone
usage. Information dissemination adopts an accessible approach, avoiding
deep technical jargon for comprehension by the average smartphone user. In
What Could Go Wrong, player interaction is streamlined, primarily reliant
on the computer mouse or an equivalent pointing device (see Figure 3.10).

Figure 3.10: What Could Go Wrong: Players can choose from different screen-lock
settings, influencing their gameplay experience and outcomes.

Certain decisions may expose the character’s smartphone to hacking
attempts, depicted through an immersive interface (see Figure 3.11). In such
instances, players can use the time machine feature to rewind and reconsider
their choices (see Figure 3.11), changing the course of events. By leveraging
this innovative capability, players can meticulously explore alternative paths,
strategically maneuvering through the challenges to thwart potential security
breaches. This mechanism empowers players to shape the storyline actively,
exerting control over the unfolding events and protecting Michael’s privacy.
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Figure 3.11: On the left, within What Could Go Wrong, certain decisions may result
in the character’s mobile phone being hacked. On the right, players can utilize the
time machine to revisit their last decision and make corrections.

User Evaluation

Study Design In order to assess the effectiveness and efficiency of our
game in enhancing awareness and motivation regarding privacy and security
concerns on mobile devices, we conducted a preliminary laboratory study
employing a between-subjects design. The study comprised three distinct
conditions, each requiring approximately 20 to 30 minutes. In the initial
scenario, participants watched a short, serious, and informative animation
lasting 4 minutes and 30 seconds. Subsequently, in the second scenario,
participants viewed a longer informative animation lasting 7 minutes and 40
seconds, incorporating humor elements within the content. Finally, the third
scenario involved participants actively engaging with the game. Across all
scenarios, participants were presented with identical information concerning
privacy and security on mobile devices.

Materials In this study, participants interacted with video content or a
game displayed on a laptop with a 15.6-inch screen. Afterward, tasks were
carried out using a smartphone featuring a 6-inch display and a 1440 x 2880
pixels resolution. Before each test session, experiment directors configured
the smartphone in various ways. Specifically, they turned off the screen-
lock feature, connected it to an unsecured Wi-Fi network that required no
passwords, paired it with an unknown device via Bluetooth, enabled USB
debugging, downloaded multiple unidentified apps and APKs, enabled device
location services, and ensured that the device lacked the latest security
update. These steps aimed to replicate real-world usage conditions and
evaluate user interactions within a potentially compromised digital setting.

Procedure Participants were recruited through online platforms, universi-
ties, communities, word of mouth, and professional networks. Upon arrival,
they were briefed on the study’s objectives and provided informed consent.
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The study director then collected demographic information and introduced
the study, and correspondingly, participants responded to multiple-choice
questions about their approach to security concerns. Following this, partici-
pants completed the initial phase, which involved either viewing the serious
or humorous animation or playing the game. Subsequently, participants
were assigned three tasks to perform on an Android device running Android
version 8.1.0, catering primarily to Android users. Participants unfamiliar
with the Android operating system received instructions and assistance as
needed. The first task involved installing a flashlight application using an
unknown APK, while the second task required participants to elucidate the
purposes of the permissions granted for the flashlight application. Lastly,
participants were tasked with identifying potential privacy and security risks
on the provided mobile device. For this task, nine possible privacy and
security-related actions were considered as follows:

1. Setting a Screen-Lock: Secure the device with a pattern, code, or
password to prevent unauthorized access.

2. Checking App Permissions: Review and manage the permissions
granted to an installed flashlight application to control access to sensi-
tive data and device functions.

3. Verifying USB Debugging and Developer Settings: Ensure that USB
debugging mode and developer settings are disabled to prevent potential
security vulnerabilities and unauthorized access.

4. Removing Unknown APK and Installed Apps: Delete any unfamiliar
or suspicious APK files and applications installed on the device to
mitigate the risk of malware or unauthorized access.

5. Examining the Wi-Fi Connection Status: Check the Wi-Fi connection
status to identify potential security risks, such as unsecured networks
or suspicious activity.

6. Inspecting the Bluetooth Connections: Verify the Bluetooth connections
to detect unknown paired devices.

7. Reviewing Location Settings: Review and adjust location settings to
ensure location data is shared securely and only with trusted applica-
tions.

8. Ensuring the Performance of Security Updates: Ensure that the device’s
operating system is up to date to address known vulnerabilities and
protect against potential threats.
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9. Accessing the Security Settings of the Smartphone: Navigate to the
device’s security settings to configure additional security features.

While the first four actions were addressed in the videos or game content,
the remaining actions were not mentioned. Participant performance in
identifying these security-related actions was evaluated on a scale of 0 to 9,
with higher scores indicating superior performance. Participants were not
informed of the grading system for this task.

Participants In our study design, we engaged 21 participants (7 females,
13 males, and 1 individual who preferred not to disclose gender) with ages
ranging from 20 to 45 years (M = 28.76, SD = 5.29) and did not receive
any monetary compensation. They spanned educational backgrounds from
bachelor’s degrees to PhDs or higher, and all reported ownership of a smart-
phone, utilizing their dominant hand during the test. A multiple-choice
survey revealed that 80.9% of participants rely on websites and forums to ad-
dress privacy and security concerns, while 38% utilize online videos and 19%
consult friends for assistance. Notably, 47% of participants had previously
encountered privacy and security-related videos. Furthermore, 24% admitted
to never reading about mobile privacy and security, 57% rarely engaged in
such reading, and 19% reported frequent engagement with the topic.

Empirical Findings

Our research findings highlight a significant increase in motivation and
engagement regarding the topic within the game condition compared to
alternative experimental setups. In the post-test questionnaire, participants
were asked about their preference to view similar videos or participate in
analogous games concerning mobile privacy and security and the frequency
of such activities. Among those in the serious video group, 2 out of 7
individuals indicated they would not consume similar content, four would do
so occasionally, and one would engage frequently. Within the humorous video
group, 2 participants would abstain from similar videos, while five would view
them sporadically. Conversely, in the game group, 4 participants expressed
a willingness to play similar games occasionally, and three indicated they
would do so frequently (see Figure 3.12).

Notable differences were observed between the game group and the other
two cohorts in the task performance phase. The serious video viewers achieved
an average score of 1.57 (SD = 0.72) per participant, while the humorous
video group attained an average of 2.28 (SD = 1.66). In stark contrast,
the game group significantly outperformed both, with participants scoring
an average of 4.71 (SD = 2.24) (see Figure 3.12). Participants were also

67



3.1. MOTIVATIONAL DRIVERS ANALYSIS

instructed to install a flashlight app via an APK. In the serious video group,
6 participants chose APK installation, while one opted for Google Play.
Similarly, in the humorous video group, five individuals installed the app
via APK; one acknowledged associated risks, and another chose Google Play.
Among the game group, 2 participants installed the app through APK, three
acknowledged risks, and two opted for Google Play. The qualitative analysis
involved scrutinizing participant comments and behaviors. In both the
humorous video and game groups, all participants smiled at least once during
viewing or gameplay, often remarking phrases such as “This is hilarious” or
“It’s pretty funny, seems like me and my brother discussing.” Conversely,
in the serious video group, 3 participants exhibited impatience towards the
video’s conclusion, with comments like “It’s getting boring” or “How many
minutes are left?” Interestingly, such behavior was absent in the game group.
Moreover, two game group participants expressed a desire to replay the game
to explore alternative outcomes, while none of the video groups expressed

interest in revisiting the content.
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Figure 3.12: On the left, the chart shows engagement and re-engagement preferences,
and on the right, it shows the task performance scores of three scenarios.

Discussion and Limitations

The objectives of our study were centered around two pivotal research
questions: 1) To what extent does a humorous decision-making game influence
user motivation to engage with mobile privacy and security? Moreover, 2)
What are the potential effects of a humorous decision-making game on
user awareness of mobile privacy and security issues? The findings from
our analysis provide insightful answers to both questions, supported by
quantitative data and qualitative feedback.

The engagement levels and willingness to re-engage with similar content,
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particularly highlighted in the game group, suggest a positive influence of the
humorous decision-making game on user motivation to engage with mobile
privacy and security topics (Leah Zhang-Kennedy and Biddle, 2016). Par-
ticipants in the game condition demonstrated a markedly higher inclination
to engage with the subject matter, as evidenced by a substantial portion
expressing a desire to play similar games often in the future. This enthusiasm
was less evident among participants exposed to serious or humorous video
content, indicating a unique motivational pull of interactive, game-based
learning when infused with humor (Dormann et al., 2006; Lombardi, 2012).

The task performance scores further illuminate the potential effects of
the humorous decision-making game on user awareness of mobile privacy
and security issues. Participants in the game group outperformed those in
the video groups, suggesting higher engagement and an enhanced under-
standing and awareness of the subject matter. This is a critical finding,
indicating that the game effectively conveyed important privacy and security
concepts, thereby raising participants’ awareness. Moreover, the qualitative
feedback underscores the role of humor in creating an enjoyable and memo-
rable learning experience, which likely contributed to the observed increase
in awareness, albeit with the necessary consideration of humor’s cultural
specificity (Denning et al., 2013).

Moreover, humor is arguably a highly complex cognitive activity, and
processing even a simple joke can require language skills, theory of mind,
symbolism, abstract thinking, and social perception (Polimeni and Reiss,
2006). Humor and assessing what is “funny” tend to be highly subjective,
with interpretations varying across individuals. Due to its interdisciplinary
nature, exploring different domains and areas is essential to understanding the
underlying reasons behind why something is perceived as humorous. In our
game, humor primarily relied on language-based elements. We incorporated
unconventional and amusing comments to catch players off guard and enhance
their enjoyment. However, such humor often hinges on specific cultural
contexts, utilizing puns and cultural references. Consequently, there is a risk
that jokes may not resonate or may even appear inappropriate to individuals
lacking the necessary cultural background (Olsen and Mateas, 2009).

Despite these promising findings, it is crucial to acknowledge the study’s
limitations, including the small sample size, which may affect the generaliz-
ability of the results. Future research should aim to explore these questions
with a larger and more diverse participant pool, further investigating the
nuances of how humor influences engagement and awareness in educational
content across different cultural contexts.
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3.1.3 Study 3: Game Premise in Smart Home Security
Introduction and Background

In recent years, the widespread adoption of smart home technologies has
transformed how people interact with and perceive their living spaces, par-
ticularly in terms of compatibility, ease of use, and usefulness (Shin et al.,
2018). However, alongside the convenience and connectivity offered by these
devices comes an escalating concern regarding privacy and security within
smart home ecosystems (Lin and Bergmann, 2016; Mocrii et al., 2018). Many
users overlook these issues, trusting in their preventive measures or believing
they are not targets for cyber threats. Nevertheless, the significant risks
identified by security experts, such as vulnerable devices and invasive data
collection, are often underestimated by the average user, revealing a gap in
awareness (Zeng et al., 2017). When choosing smart home devices, individu-
als frequently prioritize cost and interoperability over security, highlighting a
need for better education on the importance of privacy and security measures.
Enhancing user awareness about the risks associated with smart homes and
encouraging informed decision-making can help mitigate these concerns, en-
suring users can enjoy the benefits of smart technology without compromising
their privacy and security (Zeng et al., 2017; Tabassum et al., 2019).

As stated in the previous sections, literature has explored strategies to
address privacy and security concerns and lack of understanding. Educational
games stand out for embedding incentives within engaging environments,
offering potent educational tools that motivate and engage individuals. These
games leverage entertainment to teach complex topics, fostering immersive
learning experiences where users apply critical thinking skills (Hamari et al.,
2016). The formal components of a game, such as its objectives, procedures,
and mechanics, define the boundaries within which players can operate,
effectively guiding and limiting their actions. This structural framework is
essential for establishing the rules and goals of the game (Fullerton, 2014).
However, beyond these formal elements, digital games are also deeply emo-
tional experiences (Bopp et al., 2016). They engage players not just on a
mechanical level but emotionally, challenging them to achieve their objectives
while immersing them in the game’s narrative and world (Oliver et al., 2016).
Dramatic elements such as the game’s premise, characters, and unfolding
story enrich the gaming journey. They transform the game from a mere set
of rules and objectives into a compelling narrative that captivates the player.
This dual focus on the game’s structure and emotional resonance ensures a
more profound and engaging experience (Fullerton, 2014).

Premises and storytelling have been employed in various games to inves-
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tigate their influence on player experience and behavior. Previous research
has delved into different premises, including positive, negative, and neutral,
each presenting unique narratives and objectives for players (Grudpan et al.,
2019). Through experiments involving player experience surveys, game logs,
observations, and interviews, these investigations have demonstrated that
game premise significantly shapes player engagement and cooperative behav-
ior. Negative premises, in particular, elicit more robust emotional responses
and foster more cooperative actions among players. Similarly, researchers
explored the effectiveness of serious games in math education, comparing
different modes of gameplay in a math video game among students (Garneli
et al., 2017). Divided into groups, students engaged with the game with
storytelling, without storytelling, or by modifying it, while a control group
used traditional paper-based methods. Although minor differences in learning
performance were noted, significant variations in student attitudes towards
learning through the video game were observed. Interestingly, the presence
of storytelling did not affect performance. Moreover, students without story-
telling preferred replaying the game using paper-based methods, suggesting
that the effectiveness of storytelling may depend on its continuous evolution
and might have a negative influence on the repetition of the practice.

To investigate game premises further, this study explores the impact of
contrasting game narratives, good versus evil premises, on player motivation
and learning outcomes within an educational game focused on smart home
security. The core research question posed is: Is there a measurable difference
i motivation and learning outcomes between opposing game premises? To
address this question, we have developed a mobile game that offers two
contrasting narratives: Save My Home and Hacker War. In Save My Home,
players support the game character in securing his smart home against
vulnerabilities, promoting the idea of protecting one’s privacy. In Hacker
War, players assist an anonymous hacker in exploiting smart home weaknesses
for personal gain. We conducted a study employing a between-subjects design
with 30 participants. Our analysis, grounded in responses from standardized
questionnaires and performance metrics, yields preliminary findings that
suggest no significant differences in either motivation or learning outcomes
between the good and the evil game premises. This outcome indicates that,
within the context of our educational game, the thematic framing of the
narrative, whether aligned with good or evil, does not distinctly affect the
educational impact on players. Despite the varying premises of the game,
participants exhibited a keen interest in engaging with it. Both versions
proved highly successful in motivating users to play and effectively educating
them about the intricacies of smart home security.
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Prototype Description

Concept The mobile game is meticulously crafted for diverse narratives,
presenting players with two distinct and opposing premises: Save My Home
and Hacker War (as depicted in Figure 3.13). In Save My Home, players
engage with “Luca,” a character fraught with worry regarding the security of
his smart home devices. Through an interactive narrative, players are tasked
with aiding Luca by locating vulnerable devices and providing solutions
to security challenges, embodying the good game premise of protecting
one’s home and privacy. Conversely, Hacker War introduces players to
an anonymous hacker lurking in the virtual streets, whose motives are
driven by monetary gain and mischief. This nefarious character solicits the
player’s assistance in orchestrating cyber-intrusions into neighboring homes,
leveraging vulnerabilities in smart home devices for personal profit. Here,
players face ethical dilemmas as they navigate the morally ambiguous terrain
of cybercrime, blurring the lines between right and wrong. To enhance player
immersion and narrative coherence, we meticulously tailored the background
music and sound effects to complement the thematic essence of each premise.
Despite the inherent contrast in narrative premises, both versions of the
game adhere to a unified set of game procedures and mechanics.

Question Scenarios Players must answer ten questions about different
smart devices in both game premises. We carefully selected these devices
based on several factors. Firstly, we included a router as it forms the backbone
of home networks. Secondly, considering the widespread use of smartphones
for smart home settings, we deemed it necessary to feature them as smart
devices. Additionally, we included six commonly encountered smart home
devices, namely, a Smart TV, an IP Camera, a Smart Speaker, a Smart
Thermostat, a Smart Lamp, and a Smart Plug. To add an element of intrigue,
we introduced the last two devices: a Smart Home Firewall and a Smart
Mowing Robot. Moreover, the questions selected for each device draw from
privacy and security concerns outlined in recent research and articles (Zeng
et al., 2017; Schiefer, 2015). Based on their recommendations, we selected
ten questions that resonate with users’ everyday experiences. Following is an
overview of each device and its corresponding question.

Router: Setting up routers can be difficult for non-tech-savvy users, and
manuals often fail to provide enough information about the security risks of
improper settings. Users struggle with configuring aspects like setting a secure
admin password, choosing encryption protocols, and utilizing technologies
such as Wi-Fi Protected Setup (WPS) (Kaaz et al., 2017). The question
about routers addresses which setup can ensure a secure router.
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Hi! I am Luca and need your help. You wanna_ get $ with me?
Last week | bought some smart
home devices. They are
everywhere in my house! But I've
heard that hackers try to access
them every time. | would be glad
if you could help me and secure
my house. Do not be shy! Ring
the bell and come in!

Figure 3.13: The game consists of two opposing premises, the good (Save My Home)
on the left and the evil (Hacker War) on the right.

Smartphone: Smartphones are ubiquitous and convenient for accessing
and controlling smart home devices. Nevertheless, downloading fake, unof-
ficial, or outdated applications can pose security risks to users’ data and
smart home devices (Sivaraman et al., 2016). Therefore, we ask players how
an application could compromise the security of smart devices.

Smart TV: Modern TVs integrate operating systems and internet con-
nections, offering enhanced services to users. However, this integration raises
security concerns such as webcam hacking, tracking issues, and outdated
software, which threaten user privacy (Bachy et al., 2019). Players are
prompted to explore their understanding of such privacy and security issues
in the question about smart TVs.

IP Camera: 1P cameras facilitate rapid property monitoring, empowering
users with instant oversight from any location. Nevertheless, their ease of
setup and remote access via applications make them attractive targets for
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hackers. Various security attacks pose serious threats to the video stream
from IP cameras (Costin, 2016). Therefore, users are advised to implement
security measures such as camera passwords, up-to-date applications, and
video encryption to protect against these threats. This question investigates
whether users understand the basic settings of a secured IP camera.

Smart Speaker: Smart assistants serve as the central hub of smart home
systems, enabling users to control various devices. Nevertheless, recent
discoveries reveal vulnerabilities that allow hackers to communicate with
users’ devices covertly, potentially leading to unauthorized actions (Carlini
et al., 2016). Players are prompted to understand and protect against such
attacks on their voice assistants within this question.

Smart Thermostat: Smart thermostats, controlled via smartphone apps,
offer remote temperature adjustments but may compromise privacy due
to their ability to learn users’ habits. Hackers could exploit vulnerable
thermostats to gather information about users’ absence and plan break-
ins (Fu et al., 2017). This question aims to raise awareness about the risks
associated with smart thermostat usage.

Smart Lamp: Connecting smart lamps to home networks enables users to
control them conveniently through various devices like smartphones or voice
assistants. Nevertheless, this convenience comes with the risk of security
vulnerabilities, which, if exploited by attackers, could lead to different adverse
consequences. These may include health risks, such as disruptions to medical
environments, and financial risks, like revenue loss in commercial settings
due to compromised lighting systems (Morgner et al., 2016). This question
provides users with recommendations to make informed decisions about
purchasing secure smart lamps.

Smart Plug: Smart plugs enable remote monitoring and control of house-
hold appliances but may suffer from insecure communication protocols and
lack of device authentication (Ling et al., 2017). Within this question, play-
ers are prompted to understand the importance of user profile creation and
device authentication for smart plug security.

Smart Home Firewall: Smart home applications automate household
tasks by connecting devices to the Internet, raising concerns about security
vulnerabilities. Firewalls are crucial in protecting home networks from
malicious attacks (Rehman and Gruhn, 2018). This question encourages
players to familiarize themselves with firewalls and their role in smart home
security.

Smart Mowing Robot: Advanced mowing robots use GPS and internet
connectivity for efficient operation. This question explores the benefits of
employing a VPN when a user is outside the home and seeks to connect
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to the home network through a public Wi-Fi hotspot to manage a smart
mowing robot (Molina et al., 2019).

Game Design The game addresses our research question by immersing
users in a simulated smart home environment with the following core elements:

Introduction: Players are greeted by either the homeowner or an anony-
mous hacker avatar at the beginning of each session, both expressing their
respective objectives through speech bubbles. These avatars also provide
an overview of the game’s mechanics, with players initiating gameplay by
tapping the doorbell in Save My Home or touching a window in Hacker War.

Finding of Devices: Players navigate through different rooms, each
equipped with smart devices, and interact with them to answer security-
related questions. The backyard serves as the final room in this exploration.

Progression: As players advance, they encounter ten questions related to
the premises per play-through. Advancement within each room is contingent
upon answering two questions. In Save My Home, correct answers enhance
the security of Luca’s home, visually depicted by the transition of three red
locks to green ones after each set of three correct answers. Similarly, in
Hacker War, players face the same questions, albeit with different phrasing
originating from the hacker, and earn a golden dollar sign after every three
correct answers. Tapping on smart devices reveals the question screen, where
all questions are presented as multiple-choice (see Figure 3.14).

Request to Support: Users can tap into supplementary knowledge resources
within the game interface to grasp vulnerabilities and solutions for each
device. Additionally, they can navigate general game controls via avatar
buttons on the question screen. Tapping the information icon guides players
to help screens with infographics, employing symbolic representations to
convey concepts effectively (as depicted in Figure 3.15). In the design of the
infographics, consistency is maintained across both versions. Each question
includes distinct supporting knowledge isolated from other questions. Various
symbols are strategically incorporated t