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Abstract

Long-range and long-term space exploration missions can be accomplished in the future with
the help of in-space propellant depots. An orbiting propellant depot is comparable to a gas
station on Earth, that stores and delivers propellant to spacecraft tanks. Before flying to their
destination, the spacecraft can dock at the propellant depot and refill their tanks. However,
to effectively develop and operate propellant depots in space, the fluid mechanics coupled
with thermodynamics under reduced gravity conditions has to be clearly understood. The
multiphase flow phenomena related to the storage, transfer and filling of liquids under reduced
gravity conditions have to be also separately investigated. The liquid-gas interface in normal
gravity has a flat shape, as it is mainly influenced by the body forces. Whereas, in reduced
gravity, the capillary forces are dominant and this leads to a change in the shape and position
of the liquid-gas interface. There are two methods to fill tanks under reduced gravity: vented
and no-vent filling. In the vented filling, the gas is vented as the liquid is filled into the
tank. While in the no-vent filling, the gas is not vented as the tank is filled. The liquid jet
that enters the tank interacts with the liquid-gas interface and forms different flow patterns.
Different flow patterns may be required to tackle different challenges. Therefore, the stability
criterion of the liquid-gas interface during the filling of a tank under reduced gravity has to be
determined, so that the corresponding flow regimes can be categorized and chosen according
to the requirements.

This thesis work investigates the interface stability during the vented filling of a tank under
reduced gravity conditions. The investigation of interface stability during the vented filling
was carried out by performing experiments and 2D numerical simulations under isothermal
conditions. A multi-species multiphase system of the storable test liquid HFE-7500 and air was
used in the experiments and simulations. The vented filling experiments were conducted on the
ground, in the Bremen Drop Tower and on a parabolic flight. The 2D numerical simulations
were performed using the multiphase volume of fluid (VOF) model of ANSYS Fluent. A
cylindrical tank with an inner radius of Ry = 30mm, a height of Hy = 94 mm, inlet and
outlet radii of Ry = Rp = 2mm was used for the ground and drop tower experiments. A pipe
of length L; = 220mm was attached to the tank inlet to obtain a fully developed parabolic
velocity profile of the liquid jet at the tank inlet. The experimental setup that was assembled
in the drop capsule was tested on the ground under normal gravity conditions. In the ground
experiments, the interaction of the incoming liquid jet with the liquid interface was investigated
for different volumetric flow rates in the range of 0.8 mLs™! < Q; < 4.8mLs™ !, and for different
initial liquid fill heights in the range of 9.6 mm < H; < 45.6 mm. Different fill patterns were
noticed and the interface was found to be unstable for Q; > 2.8mLs™! for all H.



Abstract

The drop tower experiments were performed with the same experimental setup, that was used
for the ground experiments, in the Bremen Drop Tower with the catapult mode, such that
a longer microgravity time of about 9s can be achieved. All the drop tower experiments
were carried out with an initial liquid fill height of H;, = (30 & 0.1) mm. The shape of the
liquid interface changed from flat under normal gravity to hemispherical under microgravity
conditions. The oscillation of the centre point of the liquid interface during the reorientation of
the liquid inside the tank was studied. The liquid filling was initiated after 3.5 s in microgravity
and continued until the end of microgravity time at 9s. The volumetric flow rates were varied
in the range of 1.00mLs™! < @ < 1.50mLs™!. Based on the interaction of the liquid jet
with the interface under microgravity, the volumetric flow rates were classified as subcritical,
critical and supercritical regimes, which in turn helped to identify the stable and unstable liquid
interfaces. The perturbation of the interface by the liquid jet and the formation of a geyser
were the attributes of a stable liquid interface. The growth of the geyser and its subsequent
disintegration into liquid droplets were observed for an unstable liquid interface. The critical
volumetric flow rate from the drop tower experiments was found to be Q7 = 1.30mLs™! and
the corresponding critical Weber number was We;,., = 1.04 + 0.03.

The gas-free liquid filling into a rectangular experiment tank under variable accelerations was
demonstrated by performing parabolic flight experiments on the Airbus A310 Zero-G aircraft.
The experiments were part of the 39" DLR parabolic flight campaign. Each parabolic maneuver
provided a reduced gravity time of 22s. The parabolic flight experiment setup consisted of
hydraulic, electrical and laptop racks. The internal components like a screen channel liquid
acquisition device (SC-LAD), a velocity control plate (VCP), ring baffles and a gas port (GP)
were fitted into the experiment tank. The inner dimensions of the experiment tank were 100 mm
in length, 100 mm in breadth and 130 mm in height. The filling of liquid into an initially empty
tank was predominantly tested during the parabolic flight experiments for different volumetric
flow rates in the range of 0.2mLs™! < @, < 0.8mLs™!. A convex liquid meniscus that is pinned
to the inlet orifice and exhibits intermittent fluctuating movements due to the disturbances in
the accelerations was observed for Q;, < 0.6 mLs~!. With an increase in flow rate, the curvature
shape of the liquid jet at the inlet orifice changed and the liquid covered the surfaces of the
velocity control plate (VCP). A complete wetting of the solid surfaces inside the tank by the
liquid could be noticed. For tests with a pre-filled tank, a violent sloshing of the bulk liquid
caused by variable accelerations obstructed the optical observation. Faster filling of the liquid
into the experiment tank with a higher volumetric flow rate () was demonstrated with the
help of VCP and the liquid-free gas was vented through the gas port.

2D numerical simulations were carried out using ANSYS Fluent with an axisymmetric model
of the experiment tank used for the drop tower experiments. The numerical simulations
investigated the interface stability under reduced gravity for different volumetric flow rates
in the range of 1.00mLs™' < Q; < 1.50mLs™! and different initial liquid fill heights in the
range of 0mm < H; < 60mm. After a mesh sensitivity study, a mesh with an element size
of 125 pm was chosen for the simulations. The final equilibrium position of the centre point of
the interface under reduced gravity detected from the numerical simulations matched well with
the drop tower experiments and the theoretical prediction for H;, = 30 mm. For H; = 30 mm,
the simulations over-predicted the geyser height and did not capture the unsteady movements
of the geyser.
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Moreover, the critical Weber number determined by the numerical simulations for H;, = 30 mm
was Wey,, = 1.15, which was higher than the drop tower experiments (Wei,, = 1.04).
Furthermore, a parametric study of different initial liquid fill heights H; and refined volumetric
flow rates () was performed using the numerical simulations and the corresponding critical
Weber numbers were found.

The critical Weber numbers from the simulations and drop tower experiment were compared
with the existing literature. It was found that the centreline velocity, which is dependent on the
velocity profile of the incoming liquid jet that enters the tank, directly affects the stability of
the interface. Some more dimensionless numbers that describe the filling problem were defined
and their influence on the interface stability was also discussed. A linear curve fitting of the
data from the numerical simulations was performed and correlations between the dimensionless
numbers were developed. All these results lead to the design of an international space station
(ISS) experiment to demonstrate the filling and transfer of a storable liquid under microgravity
conditions.
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Zusammenfassung

Zukiinftige Missionen zur Erkundung des Weltraums konnen mit Hilfe von Treibstoffdepots im
Weltraum erfolgreich durchgefiihrt werden. Ein in der Umlaufbahn befindliches Treibstoffdepot
ist mit einer Tankstelle auf der Erde vergleichbar, die den Treibstoff lagert und an die Tanks
von Raumfahrzeugen liefert. Vor dem Flug zu ihrem Zielort kénnen die Raumfahrzeuge an
das Treibstoffdepot andocken und dort betankt werden. Um Treibstoffdepots im Weltraum
effektiv entwickeln und betreiben zu konnen, muss die Stromungsmechanik in Verbindung
mit der Thermodynamik unter Schwerelosigkeit deutlich verstanden werden. Die Phanomene
von Mehrphasenstromungen im Zusammenhang mit der Lagerung, dem Transfer und der
Befiillung von Fliissigkeiten unter Schwerelosigkeit miissen im Detail untersucht werden.
Die freie Oberflaiche unter Erdbeschleunigung ist flach, weil sie hauptsachlich von den
Korperkraften beeinflusst wird. Bei Schwerelosigkeit hingegen dominieren die Kapillarkrafte,
was zu einer Verdnderung der Form und Lage der freien Oberflache fiihrt. Die Tanks konnen
mit oder ohne Druckentlastung unter Schwerelosigkeit befiillt werden. Bei der entliifteten
Befiillung (Druckentlastung) wird das Gas entliiftet, wihrend die Fliissigkeit in den Tank
befiillt wird. Bei der entliiftungsfreien Befiillung (ohne Druckentlastung) bleibt das Gas
im Tank, wahrend die Fliissigkeit befiillt wird. Der Flissigkeitsstrahl, der in den Tank
eintritt, interagiert mit der freien Oberflache und bildet unterschiedliche Stromungsmuster.
Je nach Zustdnden und Voraussetzungen konnen unterschiedliche Stromungsmuster bendétigt
werden. Daher muss das Stabilitatskriterium der freien Oberfliche wahrend der Befiillung
eines Tanks unter Schwerelosigkeit bestimmt werden. Mithilfe des Stabilitatskriterium kénnen
die Stromungsregime eingeordnet und nach den Anforderungen ausgewahlt werden.

In dieser Arbeit wird die Stabilitdt der freien Oberfliche wihrend der entliifteten Befiillung
eines Tanks unter Schwerelosigkeit untersucht. Die Untersuchung der Oberflachenstabilitat
wahrend der Befiillung wurde durch Experimente und 2D numerische Simulationen unter
isothermen Bedingungen durchgefiihrt. In den Experimenten und Simulationen wurde ein
Mehrphasensystem verwendet, das aus der lagerfahigen Testfliissigkeit HFE-7500 und Luft
besteht. Die Experimente der Befiillung wurden am Boden, im Bremer Fallturm und an
Bord des Parabelfluges durchgefiihrt. Die 2D numerische Simulationen wurden mit dem
mehrphasigen VOF (volume of fluid) Modell von ANSYS Fluent durchgefiihrt. Fiir die Boden-
und Fallturmexperimente wurde ein zylindrischer Tank mit dem Innenradius Ry = 30mm,
der Hohe Hy = 94mm und den Ein- und Auslassradien R; = Rp = 2mm verwendet. Ein
Einlassrohr mit der Lange L; = 220 mm wurde mit dem Tankeinlass verbunden, um ein voll
entwickeltes Geschwindigkeitsprofil des Fliissigkeitsstrahls am Tankeinlass zu erhalten. Der in
der Fallkapsel montierte Versuchsaufbau wurde am Boden unter Erdschwerkraft getestet.
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Zusammenfassung

In den Bodenexperimenten wurde die Wechselwirkung des eintretenden Fliissigkeitsstrahls
mit der freien Oberfliche fiir verschiedene Volumenstrome im  Bereich von
0,8mLs™! < Qp <48mLs™! und fiir verschiedene anfingliche Fliissigkeitsfiillhchen im
Bereich von 9,6 mm < H;, < 45,6 mm untersucht. Es wurden unterschiedliche Stromungsmuster
festgestellt und die Oberfliche wurde instabil fiir @ > 2,8mLs™! fiir alle anfinglichen
Fillhohen Hy,.

Die Fallturmexperimente wurden mit demselben Versuchsaufbau von Bodenexperimente im
Bremer Fallturm mit Katapultmodus durchgefiihrt, so dass eine langere Schwerelosigkeitszeit
von etwa 9s erreicht werden kann. Alle Fallturmexperimente wurden mit einer anfanglichen
Fliissigkeitsfiillhohe von Hj = (3040,1) mm durchgefithrt. Die Form der freien Oberflache
anderte sich von flach unter Erdschwerkraft zu halbkugelférmig unter Schwerelosigkeit.
Die Oszillation des Mittelpunkts der freien Oberflache wahrend der Reorientierung der
Fliissigkeit im Tank wurde beobachtet. Die Einstromung und Befiillung des Tanks wurde
nach 3,5s gestartet und bis zum Ende der Schwerelosigkeitszeit bei 9s fortgesetzt. Es
wurden unterkritische, kritische und iiberkritische Regime der Volumenstrome im Bereich
von 1,00mLs™ < Q; < 1,50mLs™! identifiziert, um stabile und instabile Oberflichen
aufgrund der Wechselwirkung des Fliissigkeitsstrahls mit der Oberflache unter Mikrogravitation
einzuordnen. Eine stabile Oberfliche war durch eine Verformung aufgrund des ankommenden
Fliissigkeitsstrahls und die Bildung einer Ausbuchtung (Geysir) gekennzeichnet. Das Wachstum
des Geysirs und der anschlieende Zerfall in Fliissigkeitstropfchen fiihren zu einer instabilen
Oberflache. Die kritische Weber-Zahl wurde mit We;,, = 1,04 £+ 0,03 ermittelt, was einem
kritischen Volumenstrom von Q; = 1,30 mLs~! entspricht.

Die Befiillung der gasfreien Fliissigkeit in einen rechteckigen Experimenttank unter variablen
Beschleunigungen wurde an Bord des Airbus A310 Zero-G wéhrend der 39. DLR-Parabelflug-
kampagne durchgefithrt. Jedes Parabelmanover ermoglichte eine Schwerelosigkeitszeit von
22s. Der Aufbau des Parabelflugexperiments bestand aus hydraulischen, elektrischen und
Laptop-Racks. Der Experimenttank war mit internen Komponenten wie einem siebbedeckten
Fliissigkeitsentnahmekanal (SC-LAD), einer Prallplatte (VCP), Ringblechen und einem
Gasauslass (GP) ausgestattet. Der Innenraum des Experimenttanks hatte eine Lénge von
100 mm, eine Breite von 100 mm und eine Hohe von 130 mm. Die Befiillung der Fliissigkeit
in einen anfanglich leeren Tank wurde wéhrend der Parabelflugkampagne fiir verschiedene
Volumenstrome im Bereich von 0,2mLs™! < Q; < 0,8mLs™! getestet. Fiir Q7 < 0,6 mLs™!
wurde ein konvexer Fliissigkeitsmeniskus beobachtet, der an der Einlassoffnung anhaftet und
aufgrund der Storungen in den Beschleunigungen intermittierende schwankende Bewegungen
aufweist. Mit zunehmender Stromungsgeschwindigkeit anderte sich die Kriimmungsform des
Fliissigkeitsstrahls an der Einlassoffnung und die Fliissigkeit bedeckte die Oberflichen der
Prallplatte (VCP). Es konnte eine vollstédndige Benetzung der festen Oberflachen im Inneren des
Tanks durch die Fliissigkeit festgestellt werden. Die optische Beobachtung wurde bei Versuchen
mit vorgefiilltem Tank stark beeintrachtigt. Der Grund dafiir war das heftige Schwappen
der vorhandenen Fliissigkeit im Tank, welches durch variable Beschleunigungen des Flugzeugs
verursacht wurde. Mit Hilfe der Prallplatte wurde eine schnellere Befiillung der Fliissigkeit
in den Experimenttank mit hoherem Volumenstrom ()7 bewiesen und das fliissigkeitsfreie Gas
durch den Gasauslass entliiftet.



Zusammenfassung

2D numerische Simulationen wurden mit ANSYS Fluent mit einem achsensymmetrischen
Modell des fiir die Fallturmexperimente verwendeten FExperimenttanks durchgefiihrt.
Im Rahmen der numerischen Simulationen wurde die Stabilitat der freien Oberflache
unter reduzierter Schwerkraft fiir verschiedene Volumenstrome im  Bereich von
1,00mLs™ < @Qp <1,50mLs™ und unterschiedliche anfingliche Fliissigkeitsfiillhohen
im Bereich von 0mm < H; < 60mm untersucht. Es wurde fiir die Simulationen ein Gitter
mit einer Elementgrofie von 125 pm anhand einer Gitterstudie ausgewahlt. Es wurde die finale
Gleichgewichtsposition des Mittelpunkts der Oberflache unter Schwerelosigkeit ermittelt und
es wurde eine gute Ubereinstimmung mit den Fallturmexperimenten und den theoretischen
Vorhersagen fiir H;, = 30 mm beobachtet. In den Simulationen wurden fiir H;, = 30mm
die Geysirhohe iiberschéitzt und die instationaren Bewegungen des Geysirs konnten nicht
erfasst werden. Die kritische Weber-Zahl fir H; = 30mm von den Simulationen wurde
als Wey,, = 1,15 berechnet. Die von den Simulationen ermittelte kritische Weber-Zahl
war hoher als von den Fallturmexperimenten fir H;, = 30mm (We;, = 1,04). Weiterhin
wurde in den numerischen Simulationen eine Parameterstudie fiir unterschiedliche anféangliche
Fliissigkeitsfiillhohen Hjp und feiner aufgeloste Volumenstrome ) durchgefithrt und die
entsprechenden kritischen Weber-Zahlen ermittelt.

Die kritischen Weber-Zahlen aus den Simulationen und dem Fallturmexperiment wurden mit
der vorhandenen Literatur verglichen. Es wurde festgestellt, dass die Geschwindigkeit auf der
Mittellinie, die vom Geschwindigkeitsprofil des in den Tank einstromenden Fliissigkeitsstrahls
abhangt, einen direkten Einfluss auf die Stabilitdt der Oberfliche hat. Einige weitere
dimensionslose Zahlen, die den Befiillvorgang beschreiben, wurden definiert und deren Einfluss
auf die Stabilitat der Oberflache wurde ebenfalls diskutiert. Eine lineare Kurvenanpassung der
Daten aus den numerischen Simulationen wurde durchgefiihrt und es wurden Korrelationen
zwischen den dimensionslosen Zahlen entwickelt. All diese Ergebnisse fiihren zum Entwurf eines
Experiments auf der internationalen Raumstation (ISS), mit dem die Befiillung und der Transfer
einer lagerfahigen Fliissigkeit unter Mikrogravitationsbedingungen durchgefiihrt werden soll.
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Chapter 1

Introduction

This chapter introduces the topic of this thesis and gives a brief motivation behind it. Then,
the objectives of this thesis work are listed followed by the structure of this thesis.

1.1 Motivation

After many decades humans have planned to set foot on the Moon again and yearn to explore
our solar system further. NRC decadal survey report of 2011 [23] has prioritized the research
areas like two-phase flow, thermal management and cryogenic fluid management for space
exploration. It will not be economical to launch rockets with sufficient propellants for long-range
and long-term space exploration missions from Earth. However, this challenge can be overcome
by storing the propellants on-orbit and performing the orbital refuelling of spacecraft tanks.
For accomplishing the orbital storage and refuelling, the expertise to handle cryogenic fluids
under different acceleration conditions should be acquired. The propellants can be stored
on-orbit in a propellant depot and the spacecraft tanks can be refilled from the propellant depot.
The propellant depot can be envisioned as a supply tank that supplies the propellant to the
spacecraft tank through a transfer line. The spacecraft tank acts as a receiver tank. However,
in the beginning, the propellant depot may itself be a receiver tank, which is filled from a cargo
spacecraft. Therefore, the microgravity fluid mechanics coupled with thermodynamics of the
supply tank, receiver tank and transfer line have to be fully understood to carry out on-orbit
refuelling of spacecraft.

Cryogenic liquids like liquid hydrogen and liquid methane may be preferred for storage in the
propellant depots on-orbit. Under compensated or reduced gravity conditions, the capillary
forces dominate over the body forces, which causes the shape of the liquid-gas interface (free
surface) inside a tank to change. The position of the free surface inside the tank should be known
to effectively perform filling and draining of liquid under reduced gravity conditions. Propellant
management devices (PMD) help to separate the gas and liquid phases as well as to control
the position of liquid inside the tank. Propellant tanks can be filled with liquid under reduced
gravity conditions with or without venting the gas. The propellant tanks will get self-pressurized
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due to the heat transfer into the tank from the ambient and other supporting components.
Venting the gas relieves the pressure of propellant tanks. However, the liquid may also be vented
if the free surface is not positioned properly under reduced gravity (Kassemi et al. 2018 [48]).
Additionally, a liquid jet that is injected into a tank can also depressurize the tank by inducing
a mixing of the bulk liquid, as reported by Hochstein et al. 1984 [43]. Therefore, the interaction
of the liquid jet with the free surface during the tank filling has to be studied and the stability
criterion of the free surface should be determined.

According to Chato and Kassemi 2012 [21], NASA Glenn Research Center has been working
on an experiment series called ZBOT (Zero Boil-Off Tank) to study the methods to
control tank pressurization for storing cryogenic liquids long-term in orbit. The ZBOT
experiments are conducted on board the international space station (ISS) with a similitude fluid
perfluoro-n-pentane CsF15. The ZBOT experiments are classified into four types as follows.

1. ZBOT-1 - This experiment was completed in 2017. It investigated the self-pressurization
and jet mixing.

2. ZBOT-NC - This experiment is planned for 2024 to investigate the effects of
non-condensable gases on self-pressurization and mixing.

3. ZBOT-DP - This experiment will study the effects of droplet transport and phase change
on tank depressurization.

4. ZBOT-FT - This experiment will demonstrate the removal, transfer and filling of liquid
between the supply tank and receiver tank through a transfer line.

This thesis work is part of the ZBOT-FT (Zero Boil-Off Tank - Filling and Transfer) experiment,
that is carried out by ZARM, University of Bremen in collaboration with NASA and DLR. The
overall goal of ZBOT-F'T is to conduct an ISS experiment to demonstrate the removal, transfer
and filling of liquid under non-isothermal conditions using the test fluid CsF,5. However, in
the first phase of the project ZBOT-FT, thermodynamics was decoupled and more emphasis
was given to the multiphase fluid mechanics aspects of the experiment. Therefore, all the
experiments and numerical simulations were performed under isothermal conditions using the
storable test liquid hydrofluoroether HFE-7500. Furthermore, the project ZBOT-FT was
subdivided into supply tank and receiver tank to independently investigate the phenomena
associated with draining and filling tanks under normal gravity and reduced gravity conditions.
This thesis only comprises of the work related to the liquid filling into a tank under normal
gravity and reduced gravity conditions.

1.2 Objectives of the thesis

This thesis work was carried out to accomplish the following objectives.

1. to investigate the liquid interface stability during the vented filling of a tank and
identify the different flow regimes by performing ground, drop tower and parabolic flight
experiments
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2. to describe the interface stability using the dimensionless Weber number and determine
the critical Weber number

3. to model the liquid filling process in reduced gravity using ANSYS Fluent and carry out
2D numerical simulations

4. to compare and validate the numerical simulations with the drop tower experimental data

5. to predict the criterion of interface stability during the liquid filling with different initial
liquid fill heights using numerical simulations

6. to compare the results of drop tower experiments and numerical simulations with the
existing literature using dimensionless numbers

1.3 Overview of the thesis

The thesis is structured into 7 chapters. The governing equations and boundary conditions
of fluid mechanics and the theoretical concepts of liquid-gas interfaces, fully developed flow,
submerged laminar jet, geyser patterns and Rayleigh-Plateau instability are discussed in
chapter 2. Furthermore, the physical problem of liquid filling into a tank is described and the
associated dimensionless numbers are also discussed in chapter 2. An extensive review of the
literature related to propellant depots, liquid filling, interface stability and liquid reorientation
is carried out in chapter 3. The tank geometries and test liquids used in the experimental studies
in the literature are summarized in a table in chapter 3. Chapter 4 describes the experiments
performed under normal gravity conditions on the ground and under reduced gravity conditions
in the Bremen Drop Tower and on the parabolic flight. The experimental data are evaluated
and presented in chapter 4.

Chapter 5 is dedicated to the 2D numerical simulations carried out using ANSYS Fluent. The
theory and settings of the numerical solver are elaborated in detail in this chapter. Furthermore,
the mesh sensitivity study performed is also included in chapter 5. The results of ground, drop
tower and parabolic flight experiments as well as the numerical simulations are discussed in
chapter 6. The experimental results are also compared with the numerical results for some of
the test cases. Then, a parametric study performed using numerical simulations with different
initial liquid fill heights and refined volumetric flow rates is presented and finally, the results of
the drop tower experiment and numerical simulations are compared with the existing literature.
Based on the numerical simulation results, correlations between the dimensionless numbers are
derived in chapter 6. This thesis is summarized in chapter 7 and some outlook for future work
is recommended based on the obtained results.

The contents related to the drop tower experiments in this thesis have been published in
Govindan and Dreyer 2023 [40]. Some parts of the contents related to the numerical simulations
in this thesis have been published in Govindan and Dreyer 2023 [41].






Chapter 2

Theoretical Background

The governing equations of fluid mechanics along with the boundary conditions for multiphase
flows are reported in this chapter. Additionally, the theoretical concepts of liquid-gas interfaces,
fully developed flow and submerged laminar jet are discussed. Furthermore, different geyser
patterns and Rayleigh-Plateau instability are explained and the liquid filling problem is described
using a generic drawing. Finally, an analysis of the dimensionless numbers that characterize
the liquid filling problem is also performed.

The contents in sections 2.6, 2.8 and 2.9 of this chapter have been published in Govindan and
Dreyer 2023 [40] and reused here with permission.

2.1 Governing equations

A problem in fluid mechanics can be analysed using three methods, as mentioned in White 2011
[99]. They are the control volume method, differential method and experimental or dimensional
analysis method. A specific region with boundaries in the flow field is called a control volume.
The laws of mechanics are applied to the control volume. According to White 2011 [99], the
Reynolds transport theorem states that the derivative of an arbitrary property is equal to the
rate of change of the property within the control volume and the inflow and outflow fluxes
across the boundaries (control surfaces).

Based on White 2011 [99], if B is an arbitrary extensive property of the fluid (mass, momentum
and energy) and = dB/dm is an intensive property, the general integral form of the Reynolds
transport theorem can be expressed as in equation 2.1. The change within the control volume
is described in the first term on the right side of equation 2.1. The second term on the right
side of equation 2.1 is the convective term that corresponds to the inflow and outflow fluxes
across the control surfaces. veg is the velocity of the control surface and n is the unit normal
vector to the control surface. Based on this general form, the conservation equations can be
derived.
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%BI% /CZ BpdV +C/S/6p(v—st)'ndA (2.1)

2.1.1 Mass conservation

The mass of fluid in a control volume is always conserved. The mass m is used as the property B
in the conservation of mass equation. Then, the intensive property is § = dB/dm = dm/dm = 1.
The integral form of the mass conservation equation is derived from the general form of the
Reynolds transport theorem and is given in equation 2.2. The temporal change of mass in a
control volume is equal to the mass flux across the control surfaces.

%:0:% ///pdV +//p(V—Vcs)'ndA (2.2)

For a fixed control volume (Eulerian approach), the mass conservation equation can be written
in a differential form, as shown in equation 2.3. This is also called the continuity equation.

dp
E%—V-(pv):() (2.3)

For an incompressible flow, the density variation can be neglected. Therefore, the first term
of the continuity equation is dp/dt ~ 0. Hence, the continuity equation for an incompressible
flow is given in equation 2.4.

V-v=0 (2.4)

2.1.2 Momentum conservation

The conservation of momentum is based on Newton’s second law of motion, which states that
the net force acting on a body is equal to the rate of change of momentum. The extensive
property is B = mv and the intensive property is § = dB/dm = v. The momentum
conservation equation can be written in an integral form as shown in equation 2.5. The
temporal change of linear momentum inside a control volume and the sum of the momentum
fluxes through the control surface are equal to the sum of forces acting on the control volume.

d(;’?’):ZF:% ///vpdV +//vp(V—Vcs)'ndA (2.5)

The reduced differential form of the momentum conservation equation for a fixed control volume
derived by White 2011 [99] is given in equation 2.6. The term inside the brackets on the left
side is the total acceleration of the fluid inside the control volume. The first two terms on the
right side are the surface forces consisting of the pressure gradient and the divergence of the
viscous stress tensor 7;;. The last term on the right side is the body force (gravity) acting on
the control volume.

ov ov ov ov
Y Y Y V) - s 9.
p<8t+u8x+vﬁy+w82) Vp+V -1 +pg (2.6)
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Following Bird et al. 2002 [7], the Navier-Stokes-equation for incompressible Newtonian fluids
can be expressed as

Dv ov 9
pD—t—p{EﬂL(V-VV)]——VMuV V+pg (2.7)

For inviscid flows, the Navier-Stokes equation is called the Euler equation.
Dv ov
P Dr p[at + (v VV)} Vp+pg (2.8)

The Euler equation can be used to derive the Bernoulli equation for a steady and inviscid flow.
Based on Bird et al. 2002 [7], the velocity vector term in equation 2.8 can be rewritten as

(v-Vv) = %V (v-v) = [vx(VxV)] (2.9)

Substituting the equation 2.9 in equation 2.8 yields equation 2.10, in which the elevation above
a reference plane is denoted by h. and gg is the gravitational acceleration.

%V (v-v) = [vx (Vxv)] = —%Vp — gg Vhe (2.10)

According to Bird et al. 2002 [7], the second term with cross product on the left side of equation
2.10 can be neglected by forming a dot product with the unit vector. The equation 2.10 can
be expressed for a streamline with length s as

d (1,\ 1dp  dh,
1)L, o

The Bernoulli equation can be derived by integrating the equation 2.11 between two points

along the streamline.
V2 — 2 _
2 5 ! +p2 ppl + g5 (hea —he) =0 (2.12)

2.1.3 Energy conservation

According to White 2011 [99], the first law of thermodynamics, as given in equation 2.13, states
that the energy of a system changes when either heat is added to the system or work is done

by the system.

dQ dw  dE
_av_de 2.1
at At dt (2.13)

Using energy E as the extensive property B and § = dB/dm = dE/dm = e in equation 2.1,
the general form of the energy conservation equation can be written as given in equation 2.14.

aQ dw dE d
il v ///epdv +//ep(v—vcs)'ndA (2.14)
cv Cs

7
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The energy per unit mass e is expressed in equation 2.15, where @ is the internal energy, %112 is
the kinetic energy and gg h. is the potential energy.

1
e=1+ §v2 + 95 he (2.15)

Equation 2.16 shows the differential form of the energy conservation equation from Bird et al.
2002 [7]. The term on the left side represents the rate of change in internal energy. The first
term on the right side is the change in internal energy caused by heat conduction followed by
the second term, which is the work done by pressure forces. The last term on the right side is
the work done by the viscous stresses.

Du

pﬁz—(v-q)—p(v-v)—(T:Vv) (2.16)
If the viscous dissipation is neglected, the energy equation can be expressed with respect to
temperature using Fourier’s law as

DT

2.2 Boundary conditions

The boundary conditions of a flow problem should be well defined, in order to solve the
governing equations. The information about the flow variables should be available at these
boundaries. The two commonly used boundary conditions are the Dirichlet and Neumann
boundary conditions. While the value of a flow variable is directly defined in the Dirichlet
boundary condition, the Neumann boundary condition is defined as the derivative of the flow
variable. The boundary conditions for a flow problem have to be defined at the inlet and outlet
of the flow domain, fluid-solid interface (solid wall) and fluid-fluid interface. At the inlet and
outlet boundaries, the flow variables pressure, velocity and temperature are generally known
at all time instants (White 2011 [99]).

At the fluid-solid boundary, the tangential and normal components of the velocity of the fluid
and the solid are equal. The no-slip boundary condition at the solid wall can be defined using
equation 2.18, where vy is the velocity of the fluid and vg is the velocity of the solid.

VF = Vg (2.18)

A fluid-fluid interface is formed between two phases of liquid and gas, when they are in contact
with each other. The gas phase that condenses is called a vapour and the gas phase that does
not condense is called a non-condensable gas. The properties of the fluid change in a continuous
manner across a fluid-fluid interface. According to the lecture notes of Shankar Subramanian
2015 [77], for a fixed interface with no mass transfer across it, the boundary condition at the
fluid-fluid interface is defined in equation 2.19, where the normal components of the velocity
of both phases are continuous across the interface. vy is the velocity of phase 1 and vy is the
velocity of phase 2. nr is the unit normal vector pointing towards the phase 1.

vi-np=vy-np =0 (2.19)
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The fluid-fluid interface does not have any thickness and does not accumulate any mass. The
mass is conserved across the fluid-fluid interface and the mass balance is given in equation 2.20,
according to Burelbach et al. 1988 [13]. vy, and v are the liquid and gas velocities respectively.
vr is the velocity of the interface. The difference in the fluid and interface velocities leads to
a mass transfer across the interface due to evaporation or condensation. The mass flux across
the interface is indicated as rip and has a unit of kgm=2s1.

pL (VL — vr) - np = pg (Vg — vr) - np = 1hp (2.20)

The mass conservation equation across the interface can be rewritten in terms of the normal
components of the liquid and gas velocities as shown in equations 2.21 and 2.22 below.

Vi, - Npr = @ —+ vr - np (221)
PL

Vg - nr = mr + Vvr-nr (2.22)
PG

Following Burelbach et al. 1988 [13], the stress boundary condition on the interface in its
general form is given in equation 2.23.

[pL (VL —vr) - np (Vi - nr) — pa (Ve — vr) - nr (Ve - np) | e — (oL — 06) - nr
— 0 (V : ’I’LF) nr + Vsurfg =0 (223)

Using equation 2.20 the first two terms inside the square brackets on the left side of equation
2.23 can be simplified as

pL (Vv — vr) - np (v - nr) — pg (Vg — vr) - nr (Vg - nr) = mr (v, — vg) - nr (2.24)

The stress boundary condition equation 2.23 can be reduced and written as shown in equation
2.25, if the mass flux across the interface is neglected. The term on the left side is the stress
tensor and the second term on the right side is the surface tension gradient.

— (O'L — Gg) ‘Nr =0 (V . ’n[‘> nr — Vsurfa (225)

According to the lecture notes of Shankar Subramanian 2015 [77], the term inside the brackets
on the right side represents the mean curvature of the interface, which is given in equation 2.26,
where R; and R, are the principal radii of curvature of the interface.

1 1
V-nr=2Hy=|—+— 2.26

r ¢ ( Rl + RQ) ( )
The Young-Laplace-Gauss equation, as given in equation 2.27, can be derived by equating the
left side and the first term on the right side of equation 2.25, when the viscous stress terms are
neglected from the stress tensor.

11
Ap=pL—pc=0 (— + —) (2.27)
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2.3 Concepts of liquid-gas interfaces

In this section, the concepts that govern the behaviour of liquid-gas interfaces are discussed.

2.3.1 Swurface tension

The molecules inside a liquid experience intermolecular forces in all directions between their
neighbours and therefore the net force is zero. At the liquid-gas interface, as the liquid molecules
are exposed to the gas molecules on one side, there is an imbalance in the intermolecular forces.
Therefore, the liquid molecules on the interface experience a net downward force, which leads
to a reduction in the surface area. A certain amount of work has to be done to increase
the surface area of the interface, which is called the surface tension. It can also be defined
as the force applied per unit length of the interface, as shown in equation 2.28. According
to Dodge 2000 [26], as the liquid temperature increases, its surface tension decreases and it
vanishes at the critical point.

dW Fdx F
I L (2.28)

g

2.3.2 Pressure difference across an interface

There exists no pressure difference across a flat interface because the tangential forces balance
each other. In the case of a curved interface, the resultant of the surface tension force, that
acts perpendicular to the interface, causes the pressure to vary on both sides of the interface.
The resultant force acts in the direction of the liquid for a convex-shaped interface and it leads
to a higher pressure in the liquid than the gas. For a concave-shaped interface, the pressure on
the liquid side is lower than the gas side, as the resultant force acts in the direction of the gas.
White 2011 [99] states that the concave side of the interface will be at a higher pressure. The
pressure jump across the interface is defined by the Young-Laplace equation in equation 2.29,
where R; and R, are the principal radii of curvature.

11
Ap=o|— 4 — 9.9
p 0(R1+R2) (2.29)

2.3.3 Contact angle

When a liquid interface comes in contact with a solid or another liquid, an angle is formed.
The angle between the solid surface and the tangent to the liquid-gas interface is called the
contact angle. According to Dodge 2000 [26], the contact angle is dependent on the cohesive
and adhesive forces. For a condition of three interfaces of solid-liquid, liquid-gas and solid-gas,
the force balance in the horizontal direction on the contact lines of these interfaces is given
in equation 2.30, as reported by Dodge 2000 [26]. This equation is also called the Young’s
equation. The contact angle 6. can be determined from the equation 2.30.

0sa — O0gL COS Hc + og1, (230)

10



2.3. Concepts of liquid-gas interfaces

The wettability of a liquid with a solid surface is measured by its contact angle. The liquid’s
ability to wet the solid can be categorized into three conditions: perfectly wetting (6. = 0°),
wetting (6. < 90°) and non-wetting (6. > 90°).

2.3.4 Shape of the interface

The liquid interface shape is expressed using the Bond number, which is a ratio between
the hydrostatic pressure and the capillary pressure, as shown in equation 2.31. a. is the
characteristic acceleration and [, is the characteristic length in equation 2.31.

(2.31)

During the normal gravity and hypergravity phases, the hydrostatic pressure dominates over the
capillary pressure, which leads to a higher Bond number Bo > 1 and the liquid interface remains
flat. The characteristic length at which the Bond number becomes unity is called the capillary
length. At the capillary length, the hydrostatic and capillary pressures balance each other. The
capillary length L. under normal gravity conditions is expressed in equation 2.32, where the
characteristic acceleration a, is the acceleration due to gravity on Earth (gr = 9.81ms™2).

L=, (2.32)
PIE

For a partly filled tank in normal gravity, a liquid meniscus is formed at the tank wall due to
the adhesive force between the liquid and the wall. The height to which the meniscus rises in
normal gravity is given by equation 2.33 from Landau and Lifshitz 1987 [56].

h=+2L.\/(1—siné,) (2.33)

In reduced gravity, the hydrostatic pressure becomes negligible and the Bond number reduces
to a lower value of Bo < 1. The liquid interface changes from a gravity-dominated flat shape in
normal gravity to a capillary-dominated hemispherical shape in reduced gravity. For a partly
filled tank, as soon as the gravity is reduced, the liquid meniscus at the tank wall rises and a
capillary wave travels from the tank wall to the centre, which makes the liquid interface to move
downwards. This results in axial sloshing of the liquid interface in an axisymmetric tank and
the liquid reorientation takes place inside the tank. The centre point of the interface oscillates
during the reorientation and these oscillations dampen with time. The liquid interface reaches
its final equilibrium configuration in reduced gravity after a certain period of time, which is
called the formation time, as mentioned in Dodge 2000 [26].

The position of the centre point of the liquid interface after reaching its final equilibrium position
in reduced gravity can be determined from equation 2.34. According to Friese et al. 2019 [34],
for a cylindrical tank partly filled with a perfectly wetting liquid, the final equilibrium position
of the centre point of the liquid interface in microgravity z. o, reduces from its initial fill height
Hj by a one-third factor of the tank radius Rr.

Ze0g = HL - 5 (234)
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According to Siegert et al. 1964 [78], the time when the centre point of the interface crosses
the final equilibrium position for the first time in microgravity is called the equilibrium time ¢;.
The equilibrium time, which depends on the liquid properties and the tank radius, is defined
for a cylindrical tank in equation 2.35. It is also called the characteristic time that describes
the liquid reorientation inside the tank in reduced gravity.

p R}

t, = 04131/ =L (2.35)
o

2.4 Fully developed flow

The characteristic of the flow of liquid in a pipe can be described using the Reynolds number,
which compares the inertial and viscous forces, as shown in equation 2.36, where R; is the
inner radius of the pipe. A smooth and steady flow in a pipe is called a laminar flow, while a
fluctuating flow is called a turbulent flow. According to White 2011 [99], the region in which
the flow changes from laminar to turbulent is called the transition region, which occurs at a
Reynolds number of Re = 2300 for the flow of liquid in a circular pipe.

_Qp’U[R[
M

When a liquid flows inside a pipe, boundary layers are formed along the pipe walls. The velocity
varies within the boundary layer and becomes zero at the wall of the pipe because of the no-slip
condition. The region within the boundary layer is affected by viscosity, whereas the region
outside the boundary layer is inviscid. The boundary layers from the pipe walls become thicker
along the length of the pipe and they merge at a specific point on the centre axis of the pipe.
Beyond this point, the flow is considered to be fully developed, as the flow velocity does not
change in the axial direction but only in the radial direction. The length of the pipe from its
entrance to the point where the flow is fully developed is called the entrance length. According
to White 2011 [99], the entrance length L. for a laminar flow can be defined as

L. =0.12Re R; (2.37)

Re (2.36)

The reduced z-momentum equation for a fully developed laminar flow in cylindrical coordinates
is given by White 2011 [99] as

v, d d dv,
pvza—vz S (T ! ) (2.38)

dz | rdr dr
The left hand side term can be neglected because the axial velocity is only a function of the

radial coordinate (v, = v,(r)). Applying the no-slip boundary condition at the pipe wall and
assuming the centreline velocity to have a finite value, the solution to equation 2.38 leads to

the Hagen-Poiseuille flow.
dp\ R? r?
=l—-—— = [1- = 2.
‘ ( dZ) Ay ( R} (239)

For a fully developed flow, the shape of the velocity profile is parabolic. The axial velocity is
maximum on the centreline of the pipe. The maximum or centreline velocity is given as

2
Umax = ’UZ(T = 0) = (_%) % (240)
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The mean velocity vy of a pipe flow can be calculated from equation 2.41, where @)y, is the
volumetric flow rate and Aj is the cross-sectional area of the pipe inlet. The cross-sectional
area Ay for a circular pipe is given as A; = T R?.

QL

- (2.41)

Ur

For a parabolic velocity profile, the mean velocity vy is half of the centreline velocity vy,qz.

Umax

2.5 Submerged laminar jet

The liquid that flows out of a nozzle forms a jet. From Kneer et al. 2014 [49], a liquid jet that
exits a nozzle and flows into a surrounding liquid is called a submerged jet. If the liquid jet flows
into a gaseous environment, then it is called a free-surface jet. The submerged jets can be either
laminar or turbulent depending on the Reynolds number at the nozzle exit. The geometry and
length of the pipe through which the liquid flows out influence the velocity profile of the jet.
A long inlet pipe and a low Reynolds number lead to a laminar jet flow with a fully developed
parabolic velocity profile at the exit of the pipe. As reported in Viskanta 1993 [95], three regions
are formed when a liquid jet flows into a surrounding liquid. They are called the potential core
region, the region of flow development and the region of developed flow, as shown in figure 2.1.
Within the potential core region, the centreline velocity remains the same as at the pipe exit.
Although the potential core length can vary in the range of 6-7 times the nozzle diameter for an
axisymmetric jet, for a parabolic velocity profile, the potential core is absent, as the centreline
velocity begins to decay right at the pipe exit, as reported in Kneer et al. 2014 [49].

As the submerged liquid jet exits the pipe, it begins to spread and a shear layer is formed at the
jet boundary by the surrounding liquid. This causes the liquid jet to decelerate and the velocity
profile of the jet changes in the region of flow development. According to Kneer et al. 2014 [49],
the velocity profile can be scaled using the non-dimensional parameter z/(2 R; Re). After a
certain distance from the exit of the pipe, the region of developed flow begins, where the
velocity profile of the jet is fully developed again. The axial velocity component of a laminar
jet according to Schlichting’s boundary layer theory is given by Rankin and Sridhar 1981 [72]

* 3M 1 1
v, = — . (2.43)
Az (14¢€%)

et (ﬂ)i (2.44)

" 8w T ) Zs

with

The terms in equation 2.43 are described as: M is the liquid jet momentum, £ is a similarity
variable, z, is the axial distance from the point source and r is the radial coordinate.
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Figure 2.1: Profile of a liquid jet exiting an inlet pipe with radius R;, as reported in
Viskanta 1993 [95].

Rankin and Sridhar 1981 [72] simplified the general form of the parabolic velocity profile
equation proposed by Thomas 1958 [91] as

oz 2(37?: 0) =(1-7n%) (1 — ee(n//\)>3 n 3en (1 _i\)? (1—mn)° (2.45)

and presented an analytical solution of the velocity profile equation. In equation 2.45, n = r /v,
where 1) denotes the radial position at which v = 0ms~'. The other term is € = e™%/* and A
is a function of the axial coordinate z.

2.6 Geyser patterns

The reduction of gravitational acceleration causes the liquid to undergo a reorientation inside a
pre-filled tank, and the interface shape changes from flat to hemispherical. Tanks can be filled
with liquid under microgravity with or without venting the gas. During the vented filling of
a tank under microgravity conditions, the gas-free liquid is filled into the tank and the gas is
vented from the tank.

One of the common liquid injection techniques into a tank is to create a jet using an inlet
pipe. The liquid jet that enters the tank interacts with the liquid interface and forms a geyser.
The four different geyser flow patterns, as reported in Hochstein et al. 2008 [44], are shown
in figure 2.2. Though they correspond to a no-vent filling of a tank, the patterns I, II and III
are also relevant for the vented filling of a tank. As the liquid jet enters the tank, it exchanges
momentum with the already present bulk liquid and travels towards the liquid interface. In
pattern I, the liquid jet does not disturb the interface. The liquid jet penetrates the interface
and creates a geyser in pattern II, if the momentum of the incoming jet is higher than the
capillary pressure of the interface. In pattern III, this geyser moves towards the top part of the
tank breaking the ullage bubble and circulates at the top of the tank.
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In case of a vented filling, this geyser may reach the vent port and this may lead to a liquid
propellant loss. In case of a no-vent filling, the liquid jet helps in cooling the tank down during
the self-pressurization. Pattern IV occurs, when the liquid flows back along the tank wall and
mixes with the bulk liquid. Pattern IV is possible in tanks pre-filled with a higher initial liquid
fill heights. The spreading of the liquid jet inside a tank and the formation of a geyser is
depicted in figure 2.3 for the pattern II of figure 2.2. The liquid jet enters the tank and begins
to spread in the bulk liquid before it perturbs the interface and forms a geyser. The spreading
of the liquid jet causes a decay in its mean and centreline velocities.
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Figure 2.2: Geyser flow patterns in reduced gravity as reported in Hochstein et al. 2008 [44].

Figure 2.3: Spreading of the liquid jet and formation of a geyser in reduced gravity.
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The force balance at the interface can be expressed as the ratio of stagnation pressure and
capillary pressure. This ratio is called the Weber number, as given in equation 2.46. The
numerator is the stagnation pressure and the denominator is the capillary pressure in equation
2.46, where v, and [. are the characteristic velocity and characteristic length respectively. The
Weber number can be determined either with respect to the tank inlet or the interface.

2
pu;

We = /L) (2.46)

The Weber number with respect to the tank inlet We; from Symons et al. 1968 [86] is given in
equation 2.47.

1 2
W61 = _pU[ RI
2 o
According to Symons and Staskus 1971 [87], two Weber numbers can be defined based on the
velocity profile of the incoming liquid for the case of liquid filling into a partially filled tank.

The Weber number for a uniform velocity profile is given as

(2.47)

1 1% U% R[ R[
= - — 2.4
We2 B o RJ ( 8)
and the Weber number for a parabolic velocity profile is defined as
2 1% U% R[ R[
Wez = - — 2.49
©3 3 g R J ( )

For an initially empty tank, the radius of the liquid jet at the liquid interface R; is equal to
the inlet radius Ry, (R; = Ry) and the term R;/R; in equations 2.48 and 2.49 becomes unity.
According to Symons and Staskus 1971 [87], the radius of the liquid jet at the liquid interface
R; is dependent on the spreading angle 6, of the liquid jet in the bulk liquid, as shown in
equation 2.50, where H is the height of the liquid jet above the inlet orifice (see figure 2.3).
The Reynolds number and the inlet velocity profile of the liquid jet affect the spreading angle
of the jet. Symons and Labus 1971 [85] reported that a laminar jet with a parabolic velocity
profile spreads with a half-angle of 2° - 3°. Furthermore, for a liquid jet with a uniform velocity
profile and a higher Reynolds number (Re > 1500), the spreading angle in the potential core
region varies between 6° - 8°, as mentioned in Symons and Staskus 1971 [87].

R;=R;+ Hj tané, (250)

The Weber number of the liquid jet at the interface is given in equation 2.51. It can be
determined by considering the mean velocity of the jet v; and the radius of the jet R; at the
interface.

5 (2.51)
If the stagnation pressure is much lower than the capillary pressure, the liquid jet does not
disturb the interface and its momentum is dissipated in the bulk liquid. This results in a nearly
unperturbed and stable liquid interface. If the stagnation pressure is in the same order as the
capillary pressure, the jet perturbs the interface and a geyser is formed. As long as the geyser
remains intact and does not disintegrate into droplets, the liquid interface remains stable. If
the stagnation pressure exceeds the capillary pressure, the geyser breaks into droplets, new
surfaces are created and the liquid interface becomes unstable.
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2.7 Rayleigh-Plateau instability

A liquid jet contains small perturbations as it exits the inlet pipe. These perturbations cause
sinusoidal waves, which grow with time and create regions of positive and negative curvature in
the liquid jet. These curvatures in the liquid jet lead to pinched and bulged segments, in which
the liquid jet contracts and expands respectively. Smaller droplets are formed from the pinched
segments, while the bulged segments give rise to larger droplets. Due to the instability called
the Rayleigh-Plateau instability, the liquid jet becomes unstable and breaks up into droplets at
its critical length, which is given by Kneer et al. 2014 [49] in equation 2.52. R;, is the radius
of the unperturbed liquid jet.

L. =2mRj, (2.52)

The breakup time t.. can be determined using the equation 2.53 from Eggers and Villermaux
2008 [31]. It can be noted that the liquid jet breaks up into droplets faster, as the surface

tension of the liquid increases.
R3
o s (2.53)
o

According to Bush 2010 [14], the growth of perturbations depends on its wave number k& by the
relation kR;, < 1. The fastest growth of perturbations occurs with the following conditions:

kRj, = 0.697 (2.54)

Amaz ~ 9.02R;, (2.55)

where A4, is the maximum wavelength of the perturbation. Eggers and Villermaux 2008 [31]
reported that the decay of a jet can be scaled using the perturbation amplitude, wave number,
Weber number and Ohnesorge number. The Ohnesorge number, as given in equation 2.56,
describes the influence of viscosity, inertia and surface tension on the jet breakup.

pr?
Oh =
g Rju

(2.56)

2.8 Problem description

The generic drawing of an axisymmetric cylindrical tank considered for the interface stability
study in the drop tower experiments of this thesis is shown in figure 2.4. The tank has an inner
radius Rr and a height Hp. The tank has an outlet port of radius Rp. A circular plate (also
called a velocity control plate (VCP)) of radius Ryp is fitted inside the tank. A hole of radius
Ry is drilled on the circular plate and an inlet pipe of radius R; is connected to it. Because of
using the circular plate, two types of liquid injection into the tank are possible. The primary
liquid inlet is the centre hole of the VCP. The secondary liquid inlet is the annular gap between
the tank wall and the VCP. The length of the primary inlet pipe L; is selected according to
equation 2.37 for laminar flow from White 2011 [99], such that the velocity profile of the liquid
jet at the exit of the inlet pipe is fully developed.
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The tank coordinate system is at the centre of the primary inlet orifice, denoted by a dot in
figure 2.4. The initial fill height of the liquid H; and the height of the tank Hp are measured
from the axis. Hj is the height of the liquid interface in microgravity at the start of liquid
filling. 7. is the centre point of the liquid interface, whose location is marked in figure 2.4 by
a solid square in normal gravity and by a solid triangle in microgravity. The mean velocity of
the liquid at the inlet is v;.

Figure 2.4: Generic drawing of the experiment tank. The length of the inlet pipe L; is not
shown.

2.9 Dimensional analysis

Dimensional analysis is carried out to scale the filling process of the tank shown in figure 2.4.
The penetration of the liquid interface by an incoming liquid jet can be described using the
Weber number. The liquid jet that enters the tank through the inlet spreads in the bulk liquid
before reaching the liquid interface. As the spreading angle of the liquid jet in the bulk liquid
could not be measured in the drop tower experiments, the Weber number definition according
to equation 2.49 could not be considered for this study.
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Therefore, the Weber number according to equation 2.47 is considered for this study. The liquid
interface remains stable as long as the capillary pressure balances the stagnation pressure. It
becomes unstable when the liquid jet momentum is notably higher than the capillary pressure.
This results in the penetration of the interface, the formation of a geyser and the disintegration
of the geyser into droplets. The Weber number at the tank inlet is repeated here and denoted

as the first II-parameter.
1pv?R
Wel = HO = —p 1Y
2 o
The initial fill height of the liquid inside the tank is expressed in dimensionless form as a ratio

with the inlet radius in II;.

(2.57)

Hp,
I, = — 2.58
=7 (2:58)
The ratio Il is formed by relating the radius of the inlet R; to the radius of the tank Rp.
Ry
I, = — 2.59
" Ry (2:59)

The mean velocity at the inlet is defined as the ratio of the volumetric flow rate and the inlet
cross-sectional area.
Q

Ap
The cross-sectional area of the inlet can be calculated using A; = wR%. The displacement of
the centre point of the liquid interface due to the penetration of the liquid interface is governed
by the maximum velocity (also called the centreline velocity) of the incoming liquid jet. This
maximum velocity is determined by the shape of the velocity profile of the liquid jet at the exit
of the inlet pipe. Therefore, another dimensionless number Il3 is formed, which characterizes
the velocity profile of the liquid jet.

Uy (2.60)

Umaa:
I3 = 2.61
)= (2:61)

In order to compare the critical Weber number from this study with the existing literature,
another dimensionless number 114 is introduced in equation 2.62.

=%
The initial height H; is the height of the interface above the inlet at the beginning of the liquid
filling in microgravity. This differs from H; due to the reorientation of the liquid interface upon
the step reduction of gravity. The Reynolds number predicts the flow pattern by comparing

the inertial and viscous forces. The inlet Reynolds number is calculated using the radius of the
inlet R; and the mean velocity of the liquid at the inlet v;.

11, (2.62)

2,01}] R[

R61 = H5 = (263)

The final Ilg-parameter is a combination of Il and I3, which is the centreline Weber number
at the exit of the inlet pipe (tank inlet).

max

2 o

With the help of the II-numbers discussed above, the interface stability during the filling of a
tank can be described and compared with the existing literature.

1pU2 R[

g =TI, 112 = (2.64)
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Chapter 3

State of the Art

This chapter presents the review of literature on the topics of propellant depots, liquid filling,
interface stability and liquid reorientation under reduced gravity. A table summarizing the
important parameters from the experimental studies of interface stability is also presented.

The contents in sections 3.3 and 3.4 of this chapter have been published in Govindan and Dreyer
2023 [40] and reused here with permission.

3.1 Propellant depots

To accomplish a long-range and long-term space exploration return mission from Earth, an
enormous amount of propellant will be required. The propellant requirement poses a big
challenge to the design of spacecraft for space exploration missions. The cryogenic propellants
are considered to be best suited for space exploration missions because of their higher specific
impulse and better performance than the other types of propellants. Building fuel depots in
space to store propellants has been seen as a viable option to meet the propellant requirements
for space exploration missions. The propellant depot may initially be empty during the launch
from Earth and can be filled on-orbit. The cryogenic propellants such as liquid hydrogen, liquid
oxygen and liquid methane may be stored in the propellant depot. Once the orbiting spacecraft
docks to the propellant depot, the supply of gas-free cryogenic propellant can be enabled from
the propellant depot to the spacecraft fuel tank using propellant management devices mounted
inside the propellant depot. In this way, the spacecraft tanks can be refilled on-orbit and the
spacecraft can fly to its destination. An extensive review of the literature on propellant depots
is carried out below.

Bruns et al. 2020 [12] proposed an experiment called Future-oriented Research platform for
Orbital cryogenic Storage Technologies (FROST), which was planned to be a payload on board
the DLR satellite ”CompSat”. The experiment aimed to demonstrate the storage, transfer
and behaviour of liquid nitrogen under microgravity using a storage tank, transfer line and
an experiment tank. Both nitrogen and helium pressurization were intended to be tested
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during the experiment. Perrin and Casler 2016 [71] conducted a study to assess different
architectures for a propellant depot that will be supplied from the Moon. The locations in
which the propellants will be processed, stored and transferred were considered along with the
method of propellant transfer as factors for the study. It was reported that the ideal location
for an orbiting propellant depot will be the Earth-Moon Lagrange point L1. Moreover, the
operation of a propellant depot strongly depends upon the amount of propellant consumption
and losses. Chai and Wilhite 2014 [15] developed a thermal model of an orbital propellant
depot and studied how the overall system mass is affected by the active and passive thermal
management systems. It was shown that lower boil-off rates can be achieved when active
cryocoolers are used, as compared to multi-layer insulation (MLI). However, in order to have
a propellant depot with a zero boil-off (ZBO), the power requirements for a cryocooler will
be 80 — 100 W at 80K for liquid oxygen and 100 — 120 W at 20 K for liquid hydrogen, which
are higher by an order of magnitude than what is available currently. Therefore, there is
a need for further development of cryogenic thermal management technology to accomplish
space exploration missions.

DeLee et al. 2014 [25] discussed the concept of Cryogenic Propellant Storage and Transfer
Technology Demonstration Mission (CPST-TDM) to demonstrate the technologies related to
propellant storage, transfer and orbital servicing of satellites. The mission was later transformed
from a technology demonstration under space conditions to a technology demonstration
under normal gravity conditions. The new project was called Evolvable Cryogenics (eCryo).
Schweickart 2014 [76] simulated the cryogenic propellant transfer, which was intended to be part
of the CPST mission. Thermodynamic models developed in SINDA /FLUINT were used for the
simulations and the models were verified with the ground experiment data of no-vent transfer
of liquid hydrogen. McLean et al. 2011 [64] described a design of a propellant depot to store
and transfer liquid hydrogen or liquid oxygen, which is conceptualized as the Cryogenic Orbital
Test (CRYOTE). Cryogenic fluid management (CFM) under reduced gravity and storage of
cryogenic propellants without any losses will support all manned and unmanned missions
beyond low-earth orbit (LEQO). The transport of cargo and fuel between propellant depots
in LEO and geosynchronous orbit (GEO) or Lagrange points can be performed using the space
resident transfer vehicles. Furthermore, the paper reported that the technology demonstration
mission on propellant depots can be accomplished either by launching CRYOTE as a secondary
payload or by launching a simple depot on a single Atlas flight.

Smitherman and Woodcock 2011 [80] discussed the infrastructure of propellant depots that
could be developed to support future space missions to the Moon and Mars. Low-earth orbit
(LEO), Earth-Moon Lagrange point (L1) and Mars orbital depot were highlighted as the three
possible locations for the propellant depots. While the LEO depot will be primarily used for
the missions to service the satellites, the L1 depot will be necessary for the missions to the
Moon and Mars. All the missions to the Martian surface will be supported by the Mars orbital
depot. The authors presented new design concepts for reusable vehicles and also recommended
that 7 launches will be needed for a lunar mission and for a Mars mission, the number of
launches required will be about 14 — 21, when the Expendable Launch Vehicle (ELV) is used.
The importance of developing technologies that help in building reusable in-space systems was
also pointed out. Baine et al. 2010 [4] stated that the unrestricted access to the Moon and
the possibility to generate solar power continuously make the Earth-Moon Lagrange point L1
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the best position for having the propellant depot. The L1 depot can be operated along with
a Crew Exploration Vehicle (CEV) and a lunar lander for a lunar surface mission. Although
there are various choices of the propellant to be stored at the depot, liquid oxygen and liquid
methane are preferred, due to the advancement in the technology. Mustafi et al. 2010 [69]
proposed a technique to enhance the storage duration of cryogenic propellants in space. An
isobaric subcooling can be performed at atmospheric pressure on the cryogenic propellant at
the launchpad using the Thermodynamic Cryogen Subcooler (TCS). The subcooled propellant
has an increased ability to absorb heat, due to its higher heat capacity. The TCS consists of a
pump, heat exchanger, Joule-Thomson valve, compressor and an insulation system.

A plan to develop a propellant depot based on the Cryogenic Orbital Test (CRYOTE) and
Advanced Common Evolved Stage (ACES) was proposed by Zegler and Kutter 2010 [100]. The
authors also pointed out that the Earth-Moon Lagrange point L2 will be the gateway to the solar
system and it is the best location for storing the propellants. Gaebler et al. 2009 [35] analysed
different lunar transport architectures and proposed an architecture consisting of an orbital
propellant depot, reusable transit vehicle and reusable lunar lander. This architecture will
reduce the operating cost by 30 % for a lunar surface mission. Goff et al. 2009 [39] assessed the
different concepts of the propellant depots from the industry and also the planned experiments
to demonstrate the technologies associated with the depots. The authors pointed out that the
technology is fairly mature and can be implemented for the propellant depots in the near-term.
Chato 2008 [20] reviewed the issues related to cryogenic orbital transfer and emphasized the
requirement for an on-orbit demonstration of technologies. Kutter et al. 2008 [55] proposed
a propellant depot that need not be assembled on-orbit. Evolved Expendable Launch Vehicle
(EELV) can be used to launch the depot. It was reported that the minimum requirement
for a lunar mission is 77t, but Ares V can only deliver 69t to Earth escape velocity. 40t of
liquid oxygen can be refilled from a propellant depot at the Earth Departure Stage (EDS). The
propellant depot could be filled with propellants in the quantity ranging from 1t to 100t at a
time.

Chandler et al. 2007 [16] estimated the requirements for a propellant depot at the low-earth
orbit or the Earth-Moon Lagrange point 1. They assessed the different operational concepts and
configurations of depots and the technologies associated with them. It was reported that the
propellant depots will help to increase the mass of the payload and to prolong the lifetime of
a mission. A study was conducted on the development of an architecture for a propellant
depot by Fikes et al. 2006 [32] to find out the requirements and concepts of propellant
depots. Howell et al. 2006 [46] pointed out the importance of cryogenic fluid management
in low gravity for developing in-space cryogenic propellant depots (ISCPD). Street 2006 [82]
developed a scalable tool to design the propellant depots. The input parameters for the tool
are the following: type of propellant, remaining propellant mass at the end of storage time,
storage time, tank size and material, ratio of oxidizer and fuel and zero boil-off option. The tool
provides the geometry and mass breakdown as output. Although the tool could be improved
further, it primarily highlighted the benefits of having a propellant depot.

Kutter et al. 2005 [54] described the development of the Integrated Common Evolved Stage

(ICES) by Lockheed Martin to fulfill the requirements of space exploration. The ICES, which
is an advancement of the Centaur, also supports the in-space propellant depot and a Mars
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propellant depot. According to Schuster et al. 1990 [75], NASA planned an orbital experiment
in the late 1990s called the Cryogenic On-Orbit Liquid Depot Storage, Acquisition and Transfer
Satellite (COLD-SAT) to demonstrate the orbital storage and transfer of liquid hydrogen under
low gravity conditions. The experiment module was equipped with three tanks to test the fluid
transfer. The aim was to gather in-space experimental data to advance the cryogenic fluid
management technology. However, the mission was dropped.

The requirement for a space propellant depot has been clearly highlighted by several authors
and it can be seen that a lot of work has been done in advancing the technology of propellant
depots further. Although no propellant depot has been built in space so far, orbiting propellant
depots can be realized using reusable space transport systems in possible locations like low-earth
orbit or Earth-Moon Lagrange point L1.

3.2 Liquid filling

The vented and no-vent filling of tanks have been investigated experimentally, analytically and
numerically in the past. They are discussed in this section.

Ma et al. 2017 [61] performed numerical simulations of no-vent filling of liquid hydrogen under
microgravity conditions, which was based on the ground experiments of Moran et al. 1991
[67]. It was reported that better vapour-liquid mixing could be achieved in microgravity than
in normal gravity and there was no influence of the inlet configuration on the no-vent filling in
microgravity. Furthermore, the initial wall temperature was found to be significant only at the
beginning of the filling process and the inlet liquid temperature should be sub-cooled to reduce
the tank pressure. Flachbart et al. 2013 [33] conducted a feasibility study of the Advanced
Shuttle Upper Stage (ASUS) concept by performing vented and no-vent fill experiments with
liquid hydrogen under normal gravity conditions. The main objective of the experiment was
to chilldown the tank wall while filling the tank within 5min. The liquid was filled using a
spray bar into a cylindrical tank with elliptical domes having a volume of 18 m?. Film boiling
occurred at the tank wall, which hindered the chilldown of the wall. A delayed chilldown
led to a higher residual energy inside the tank, which affected the closure of the vent valve.
The authors suggested that forced convection reduces the film boiling and the use of thin film
coatings improves the tank chilldown. Majumdar 2013 [62] modelled the no-vent chill and
fill process of a liquid hydrogen tank using the Generalized Fluid System Simulation Program
(GFSSP) tool. Both the charge-hold-vent process and the chilldown of a transfer line were
simulated using the node models. The node models were validated with the K-site test data
and it was found that the model precisely predicts the propellant consumption and chilldown
time.

Wang et al. 2011 [96] performed ground experiments to compare the results of no-vent
and vented filling of a cryogenic cylinder with liquid nitrogen. Different inlet configurations
comprising of top nozzle, bottom nozzle and top spray were tested for the no-vent filling.
The vented filling tests were performed only with the bottom nozzle. The pressure variation
was observed in two distinct regions during the vented filling, while the no-vent filling
led to a pressure variation occurring in three distinct regions. It was reported that the
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thermodynamic state of the receiver tank depends on the inlet configuration. Furthermore,
the results and correlations could not be directly compared between no-vent and vented
filling. The liquid-vapour interface area was calculated as a function of liquid height by
Wang and Wang 2010 [97]. No-vent filling of liquid nitrogen into a tank with horizontal and
vertical orientations was tested under normal gravity conditions. It was concluded that the
horizontal orientation of the tank resulted in a higher fill volume than the vertical one. This was
mainly because of the larger liquid-vapour interface area in the horizontal tank, which increases
the condensation rate of the vapour and in turn helps in achieving better filling performance.
Chato 1993 [19] conducted no-vent filling of liquid hydrogen with a bottom orifice and spray bar
as inlet configurations under normal gravity conditions. Interaction of the liquid and vapour
phases and ullage condensation could be achieved in both the inlet configurations. The ground
test results showed good agreement with the results from a thermodynamic equilibrium model.
The saturation temperature was the most influential parameter in the filling tests.

Moran and Nyland 1992 [66] performed ground experiments of no-vent filling of liquid hydrogen.
A spray nozzle and a spray bar were used for injecting the liquid into the experiment tank. A
final fill volume of more than 90 % could be achieved in most of the tests, independent of the
liquid inlet configuration. However, the spray nozzle helped to reduce the tank pressure better
than the spray bar. A combination of both spray nozzle and spray bar was recommended for
low gravity applications. Taylor and Chato 1992 [90] developed a thermodynamic equilibrium
model based on the test data of the no-vent filling of liquid hydrogen into a tank having a
volume of 4.96m3. This model predicted the test results better than the droplet heat transfer
model (NVFIL), which was developed earlier. No-vent filling of liquid hydrogen into a 4.96 m?
tank was carried out under normal gravity conditions by Chato 1991 [18]. The liquid was
sprayed into the tank from the top and bottom of the tank. The maximum final fill volume
that was reached was more than 94 % and the maximum internal pressure of the tank was less
than 0.18 MPa. The liquid could be filled into the tank even with an initial wall temperature
of 126 K.

Honkonen et al. 1991 [45] developed the General Dynamics No-Vent Fill program (GDNVF)
to model the chilldown and no-vent filling processes. The program was compared with the
ground tests of no-vent filling of liquid hydrogen into a cylindrical tank. Although the initial
pressure rise was over-predicted by the model, the overall trend of the tank pressure matched
well with the test data. Moran et al. 1991 [67] also tested the no-vent filling of liquid hydrogen
into a tank with three different liquid injection techniques (top spray, upward pipe discharge
and bottom diffuser) under normal gravity conditions. The tank pressure, temperature and fill
levels were measured continuously during the no-vent filling tests. The tank could be filled up
to a level of 90 % with a maximum pressure of 2bar. Spraying the liquid from the top of the
tank was reported as the best liquid injection technique. It was observed that the tank pressure
increases as the liquid inlet temperature and tank wall temperature increase and the inlet flow
rate decreases. Furthermore, the final fill level exhibits a direct proportionality with the inlet
liquid flow rate and an inverse proportionality with the tank wall temperature and inlet liquid
temperature.

Schmidt et al. 1991 [73] conducted ground experiments of no-vent fill of the cryogenic simulant
Freon-114. It was noticed that filling the liquid from the top of the tank has the highest filling

25



Chapter 3. State of the Art

performance due to an agitated liquid interface. The test data matched well with the FILL
model predictions of the transient behaviour. Vaughan and Schmidt 1991 [94] developed the
FILL code to analytically model the no-vent fill process under normal gravity conditions. It was
shown that the transient behaviour of the state properties predicted by the analytical model was
in good agreement with the test data. Furthermore, the condensation rates calculated from
the FILL model by applying the test data also matched well with the universal submerged
jet theoretical prediction. No-vent filling was analysed experimentally and analytically by
Vaughan et al. 1991 [93]. The test liquid Freon-114 was filled into the experiment tank, whose
internal height was approximately twice its diameter. Different types of inlet configurations
were tested and a better performance was observed with the top fill configuration. An existing
thermodynamic model (FILL) was enhanced and an empirical relation for the condensation
rate was derived.

The thermodynamics of a no-vent fill process was modelled analytically by Chato 1988 [17]
in two parts. The first part was the liquid flashing and the second part was the vapour
condensation and compression. The vapour condensation and compression were implemented
into the model by considering a three-node system of liquid, gas and interface. The equations
of two parts were solved using the NVFILL algorithm. This model was later improved by
Taylor and Chato 1991 [89]. The liquid spray getting partially vaporized as it enters the
tank and the bulk liquid heating up due to the parasitic heat were implemented in the new
model. The results from the improved model were compared with the experiment data.
Moran et al. 1990 [68] conducted no-vent fill tests of liquid nitrogen and liquid hydrogen at
the Liquid Transfer Cryogenic Test Facility of the NASA Lewis Research Center. The liquid
was sprayed from the top of the tank through a 120° cone nozzle. Although no-vent filling
of liquid hydrogen was more challenging than liquid nitrogen, a final fill volume of more than
90 % was achieved in the tests. The inlet temperatures that led to the highest fill volume were
79.4 K for liquid nitrogen and 18.9 K for liquid hydrogen respectively. Three distinct regions of
pressure variation were observed in the no-vent fill tests and the pressure variation was mostly
influenced by the incoming liquid temperature. Gille 1986 [38] analysed the no-vent transfer
of cryogenic liquids using the Cryogenic Systems Analysis Program (CSAM) and found that
the no-vent transfer depends on the fluid properties and tank size. The transfer becomes more
difficult with decreasing liquid temperature. Furthermore, Gille 1986 [37] reported that the
liquid injection after the centrifugal positioning of the bulk liquid results in a better no-vent
transfer, as it is independent of the tank size and gravity effects. Although the centrifugal
positioning method is more complicated, it offers an advantage of faster transfer of cryogenic
liquids.

The liquid filling experiments under normal gravity conditions have been carried out
predominantly using the no-vent fill method and with liquid hydrogen as the test liquid.
The influence of the type of the inlet configuration on the final fill volume is evident. While
spraying the liquid from the top of the tank was recommended by Moran and Nyland 1992 [66],
Moran et al. 1991 [67] and Chato 1991 [18], filling the tank from the top using a liquid jet was
shown by Schmidt et al. 1991 [73] and Vaughan et al. 1991 [93] as the suitable technique to
achieve best fill performance. The tank chilldown and the filling process have been studied
analytically using the node models and compared with some ground test data.
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3.3 Interface stability

The behaviour of the liquid jet entering a tank and its interaction with the liquid-gas interface
under reduced gravity conditions should be studied to achieve a higher fill performance.
Furthermore, the stability limit of the interface and different flow regimes should be identified,
in order to choose the optimal filling condition based on the requirement. This section reviews
the literature on interface stability during the filling of a tank, which includes both experimental
and numerical studies.

The transfer of liquids under microgravity conditions has been investigated in various studies
conducted at the Lewis Research Center. Symons et al. 1968 [86] investigated the interface
stability during liquid inflow into an empty hemispherical-ended cylindrical tank under
microgravity conditions. In this study, a non-dimensional number called the Weber number
was defined, as shown in equation 3.1. The Weber number is defined as the ratio of stagnation
pressure to capillary pressure. An approximation of the capillary pressure p. is the ratio between
the surface tension of the liquid and the characteristic length l.: p. = o /l.. The Weber number
is the criterion that delineates the regions of interface stability. Symons et al. 1968 [86]
determined the critical Weber number for the filling of an initially empty tank to be We; = 1.3.
The critical value of the Weber number was also confirmed in a study conducted with larger
tanks and larger inlet radii by Symons 1970 [84].
1 P 'U% R[

= — 1
We, 5 o (3 )

The study of Symons et al. 1968 [86] was then extended to a partially filled tank with
different initial liquid fill heights and different liquids in Symons 1969 [83]. Stable and
unstable regions of the interface were noticed and the critical inflow velocity was determined.
Symons and Staskus 1971 [87] reported the effect of the velocity profile of the incoming liquid
jet and initial liquid height on the critical inflow velocity. Weber numbers for different inlet
velocity profiles of the liquid jet were defined for the filling into a partially filled tank, as shown
in equation 3.2 for a uniform velocity profile

1 1% U% R[ R[
= — — 2
Weg 5 o RJ (3 )
and equation 3.3 for a parabolic velocity profile
2 1% ’U% R[ R[
Wes = - — 3.3
©3 3 g RJ ( )

The radius of the liquid jet at the liquid interface R; is equal to the inlet radius R; for an
initially empty tank, (R; = R;) and the term R;/R; in equations 3.2 and 3.3 becomes unity.
The radius of the liquid jet at the liquid interface R; is dependent on the spreading angle of
the liquid jet in the bulk liquid, as given by equation 2.50 discussed in section 2.6.

Aydelott 1979 [3] conducted drop tower experiments on axial jet mixing of ethanol in a

cylindrical tank and observed four different geyser flow patterns. Dominick and Tegart 1981
[28] demonstrated propellant transfer between supply and receiver tanks using vane devices
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for different liquids under microgravity conditions. The critical Weber number for a bare tank
was We; = 7, while the interface remained stable for the baffled tank even at We; = 34.
Dominick and Driscoll 1993 [27] discussed the results of the three vented fill tests, which were
conducted as part of the Fluid Acquisition and Resupply Experiment (FARE-I) on board the
space shuttle STS 53. A spherical tank, that contained a screen channel propellant management
device (PMD) and a perforated baffle near the inlet was used to study the stability regime of
the liquid interface. A disturbed interface was observed for We; = 5.2. It was also reported
that having the vent tube positioned at the centre of the tank would increase the final fill level
of the tank. FARE-II experiments were conducted on board the space shuttle STS 57 and the
results are reported in Dominick and Tegart 1994 [30]. In the FARE-IT experiment, a standpipe
was fitted into the receiver tank and 8 radial vanes were attached to the standpipe. An abrupt
transition from stable to unstable flow was observed during the vented fill tests of FARE-II.
It was demonstrated that for a stable liquid inflow, the gas can be vented without any loss of
liquid, due to the presence of vanes.

Bentz et al. 1997 [6] demonstrated the pressure reduction of the tank with the help of an axial
jet mixing of the refrigerant R-113. Several liquid filling tests were conducted with a cylindrical
tank having a total volume of 13.7L. The tests were part of the Tank Pressure Control
Experiment (TPCE) performed during the three space shuttle flights. The tests showed that
the liquid jet completely penetrates the ullage for We, > 3, when the tank is filled to an initial
liquid volume of 39 % of the total volume. For an initial liquid fill volume of 83 % of the total
volume, the complete ullage penetration occurred for Wey > 5. Chato and Martin 2006 [22]
illustrated the flight test results of the Vented Tank Resupply Experiment (VTRE), where
refrigerant 113 was transferred between two tanks and liquid-free venting was accomplished
for the tested flow rates. The results of the Zero Boil-Off Tank experiment (ZBOT-1) are
reported in Kassemi et al. 2018 [48]. The results of tank ullage penetration by an axial
jet at different inflow velocities and different fill levels under microgravity conditions to
control the tank pressure were presented and compared with the numerical simulation results.
Breon et al. 2020 [11] demonstrated new technologies to store and transfer cryogenic liquids
on-orbit during the Robotic Refueling Mission-3 (RRM3). However, due to the malfunction of
the cryocooler in the source dewar, the transfer of liquid methane to the receiver dewar could
not be accomplished on-orbit. Lei et al. 2023 [57] discussed the design and development of
the Tianzhou cargo spacecraft, which has demonstrated the orbital refuelling by providing a
propellant supplement to the Chinese space station Tiangong. The test liquids and the tank
geometries used in the experiments of interface stability are summarized in table 3.1.

Several numerical studies modelled the jet-induced geyser formation under microgravity, as
observed in the experiments of Aydelott 1979 [3]. The mixing of cryogenic propellants
induced by a jet in low-gravity was predicted numerically by Hochstein et al. 1984 [43].
Dominick and Tegart 1990 [29] used the FLOW-3D software to predict the liquid behaviour
during the filling of tanks in low-gravity. The computational models were validated with the
existing experimental data and were also extended to real-scale tanks. Wendl et al. 1991 [9§]
developed a computational model using the ECLIPSE code and simulated the four geyser
patterns of Aydelott 1979 [3], in order to support the space shuttle experiment (TPCE).
Thornton and Hochstein 2001 [92] improved the correlations from Aydelott 1979 [3] for
the geyser height prediction of turbulent jets. However, these new correlations were
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again amended by Simmons et al. 2005 [79] by performing numerical simulations.
Marchetta and Benedetti 2010 [63] performed three-dimensional numerical simulations of the
jet-induced geysers using ANSYS Fluent and compared the dimensionless geyser height with
the experimental data of Aydelott 1979 [3]. Different turbulence models were tested and the
jet spread rate was found to influence the geyser height prediction.

Breisacher and Moder 2015 [10] studied the dynamics of the liquid-vapour interface by carrying
out numerical simulations using the FLOW-3D software. Ullage shape and movement caused by
the jet penetration were qualitatively analysed and compared with the images from the TPCE.
Kartuzova and Kassemi 2019 [47] validated the ANSYS Fluent CFD models with ZBOT-1
experiments for predicting the jet-induced mixing and ullage interaction. It was noticed that
the jet tilt angle and orientation influence the jet-ullage interaction the most. It was also shown
that the ullage shape and position during the jet mixing is predicted well by the LES model
better than the RANS model.

Table 3.1: Summary of important parameters from the experimental studies of interface
stability in the literature. N/A denotes not available or not applicable.

No. Author 1"1’e§(1; r{lank Tank dimensions/mm
iquids shape Rr o R, Ro
1 20 80 2 4
2 20 80 4 4
Symons et Ethanol
3 ’ 30 120 3 4
al. 1968 TCTFE, Cylinder
4 [86] Butanol 30 120 6 4
) 40 160 2 4
6 40 160 4 4
7 40 160 8 4
8 Symons  Ethanol, Cylinder 75 300 7.5 N/A
9 1970 [84] TCTFE 150 600 15 N/A
10 Symons  Ethanol, Cvlinder 20 80 2 4
11 1969 [83] TCTFE 40 160 2 4
12 Symons  Ethanol, 20 120 2 4
13 and CCly, Cylinder 20 120 9 4
14 Staskus ~ TCTFE 20 120 9 4
1971 [87]
15 Aydelott  Ethanol  Cylinder 50 200 2 N/A
1979 [3]

Continued on next page
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No. Author hz‘lel?::i S SThz;rIl)ke Tank dimensions/mm
Ry Hrp R; Ro
16 Dominick Isopropyl 63.5 N/A N/A N/A
Sphere
17 and Tegart alcohol, 50.8 N/A 3.9 N/A
1981 [28] Water,
TCTFE
18 Dominick ~ Water Sphere 158.8 N/A 4.8 N/A
and
Driscoll
1993 [27]
19 Dominick ~ Water Sphere 158.8 N/A N/A N/A
and Tegart
1994 [30]
20 Bentz et al. TCTFE  Cylinder 127 355.6 5.1 N/A
1997 [6]
21 Chato .and TCTFE Sphere 177.8 N/A N/A N/A
22 Martin Cylinder  158.8 406.4 N/A N/A
2006 [22]
23 Kassemi et CsFqs Cylinder 50.8 203.2 2.3 N/A
al. 2018
[48]

3.4 Liquid reorientation

Li et al. 2020 [58] performed numerical analyses of the liquid sloshing inside the storage tanks
with different fill ratios by considering the dynamic contact angle. Friese et al. 2019 [34]
described the theory of reorientation and axial sloshing of liquids inside cylindrical tanks under
microgravity conditions. Some isothermal experiments were conducted to study the free surface
behaviour under microgravity and the centre point and wall point progressions were plotted to
understand the reorientation of liquid inside the tank. Li et al. 2018 [59] conducted drop tower
experiments with two types of partially filled cylindrical tubes and compared the experiment
results of the centre point evolution and the oscillation frequency of the liquid interface with the
numerical simulation results. The liquid reorientation inside the tank under microgravity was
also investigated by Li et al. 2013 [60] by carrying out drop tower experiments and numerical
simulations.

Schmitt and Dreyer 2015 [74] and Kulev and Dreyer 2010 [53] investigated the liquid
reorientation under non-isothermal conditions in microgravity with liquid hydrogen and liquid
argon, respectively. Different temperature gradients were applied to the experiment tank wall
and their influence on the liquid reorientation was analysed. Krahl and Gerstmann 2007 [51]
highlighted the importance of refining the thermal boundary layers for numerically predicting
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the reorientation behaviour of the test liquid HFE-7100 in an annular gap under non-isothermal
conditions. Gerstmann and Dreyer 2006 [36] performed numerical simulations to predict the
oscillations of the liquid interface inside a pre-filled tank under reduced gravity and analytically
analysed the frequency and damping of the oscillations. Stief et al. 2005 [81] reported the
drop tower experiments of the reorientation of liquid nitrogen and Michaelis et al. 2002 [65]
studied the reorientation behaviour of the liquid interface with different test liquids and varying
cylinder radii under microgravity conditions. Different timescales that govern the reorientation
behaviour were discussed and it was reported that the velocity of the liquid that rises at the wall
depends on the Morton number and the static contact angle. Siegert et al. 1964 [78] performed
drop tower experiments with tanks of different shapes filled with different test liquids to estimate
the time required for the liquid-vapour interface to reach its equilibrium configuration under
microgravity conditions.

Although several studies have been carried out on liquid reorientation and interface stability
in the past, this thesis work focuses on gathering experimental data on reorientation and
filling of a storable liquid into a partly filled cylindrical tank under isothermal conditions. The
advancements in the duration of microgravity, image resolution and measurement techniques
make the experimental data in this thesis important. The experimental data has also been
used to test the modelling capabilities of the flow solver ANSYS Fluent by comparing the 2D
simulation results with the experimental data. Furthermore, the interface stability problem
during the filling of liquid into a tank has been scaled using dimensionless numbers.
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Chapter 4

Experiments

This chapter presents the experiments conducted to investigate the behaviour of the liquid
interface and the interface stability during the filling of a tank under normal gravity and reduced
gravity conditions. Ground experiments were performed in the laboratory, while reduced gravity
experiments were carried out in the Bremen Drop Tower and on board the parabolic flight. The
aim of all these experiments was to study the interaction of the liquid jet with the liquid interface
and identify the stability criteria for the liquid interface during the filling of a tank.

The contents in section 4.1 of this chapter have been published in Govindan and Dreyer 2023
[40] and reused here with permission.

4.1 Drop tower experiments

The setup, procedure as well as the evaluation of the measured data of the drop tower
experiments are described in this section.

4.1.1 Experimental setup

An experimental setup was built and assembled into a drop capsule, as used in the Bremen
Drop Tower. The drop capsule consisted of five platforms, as shown in figure 4.1. The
uppermost platform 1 housed the camera recorder for the acquisition of high-speed imagery.
The second platform from the top was the experiment platform (platform 2), which consisted
of the experiment tank and optical systems. The middle platform (platform 3) contained the
fluid loop components. The experiment platform was placed at a height of 470 mm from the
fluid loop platform, in order to accommodate the long primary inlet pipe for the experiment
tank, such that the flow is fully developed and the velocity profile of the liquid jet is parabolic
at the tank inlet. The components of the experimental setup assembled on platforms 2 and 3
are also shown in figure 4.1. The bottom two platforms (4 and 5) were allotted for the capsule
control system (CCS) and power distribution unit.
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Figure 4.1: The drop capsule of the experimental setup with five platforms. The platforms are
named as: 1 - camera recorder, 2 - experiment, 3 - fluid loop, 4 - capsule control system and
5 - power distribution unit. The components assembled on platforms 2 and 3 are also shown.

4.1.1.1 Experiment tank

The experiment tank is the main test article of the experimental setup. An axisymmetric
drawing of the experiment tank is shown in figure 4.2. The drawing consists of 20 points and
the corresponding - and z-coordinates of these points are listed in table 4.1. There were two
inlet lines to the experiment tank, which were the primary and the secondary inlet. The primary
inlet is denoted by points 0, 1, 12 and 14 in figure 4.2. The experiment tank was made up of
polymethyl methacrylate (PMMA) material and had a cylindrical cross-section with a height of
Hp = 94mm and an inner radius of Ry = 30 mm. The total empty volume of the experiment
tank was 265 mL. An outlet port was provided at the top of the tank to vent the gas. A
circular velocity control plate (VCP) with a radius of Ryp = 25mm and a thickness of 1 mm
was mounted inside the experiment tank, so that two inlet configurations could be tested. The
points 2-11 in figure 4.2 represent the secondary inlet, where the liquid enters the tank through
an annular gap between the tank wall and VCP. However, in this thesis, only the primary inlet
is considered to study the interface stability. The liquid entered the experiment tank directly
from the bottom through the primary inlet. The inlet and outlet radii were R; = Rp = 2mm.
The length of the primary inlet pipe was L; = 220 mm, which was chosen based on equation
2.37 for laminar flow.
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Figure 4.2: Axisymmetric drawing of the experiment tank. The inlet and outlet radii are
R = Ro = 2mm and the tank radius is Rr = 30 mm.

4.1.1.2 Fluid loop

The fluid loop of the experimental setup is shown in figure 4.3. It consists of phase separator
(PS), liquid reservoir (LR), experiment tank (ET), bladder tank (BT), storage tank (ST), fluid
pump (FP) and flow meter (FM). A total of 6 solenoid valves V1 to V6 from the company SMC
were used in the setup to control the flow. Valve V2 was normally open and all the other valves
were normally closed. The in-house built PS, which was also made up of PMMA, contained
two sections with a screen in between. The porous screen element Dutch twilled weave (DTW)
200%x1400 was selected, which had an outer diameter of 90 mm. The screen blocks the gas
and allows only liquid to pass through between the sections, as long as the bubble point
pressure of the screen is not exceeded. The concept of phase separation using a screen
element was demonstrated in the experiments conducted by Conrath and Dreyer 2012 [24] and
Hartwig 2016 [42]. Bisht and Dreyer 2020 [8] also used the same PS in the parabolic flight
experiments. Therefore, in the drop tower experiments, the gas-free liquid was withdrawn from
the PS and filled into the experiment tank. The total volume of the PS was 445 mL.
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Table 4.1: List of points and their position in radial () and axial (z) coordinates. These points
describe the axisymmetric model of the experiment tank, as shown in figure 4.2.

Points r/mm z/mm

0 0 0
1 2 0
2 25 0
3 30 0
4 10 -1
) 25 -1
6 15 —6
7 30 —6
8 15 —12
9 40 —12
10 10 —16
11 40 —16
12 2 —31
13 40 —31
14 2 =220
15 0 30
16 2 94
17 30 94
18 2 104
19 40 104

The top section of the PS had a gas vent line, through which the gas collected in the gas side of
the PS was vented manually before every drop tower experiment. The gas vent line is shown in
figure 4.3. The liquid reservoir (LR) was pre-filled and the liquid side of the PS was connected
to the LR through valve V6. Any gas bubbles trapped in the liquid side of the PS were removed
by opening valve V6. The liquid from the PS was pumped in a closed loop, which consists of
FP, FM and valve V2. The gear pump GA-T23 from the company Micropump Inc. was used
to deliver the required flow rate. SIKA VZ 0.02 VA was the flow meter used to measure the
volumetric flow rate of the liquid. The accuracy of the flow meter specified by the manufacturer
was 0.3 % of the measured value. However, the flow meter was calibrated in-house and the
calibration measurements showed a maximum deviation of &1 % to the measured mean value.

The Analogue Pressure Transmitter (ATM) pressure sensor (P1) from the company TetraTec
Instruments GmbH was used to measure the absolute pressure in the fluid loop. The pressure
sensor had an accuracy of +2.5mbar and measured the absolute pressure between 0bar and
2.5bar. PCA-type PT100 sensors from JUMO GmbH & Co. KG were used to measure the
temperatures at three locations in the setup, which are marked as T1, T2 and T3 in figure
4.3. The temperature sensors had an accuracy of +0.14°C at 25°C. All the sensors recorded
data at a sampling rate of 1000 Hz in the experiments. Both primary and secondary inlet lines
consisted of a valve and a temperature sensor.
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Figure 4.3: The fluid loop of the drop tower experimental setup. PI denotes the primary inlet
and SI denotes the secondary inlet. The fluid loop consists of liquid reservoir (LR), phase
separator (PS), fluid pump (FP), flow meter (FM), experiment tank (ET), bladder tank (BT),
storage tank (ST), valves (V1, V2, V3, V4, V5, V6), temperature sensors (T1, T2, T3) and
pressure sensor (P1). The lines activated during the liquid filling experiments are shown in
blue colour.

The experiment tank was connected to the bladder tank (BT), which was used to collect any
gas that escaped through the outlet port of the experiment tank. Moreover, during the landing
of the drop capsule, the BT also helped to collect any liquid that entered the outlet port of
the experiment tank. In case of an overfill of the initial liquid fill height, the excess liquid was
drained from the experiment tank into the storage tank (ST).

4.1.1.3 Optics

Two high-speed camera heads CAM1 and CAM2 from Photron FASTCAM MC2 were used
to record the images at a frame rate of 500 frames per second. The images had a resolution
of 512x512 pixels and the recording time was 16.4s. The recorded images were stored in the
camera recorder, also from Photron, which was placed in the uppermost platform of the drop
capsule.

CAMI1 was equipped with a lens type 2.1/6 —901 and CAM2 with a lens type 1.4/8 —902. Both
the lenses were from the company Schneider Kreuznach. The cameras CAM1 and CAM2 were
placed perpendicular to each other. CAM1 focused on the total view of the experiment tank,
while CAM2 captured the ullage region. Two LED panels from the company Stemmer Imaging
AG were used as light sources and were placed at a distance of 5mm behind the experiment
tank. Both LED panels emitted red light with a wavelength of 635 nm.
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For diffusing the light, a white sheet was attached to the walls of the experiment tank facing the
LED panels. A black and white ruler was pasted on the two outer walls of the experiment tank,
in order to measure the liquid fill height inside the tank. The experiment tank along with the
LED panels, cameras and bladder tank were placed on the experiment platform (platform 2)
of the drop capsule (see figure 4.1).

4.1.1.4 Test liquid

The test liquid chosen for the drop tower experiments was the storable liquid 3M Novec
Engineering Fluid HFE-7500. It is a perfectly wetting liquid having a contact angle of 0°
with the tank wall. Due to the experience and knowledge gained from using this liquid in the
previous experiments conducted at ZARM, it was chosen for this set of experiments as well.
The properties of the test liquid are listed in table 4.2.

Table 4.2: Properties of the test liquid HFE-7500, as reported in Bisht and Dreyer 2020 [8].

T.,/°C p/kgm™2 p/103kgmts™' o/Nm™!

15.0 1641 1.49 0.0176
20.0 1631 1.37 0.0172
25.0 1620 1.25 0.0167
30.0 1610 1.15 0.0162

4.1.2 Experimental procedure

15 drop tower experiments were conducted in three campaigns between December 2020 and
August 2021 in the Bremen Drop Tower. According to Kénemann 2022 [50], the drop tower
offers two modes of operation: the drop mode with 4.7s and the catapult mode with 9.3s of
microgravity time. The experiments were divided into two categories as reorientation and filling
experiments. Three tests were used to observe the reorientation of the liquid interface under
microgravity. The remaining 12 tests were performed to study the interface stability using the
primary inlet of the experiment tank, in which each flow rate was tested twice. An overview
of the drop tower test matrix of these 15 tests is shown in table 4.3. The drop mode was
used only for one reorientation test F15. All the other tests were performed using the catapult
mode. It can be noticed from table 4.3 that the measured liquid temperature 77, varies for
each test. However, the mean of the liquid temperature from all the tests is 1T, = 25.1°C
and the maximum deviation of the liquid temperatures from the mean temperature is +3°C.
Therefore, the liquid properties corresponding to T, = 25°C have been chosen from table 4.2
for calculating the dimensionless numbers Re; and We; in table 4.3. The variation of measured
temperatures over time are discussed in section 4.1.3.5 for some of the drop tower tests.

As the first step, the liquid reservoir was filled manually by opening the lid. By opening valve
V6, the PS was filled from the liquid reservoir. Then, the fluid pump was operated to establish
the flow in the closed loop. The desired flow rate was obtained by setting the input set value of
the gear pump between 0V to 10V. Then, valve V3 was operated to fill the experiment tank
to a fill height of H;, = 33 mm.
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Table 4.3: Test matrix of the drop tower experiments. Tests F15, F17 and F31 were
reorientation tests without filling. The remaining 12 tests correspond to the study of interface
stability during the filling of the experiment tank. The test F15 was a drop test. All the other
tests were catapult tests. The flow regime for the filling experiments is also listed. The initial
liquid fill height was Hy, = (30 £ 0.1) mm.

Serial No. Test ID Qp/mLs™! T./°C Re; We; wv7/1073 ms™! Regime

1 F15 No 21.9 No No No No

2 FL7 flow 24.2 flow  flow flow flow

3 F31 25.5

4 FO08 1.00 24.1  412.53 0.61 79.58 Subcritical

5 F10 1.00 24.0 412.53 0.61 79.58 Subcritical

6 F26 1.09 26.9  449.66 0.73 86.74 Subcritical

7 F11 1.10 22.6 453.78 0.74 87.54 Subcritical

8 F12 1.20 24.8  495.04 0.88 95.49 Subcritical

9 F28 1.20 26.7  495.04 0.88 95.49 Subcritical
10 F24 1.30 24.8  536.29 1.04 103.45 Critical
11 F25 1.30 26.9  536.29 1.04 103.45 Critical
12 F19 1.38 26.0 569.29 1.17 109.82 Supercritical
13 F30 1.38 25.8 569.29 1.17 109.82 Supercritical
14 F22 1.50 25.0 618.79 1.38 119.37 Supercritical
15 F23 1.50 27.0 618.79 1.38 119.37 Supercritical

A higher fill level was required to account for any liquid loss due to evaporation inside the
experiment tank, while the drop tower was being prepared for the catapult test. When valve
V3 was opened, valve V1 was also opened and valve V2 was closed, such that PS does not get
depressurized due to the removal of liquid from it. Valve V1 was exposed to ambient pressure
inside the capsule. Any air bubbles in the loop were blocked by the screen and collected in
the gas side of the PS, which was removed manually by opening the gas vent line. The liquid
reservoir was refilled to a certain fill level and then the capsule was taken into the drop tower.

The fill level was adjusted to Hy, = 30 mm by operating valve V5 and removing the liquid from
the experiment tank and purging it into the storage tank, shortly before the catapult launch or
drop of the capsule. In all the experiments, the initial fill height of the liquid inside the tank was
set to Hy, = (30 £0.1) mm. An initial fill height of H;, = 30 mm was chosen in such a way that it
is equivalent to the tank radius Ry (Hr/Rr = 1). The desired flow rate was obtained by setting
the corresponding input voltage value to the pump. The cameras were set to record ready. The
operation of the experiment was programmed in LabVIEW. The catapult launch or drop of
the capsule was triggered by pressing the drop sequence button on the LabVIEW program user
interface. The beginning and end of the drop tower experiments were synchronized with the
beginning and end of the microgravity time, although the experiment data were logged for a
longer duration. In the filling experiments, from ¢ = 0s to ¢ = 3.5s in microgravity, the liquid
was pumped in the closed loop, where valve V2 remained open.
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During this time, the reorientation of the pre-filled liquid inside the experiment tank took
place and the liquid interface approached its final equilibrium configuration in microgravity.
At t = 3.5, the filling of the experiment tank commenced by opening valves V3 and V1 and
closing valve V2. The filling continued until the end of the microgravity time. At the end of
microgravity, valves V3 and V1 were closed and valve V2 was opened to pump the liquid again
in the closed loop. The flow meter measured the volumetric flow rate for the whole duration
of the experiment. For the reorientation experiments, the pump was stopped after the initial
liquid fill height was set in the experiment tank. Therefore, there was no flow of liquid in the
fluid loop during the reorientation experiments. The timeline of the drop tower experiments is
presented in table 4.4.

Table 4.4: Timeline of the drop tower experiments.

Catapult test  Catapult test Drop test

Filling Reorientation Reorientation

t/s

0 Start of pgp Start of ngr ~ Start of ngg
3.5 Start of filling - -
4.6 - - End of pgg

End of ngg and

91 End of filling

End of ngg -

4.1.3 Data evaluation

4.1.3.1 Image processing

Two images of the experiment tank in normal gravity before the catapult launch are shown in
figure 4.4 for both cameras CAM1 and CAM2. CAM1 captured the total view of the experiment
tank and CAM2 focused on the ullage view. An LED light present in the top left of the images
indicated the beginning and end of microgravity time. The point of interest was the centre
point of the liquid interface on the z-axis (r = 0). Its position was measured from the origin of
the experiment tank, which was located at the centre of the inlet orifice, as shown on the left
side of figure 4.4.

The images recorded from CAM1 were chosen for the image processing of the reorientation
experiment, because the oscillation of the centre point of the liquid interface was completely
captured in the total view. The images from CAM2 were used to detect the centre point
position in the filling experiments. An image processing function was created in MATLAB,
which read the image as a matrix and processed it. The images were cropped according to the
regions of interest. The liquid interface was detected using the Sobel edge detection algorithm
with an accuracy of + 1 pixel.

The lowermost edge on the z-axis was detected in the liquid reorientation experiment, which
corresponds to the centre point of the liquid interface, as shown in figure 4.5a. The uppermost
edge on the z-axis was detected for the filling experiment. This is due to the penetration of
the interface by the incoming liquid jet and the formation of a geyser. This can be noticed in
figure 4.5b.
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Figure 4.4: The camera views of the experiment tank in normal gravity with
H; = (30£0.1) mm. CAMI captured the total view (left) and CAM2 captured the detailed
view (right).
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Figure 4.5: Detection of the centre point of the liquid interface. A drawing depicting the centre
point detection is on the left and the image from the experiment is on the right of each figure.

The raw pixel values corresponding to the detected edge were then converted to length scale
using the transformation functions obtained from the calibration tests of the cameras. The
calibration of images and transformation functions are elaborated in appendix sections A.1 and
A.2 respectively. The image resolution on the z-axis was 4 pixels per millimetre for CAM1 and
5.5 pixels per millimetre for CAM2 respectively.

Due to the refraction of light, these transformed length scale values had to be corrected using
two correction factors. An extensive ray tracing method, as described in Kulev 2020 [52],
was carried out. The ray tracing method, that was applied to correct the measured centre
point of the interface, is described in detail in appendix section A.3. The initial liquid fill
height H; inside the experiment tank in normal gravity was also obtained from the CAM1
images. The correction of the initial liquid fill height is explained in appendix section A.4. The
measurement error of the centre point of the interface was + 0.3 mm for CAM1 and 4+ 0.2 mm
for CAM2 respectively.
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Figure 4.6: z-axis acceleration of the drop capsule for the catapult test F19. The first vertical
dashed line denotes the beginning of microgravity and the second vertical dashed line denotes
the end of microgravity. The z-axis acceleration profile before and after the beginning of
microgravity is shown in the inset.

4.1.3.2 Acceleration measurement

An inertial measurement unit (IMU) from the company iMAR Navigation GmbH was mounted
in the drop capsule, which measured the acceleration with a sampling rate of 400 Hz, as reported
in Kénemann 2022 [50]. Figure 4.6 shows the z-axis acceleration of the drop capsule for the
test F19. The beginning and end of microgravity are marked by vertical dashed lines in figure
4.6. The capsule experiences a high acceleration of about 310 ms~2 during the catapult launch,
which lasts for approximately 0.3s. During the landing in the deceleration chamber at the end
of microgravity, the capsule is again subjected to a high acceleration of about 410ms~2.

4.1.3.3 Flow rate measurement

The flow meter was calibrated in-house and the volumetric flow rate as a function of the voltage
output of the flow meter was obtained. This function was later used to convert the flow meter
voltage output from the experiments to the volumetric flow rate. A moving average with an
interval of 100 was performed on the original experiment data, which had a sampling rate of
1000 Hz. These moving averages of the volumetric flow rate are plotted over time in figure
4.7 for four different tests. The flow rates are plotted from t = 0s to ¢ = 9s in microgravity.
The vertical dashed line indicates the opening of valve V3 to fill the experiment tank. The
valve operation causes fluctuations in the flow rate and these fluctuations dampen after t = 5s.
Therefore, the time-averaged volumetric flow rate is calculated between t = 5s and ¢t = 9s.
This is the mean volumetric flow rate )1, considered for the calculation of the dimensionless
numbers. The mean volumetric flow rates obtained from the drop tower experiments helped to
choose the range of volumetric flow rates for the numerical simulations.
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The mean volumetric flow rates from the experiments were compared with the calibrated values
and the deviation was found to be under 3 %.
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Figure 4.7: The progression of volumetric flow rate ()1, over time in microgravity. The vertical

dashed line indicates the start of the liquid filling into the experiment tank.

4.1.3.4 Pressure measurement

The absolute pressure was measured in the filling line to the experiment tank using the pressure
sensor P1. The absolute pressure values from the two tests F12 and F28 are plotted in figure 4.8.
The first vertical dashed line from the left represents the start of microgravity at ¢t = 0s. The
second and third vertical dashed lines represent the operation of valves V1 and V3, respectively.
A sudden peak in the pressure before ¢t = 0s is due to the catapult launch of the drop capsule,
where the hypergravity causes an increase in pressure in the fluid loop. When the capsule enters
microgravity, this high pressure relaxes and remains above 1 bar.

The penetration of the liquid interface by the incoming jet and the breakup into droplets
immediately after valve V3 was operated at t = 3.5s were observed in tests FO8, F10, F11 and
F12. This rapid penetration of the liquid interface was caused by the high pressure in the fluid
loop which remained above 1bar and dropped to 1bar only after the operation of valve V3,
as shown in figure 4.8 for the test F12. This effect was later mitigated in all the other filling
tests by operating valve V1 at t = 3s, 0.5s prior to the opening of valve V3. This relaxed
the pressure to around 1bar before the filling of the experiment tank began. This effect is
compared between tests F12 and F28 in figure 4.9. Some liquid droplets can be seen moving
towards the tank outlet in test F12, whereas in test F28, this was not observed. The mean
volumetric flow rate was Q; = 1.20mLs™! in both tests F12 and F28. Some fluctuations in
the pressure can be observed at ¢t = 3.5s, when the valve V3 is operated and the filling begins.
A constant pressure value is maintained in the filling line to the experiment tank after t = 4s.
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Figure 4.8: The measurement of the absolute pressure in the filling line. The first vertical
dashed line indicates the start of microgravity. The second vertical dashed line indicates the
operation of valve V1 to relax the pressure in test F28. The third vertical dashed line represents
the start of the liquid filling into the experiment tank.

() F12 (b) Fa8

Figure 4.9: (a) The liquid jet penetrates the liquid interface and immediately breaks into
droplets due to a higher pressure in the fluid loop in test F12. (b) The liquid jet penetrates the
liquid interface but does not break into droplets in test F28. Both images correspond to the
microgravity time of ¢ = 4s and the volumetric flow rate was @ = 1.20mLs™! in both tests.
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4.1.3.5 Temperature measurement

The liquid temperature 77, measured in the primary inlet line by the temperature sensor T1 and
the outer wall temperature of the experiment tank Tz measured by the temperature sensor T3
are plotted in figures 4.10 and 4.11 respectively for the whole microgravity duration of 9s. In
both figures 4.10 and 4.11, the vertical dashed line indicates the start of liquid filling into the
experiment tank. The temperatures are plotted for four different tests. The plots are created
after a moving average with an interval of 100 is performed on the experiment data, which was
originally sampled at 1000 Hz.

A smooth decline in the liquid temperature T}, is observed after t = 5s for all the tests in
figure 4.10. The temperature sensor T1 that measured the liquid temperature was located in
the primary inlet line above the valve V3, as shown in figure 4.3. After the valve V3 opens, the
liquid from the closed loop enters the inlet line, which causes a change in the measured value
of Tp. Figure 4.10 shows that after t = 8s, the liquid temperatures attain a constant value.
Furthermore, the maximum deviation in the liquid temperature 77, before and after the start
of filling is less than 1°C in all the tests.
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Figure 4.10: The liquid temperature 77, measured in the primary inlet line under microgravity
for four different tests. The vertical dashed line indicates the start of the liquid filling into the
experiment tank.

The temperature inside the drop capsule as well as the backlight from the LED panels
influence the outer wall temperature of the experiment tank Trr. However, in the drop tower
experiments, the LED panels were operated only few seconds prior to the catapult launch or
drop of the capsule. Moreover, the experiment tank was a solid block of PMMA material with
a higher thermal inertia and the test duration was shorter to observe a significant change in
the outer wall temperature of the experiment tank caused by the heat transfer from the LED
panels. Therefore, the outer wall temperature of the experiment tank Trr remained constant
throughout the test duration, as can be seen in figure 4.11.
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By comparing figures 4.10 and 4.11, it can also be noticed that the outer wall temperature
Trr is lower than the liquid temperature 77, in all the tests except F12. However, the
difference between T, and Ty is less than 1.5°C for the tests compared in figures 4.10 and
4.11. Therefore, it can be confirmed that the drop tower experiments were performed under
isothermal conditions.
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Figure 4.11: The outer wall temperature of the experiment tank Tpr measured under
microgravity for four different tests. The vertical dashed line indicates the start of the liquid
filling into the experiment tank.
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4.2 Ground experiments

The ground experiments were conducted with the same experimental setup that was used for
the drop tower experiments, as described in section 4.1.1. The following goals were envisioned
for the ground experiments.

1. Test the experimental setup of the drop tower experiment under normal gravity
conditions.

2. Formulate a procedure to evaluate the measurement data and to process the images.

3. Study the interaction of the liquid jet with the liquid interface for different initial liquid
fill heights H;, and different volumetric flow rates Q).

4. Find the range of flow rates where the liquid interface becomes unstable for a given initial
liquid fill height.

The fluid loop of the ground experiments can be referred to in figure 4.3. In all the ground
experiments, the liquid was filled into the experiment tank using the primary inlet line only.
Similar to the drop tower experiments, pressure, temperature and volumetric flow rate were
measured in the fluid loop for all the experiments. Two cameras, as described in section 4.1.1.3,
were used to capture the images of liquid filling under normal gravity conditions.

4.2.1 Experimental procedure

A series of experiments were carried out under normal gravity conditions with different initial
liquid fill heights H; and different volumetric flow rates ;. The ground experiments were
performed for a test duration of 4.6s. The same test liquid HFE-7500 was used for the ground
experiments as well.

After establishing the closed loop, valve V3 was opened and valve V2 was closed to fill the
experiment tank with an initial liquid fill height Hy. At this moment, valve V1 was also
opened to balance the pressure in the phase separator. After setting the initial fill height, the
valves were switched back to their original states. Then, the desired flow rate was set to the
pump by providing the input voltage and the liquid was pumped in the closed loop. Then, the
cameras were set to record ready. Finally, the drop sequence was pressed in the LabVIEW user
interface of the computer, which started the filling experiments. As soon as the drop sequence
was pressed, valves V3 and V1 were opened and valve V2 was closed, such that the liquid could
be filled into the experiment tank through the primary inlet. The liquid filling continued until
t = 4.6s and the experiment data were also logged for the test duration of 4.6s. At t = 4.6s,
the liquid filling was stopped and the closed loop was activated again. At the end of the test,
the liquid from the experiment tank was drained and a new initial fill height was set for the
next test.

The test matrix of the ground experiments is shown in table 4.5. The ground experiments were
performed for different initial liquid fill heights varying in the range of 9.6 mm < Hp < 45.6 mm.
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The accuracy of the initial liquid fill height was 0.1 mm. For every initial liquid fill height
H, the volumetric flow rates were varied in the range of 0.8 mLs™! < Q; < 4.8mLs™!. The
elevation of the liquid level and the deformation of the interface were observed, as the liquid is
filled into the experiment tank under normal gravity conditions.

Table 4.5: Test matrix of the ground experiments. The filling experiments in microgravity
were performed within the range of ground tests GT16 and GT17.

Serial No. Test ID Hp/mm Qp/mLs™' T;/°C Re; v;/1073 ms™!

1 GT1 0.8 21.8  165.01 63.66
2 GT2 1.8 21.9  371.28 143.24
3 GT3 9.6 2.8 22.0 577.54 222.82
4 GT4 3.8 22.1  783.81 302.39
) GT5 4.8 22.3  990.07 381.97
6 GT6 0.8 22.5 165.01 63.66
7 GT7 1.8 22.7  371.28 143.24
8 GTS8 19.5 2.8 22.7  577.54 222.82
9 GT9 3.8 22.6  783.81 302.39
10 GT10 4.8 22,5 990.07 381.97
11 GT11 0.8 22.2  165.01 63.66
12 GT12 1.8 22.3  371.28 143.24
13 GT13 24.0 2.8 224 577.54 222.82
14 GT14 3.8 22.6  783.81 302.39
15 GT15 4.8 22.8  990.07 381.97
16 GT16 0.8 23.1  165.01 63.66
17 GT17 1.8 234  371.28 143.24
18 GT18 30.1 2.8 234 577.54 222.82
19 GT19 3.8 23.3  783.81 302.39
20 GT20 4.8 23.2  990.07 381.97
21 GT21 0.8 22.0 165.01 63.66
22 GT22 1.8 222 371.28 143.24
23 GT23 45.6 2.8 22.2  577.54 222.82
24 GT24 3.8 22.8 783.81 302.39
25 GT25 4.8 22.8  990.07 381.97

4.2.2 Data evaluation

The experiment data were logged at a frequency of 1000 Hz. The sensor data for the
measurement of volumetric flow rate, pressure and temperature are analysed and plotted
for three ground tests GT1 (Hy = 9.6mm, Q; = 0.8mLs™ '), GT8 (Hy = 19.5mm,
Qr = 2.8mLs™!) and GT20 (Hy = 30.1mm, Q7 = 4.8mLs™1).
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4.2.2.1 Flow rate measurement

The volumetric flow rate (), measured by the flow meter is plotted against time in figure 4.12
for three ground tests GT1, GT8 and GT20. The flow rate remains constant before the start
of liquid filling at t = 0s. The volumetric flow rate declines marginally after the start of filling,
due to the hydrostatic pressure and frictional loss in the primary inlet pipe. The maximum
variation in the flow rate between the closed loop and filling loop is 0.1 mLs™!. The mean
volumetric flow rate is calculated by taking the average of the flow rate between ¢t = 0s and
t = 4.6s. A similar pattern in the flow rate was observed for all the initial liquid fill heights
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Figure 4.12: Volumetric flow rate (); measurement during the filling of the experiment tank in
normal gravity for three different tests. The vertical dashed line represents the start of filling.
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4.2.2.2 Pressure measurement

The absolute pressure measured by the pressure sensor P1 during the liquid filling experiments
in normal gravity is shown in figure 4.13 for three tests GT1, GT8 and GT20. The liquid was
first pumped in the closed loop and then the liquid filling into the experiment tank began at
t = 0s. An abrupt jump in the pressure can be noticed in all the tests after ¢ = 0s, when
valve V3 is opened to start the liquid filling into the experiment tank. After some fluctuations,
the pressures show a stable trend. A significant increase in pressure during the liquid filling
can be observed, as compared to the phase where the liquid was pumped in the closed loop at
t < 0s. This increase in pressure mainly comes from the hydrostatic head under normal gravity
conditions, which is caused by the height difference of 470 mm between the two platforms, where
the fluid pump and experiment tank were assembled (see figure 4.1). Furthermore, the absolute
pressure increases as the volumetric flow rate and the initial liquid fill height increase.

49



Chapter 4. Experiments

1.14 [ e -
' — GT20|!
—— GTS
— GT1

1.12

1.10

1.08

p/bar

1.06

1.04F
[ =]

L | ]
1.02..|....|....I....|....|....|....|....|....|....|....|....|..
-1.0-0500 05 1.0 1.5 2.0 25 3.0 35 4.0 45

t/s

Figure 4.13: Pressure measurement during the filling of the experiment tank in normal gravity
for three different tests. The vertical dashed line represents the start of filling.

4.2.2.3 Temperature measurement

The liquid temperature 7T, measured in the primary inlet line is shown in figure 4.14 for three
ground tests GT1, GT8 and GT20. After the liquid filling begins, the temperatures increase
slightly and then tend towards a constant value. The change in measured value of 77 could
again be attributed to the liquid from the closed loop flowing through the inlet line. However,
the maximum increase in temperature for a test is less than 1°C. The liquid temperature 17,
measured in every test is listed in table 4.5. The average of liquid temperature from all the
tests is T, = 22.6 °C and the maximum deviation of the liquid temperature 77, from the average
value is 0.8 °C. Therefore, it can be inferred that the ground tests were also performed under
isothermal conditions.

The experiment tank wall temperature Trr measured during the three ground tests GT1, GT8
and GT20 is plotted against time in figure 4.15. The outer wall temperatures of the experiment
tank Tgr in all the tests are higher than the liquid temperatures 717, which could be possibly
due to the longer operation of the LED panels in the ground experiments. A constant value
of the experiment tank wall temperature can be observed in all the tests in figure 4.15, which
exhibits a similar trend like the drop tower experiments.
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Figure 4.14: Liquid temperature 77, measurement during the filling of the experiment tank in
normal gravity for three different tests. The vertical dashed line represents the start of filling.
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Figure 4.15: Experiment tank wall temperature T measurement during the filling of the
experiment tank in normal gravity for three different tests. The vertical dashed line represents
the start of filling.

51



Chapter 4. Experiments

4.3 Parabolic flight experiments

A parabolic flight is an aircraft, that serves as a laboratory to perform experiments in reduced
gravity with direct physical access and also to personally experience weightlessness. A state
of weightlessness is created inside the aircraft, as three pilots fly the aircraft in a parabolic
maneuver. These maneuvers (also called parabolas) are repeated 31 times a day. A parabolic
maneuver consists of a reduced gravity phase of 22s, in which the aircraft experiences a free
fall. The reduced gravity phase is preceded and succeeded by hypergravity phases lasting for
roughly 20-25s each. In the hypergravity phase, the passengers experience a high acceleration
of 1.8¢gr. Between two parabolas there is a phase of steady flight for a duration of about 100s
to prepare the experiment for the next parabola. The parabolic flight experiments were carried
out during the 39*® DLR parabolic flight campaign in Bordeaux, France over the course of three
days between 6 and 8" September 2022. The parabolic flight experiments were conducted on
board the Airbus A310 Zero-G aircraft operated by Novespace.

The concept of filling and removing liquid under reduced gravity conditions was tested in the
parabolic flight experiments. The experiment was designed in such a way to test the phase
separation and gas-free liquid removal from the experiment tank with the help of a screen
channel liquid acquisition device (SC-LAD) and the vented filling of the experiment tank using
a velocity control plate (VCP) in a reduced gravity environment. Therefore, an experiment
tank consisting of components like a screen channel liquid acquisition device (SC-LAD), ring
baffles, a velocity control plate (VCP) and a gas port (GP) was built. During the liquid filling
process, the gas inside the tank was vented through the GP and the behaviour of the liquid jet,
as it entered the experiment tank was examined for different volumetric inflow rates.

The following goals and objectives were envisioned for the parabolic flight experiment.

1. To test the procedures of filling and removal of liquid using one experiment tank.

2. To demonstrate the performance of a screen channel liquid acquisition device (SC-LAD)
during liquid removal.

3. To fill gas-free liquid into the experiment tank and observe the free surface behaviour.

4. To demonstrate liquid-free venting of the gas during the filling.

4.3.1 Experimental setup

The experimental setup comprised of three racks. They were the hydraulic rack, the electrical
rack and the laptop rack. The hydraulic rack and the electrical racks were enclosed in a Zarges
box each. The hydraulic rack consisted of two platforms. The lower platform housed all the
hydraulic loop components. The experiment tank and the optical systems were placed on the
upper platform. The hydraulic rack is shown in figure 4.16. The electrical and laptop racks are
shown in figure 4.17. The electrical rack provided power to all the components in the hydraulic
rack and the laptop rack. The laptop rack functioned as an operating table for mounting the two
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laptops on the top plate and the experimenters used these laptops to operate the experimental
setup. One laptop was used for the LabVIEW program to run the experiment and the other
laptop was used to have a live feed of the cameras and store the recorded images.

Figure 4.17: Electrical rack (left) and laptop rack (right) of the parabolic flight experiment.

4.3.1.1 Hydraulic loop

The hydraulic loop of the experiment is shown in figure 4.18. The hydraulic loop consists of
one common inner loop and one outer loop for liquid removal and liquid filling each. The valves
V10 and V11 were normally open valves and all the other valves were normally closed. The
components phase separator (PS), valve V10, fluid pump (FP) and valve V11 formed the inner
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loop for both liquid removal and liquid filling. The inner loop was connected to a bladder tank
(BT), which stored the required liquid for the experiment. The bladder tank was a commercial
product called the ‘HydroBag’ from the company Fresenius Kabi Deutschland GmbH and it
had a maximum volume of 1.5 L. The in-house manufactured phase separator PS had a screen
element inside to separate the gas and liquid phases. The gas collected in the gas side of the
phase separator was removed through line 3, which was connected to a low-pressure reservoir
(LPR). The LPR was set to a pressure lower than the cabin pressure of 855 mbar by operating
the vacuum pump (VP) at the beginning of the experiment. The throttle valves TV1 and
TV2 were mounted in the vent lines connected to the LPR. Four temperature sensors and
four pressure sensors were used to measure the temperature and pressure inside the loop. The
sampling rate of the sensors was 100 Hz. The liquid was filled into the experiment tank through
line 2, which consisted of valve V2, pressure sensor P2 and temperature sensor T2, as marked in
blue colour in figure 4.18. In order to avoid over-pressurization of the experiment tank during
the liquid filling, a check valve V12 was assembled in parallel to the fluid pump. This check
valve V12 was designed to open when the absolute pressure on the pressure side of the fluid
pump exceeded the pre-set cracking pressure of about 1.2 bar.

Ambient I V2
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LPR v Line 3
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FP \l;lﬁ PS|Screen
Line 1
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. »—«>4T— G I L ><— BT
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Figure 4.18: Hydraulic loop of the parabolic flight experiment. The liquid filling loop is marked
in blue colour.

4.3.1.2 Experiment tank

The experiment tank shown in figure 4.19 was made up of polymethyl methacrylate (PMMA)
and had inner dimensions of 100 mm length, 100 mm breadth and 130 mm height. The technical
drawing of the experiment tank is given in figure A.8. The experiment tank consisted of
components like a screen channel liquid acquisition device (SC-LAD), ring baffles, a velocity
control plate (VCP) and a gas port (GP). The screen channel liquid acquisition device
(SC-LAD) mounted inside the tank enabled gas-free removal of liquid. The SC-LAD was a
rectangular channel, which had three sides made up of acrylic and one side where the DTW
200%x1400 screen was glued. This screen element helped in blocking the gas and letting the
liquid pass through, as long as the bubble point pressure was not exceeded. Additionally, the
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ring baffles were attached to the walls of the tank to delay the liquid movement towards the
top part and to control the position of liquid during variable accelerations.

The tank was filled from the bottom through an inlet pipe. The inlet pipe protruded into the
experiment tank by 10 mm. A velocity control plate (VCP) was fitted above the inlet pipe at a
height of 30 mm from the tank bottom surface, to diffuse the momentum of the incoming flow,
such that the tank can be filled with higher flow rates. This was done to avoid the creation
of any geyser, which might eventually touch the gas port of the tank. The liquid entering the
tank through the inlet pipe was retarded by the VCP and its momentum was dissipated in
the bulk liquid. Moreover, the provision of ring baffles helped in retaining the incoming liquid
in the bottom part of the tank. Faster and quiescent filling of the tank could be achieved by
using the VCP. As the liquid was filled inside the tank, the gas in the ullage region was vented
through the gas port (GP). The inlet of the gas port protruded to the middle of the experiment
tank, in order to keep the gas port liquid-free under reduced gravity conditions. The gas port
was connected to a storage tank ST1. During the liquid filling into the experiment tank, the
pressure inside the tank was balanced by opening valve V4, which was exposed to the cabin
pressure. In case the liquid entered the gas port line, the absorbent materials inside the storage
tank were equipped to absorb the escaped liquid. The gas port was also connected to LPR
through valves V3 and TV1, in order to remove any liquid that remained inside the gas port.
HFE-7500 was used as the test liquid and the experiments were performed under ambient
conditions prevailing inside the aircraft cabin. The interface stability studies could not be
planned for the parabolic flight experiments due to the design constraints of the experiment
tank and the residual accelerations.

VCP

Figure 4.19: Experiment tank used in the parabolic flight experiment.

4.3.1.3 Optics

Three cameras from the company Imaging Source Europe GmbH were used to capture the
images at a frame rate of 42 frames per second for a duration of 24s. Two cameras CAM1
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and CAM2 were used for the liquid removal experiments, while CAM3 was used to capture
the liquid filling into the experiment tank. The resolution of the images from CAM3 was
1080 x 1920 pixels. The recorded images were stored in the camera laptop after each parabola.
Cinegon lens 2.1/6-0901 from the company Schneider Kreuznach was used in CAM3 to capture
the liquid filling. The inlet pipe, VCP, ring baflles and the gas port were in the field of view
of CAM3, as shown in figure 4.20. An LED light at the top right of the image indicated the
opening and closing of the filling valve V2. The liquid fill height inside the experiment tank
was measured using a black and white ruler pasted on the outer wall of the experiment tank.
The background lighting of the experiment tank was enabled by the LED panels emitting red
light at a wavelength of 635 nm. The LED panels were purchased from the company Stemmer
Imaging AG.

LED

Ruler

Gas port

Ring baffle

VCP

VCP stand

Inlet pipe

Figure 4.20: View from the camera CAM3 focusing on the liquid filling into the experiment
tank. The origin of the coordinate system is located inside the inlet pipe at the tank bottom.

4.3.2 Experimental procedure

A total of 45 liquid filling experiments were performed during the three days of the parabolic
flight experiment campaign. In this thesis, only the liquid filling experiments are discussed.
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Preparation

The experimental setup was prepared in the 1gg phase for the liquid filling experiments. Firstly,
the liquid was pumped in the inner loop. Then, the required initial liquid fill height H; was set
in the experiment tank by opening the valves V2, V8 and V4 and closing the valve V11. The
liquid fill height H; was measured from the origin of the coordinate system located inside the
inlet pipe at the tank bottom. It was ensured that the gas port line was void of any liquid. In
case any liquid was present in the gas port line, the vacuum pump (VP) was started to create a
low pressure of 400 mbar in the LPR. Then, the valve V3 was opened shortly to suck the liquid
out from the gas port line and purge it into the LPR. As the final step for the preparation,
based on the test matrix the desired flow rate was set as the input set value for the fluid pump
(FP). During the hypergravity phase, the liquid was pumped in the inner loop with the desired
flow rate.

Filling of liquid

The filling loop was programmed to run automatically in LabVIEW and was initiated by
pressing the function key F12 on the LabVIEW laptop after the cabin announcement of
“injection’, which corresponds to the start of the reduced gravity phase. The camera recording
was also triggered by this key. However, in all the experiments the liquid filling was initiated 3s
after the press of the function key F12. This was done to avoid the initial negative acceleration in
the z-axis during the transition from hypergravity to reduced gravity. After 3sin weightlessness,
the valves V2, V8 and V4 opened and valve V11 closed. This enabled the liquid to flow from
the bladder tank (BT) through valve V8 phase separator (PS), valve V10, fluid pump (FP)
and valve V2 to enter the experiment tank. The PS allowed only liquid to pass through and
blocked the gas, as long as the bubble point pressure of the screen inside the PS was not
exceeded. In this way, a gas-free supply of liquid was ensured. The incoming liquid inside the
experiment tank hit the VCP and its momentum was dissipated into the bulk liquid. The gas
inside the tank was vented through the gas port (GP). The liquid filling stopped automatically
at t = 22s and the setup switched back to the inner loop for the pull-out (hypergravity) phase
of the parabola.

The test matrix of the parabolic flight experiment is given in table 4.6. The liquid filling into an
initially empty tank was predominantly tested for different volumetric flow rates in the range
of 0.2mLs™! < Qp < 9.5mLs™!. Moreover, in the tests with a pre-filled tank, the initial liquid
fill height Hj, could only be set approximately due to the continuous vibrations in the aircraft.

4.3.3 Data evaluation

4.3.3.1 Acceleration measurement

The accelerations in all the three axes of the aircraft were measured by an acceleration sensor
on board the aircraft and the acceleration data was provided to the experimenters by Novespace
after the experiment campaign. The acceleration data was sampled at a rate of 10 Hz. The
three-axes accelerations are shown for the whole parabolic maneuver (P17) from the flight day
3 (08.09.2022) in figure 4.21a. The green curve corresponds to the longitudinal acceleration in
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Table 4.6: Test matrix for the liquid filling experiments on board the parabolic flight from
three flight days D1, D2 and D3. The parabolic maneuver number is prefixed with ‘P’.

Tost Hp/mm Qp/mLs™! Lost Hp/mm Qp/mLs™! Tost Hp/mm Qp/mLs™!

ID ID ID
P16D1 0 0.9 P16D2 0 0.6 P16D3 0 0.4
P17D1 0 0.5 P17D2 0 0.7 P17D3 0 0.5
P18D1 0 0.3 P18D2 0 0.8 P18D3 0 0.6
P19D1 0 0.4 P19D2 0 0.5 P19D3 0 0.7
P20D1 0 0.2 P20D2 0 0.4 P20D3 0 0.8
P21D1 25 0.5 P21D2 0 0.6 P21D3 0 0.8
P22D1 25 1.0 P22D2 0 0.7 P22D3 0 0.3
P23D1 25 0.7 P23D2 15 0.5 P23D3 0 0.3
P24D1 30 0.7 P24D2 15 0.6 P24D3 0 0.2
P25D1 15 0.7 P25D2 15 0.7 P25D3 0 5.0
P26D1 15 0.5 P26D2 25 0.5 P26D3 0 5.0
P27D1 35 5.0 P27D2 25 0.6 P27D3 0 9.5
P28D1 35 7.5 P28D2 25 0.7 P28D3 0 9.5
P29D1 35 9.5 P29D2 35 2.0 P29D3 15 0.6
P30D1 40 9.5 P30D2 35 7.5 P30D3 25 0.6

the z-axis, which is from the rear to the cockpit of the aircraft. The red curve represents the
transverse acceleration in the y-axis, extending from the left to the right wing of the aircraft.
The vertical acceleration in the z-axis is indicated by the blue curve.

The plot is shown for the entry, injection and exit phases of the parabola. The first vertical
dashed line marks the start of the reduced gravity phase and the second vertical dashed line
indicates the end of the reduced gravity phase. In the injection phase, the aircraft is in the
state of a free fall for 22s. The entry and exit phases last for approximately 25s. During the
entry and exit phases, the experimenters and the experiments experience a maximum vertical
acceleration of about 18 ms~2, which corresponds to a hypergravity of about 1.8¢gz. This can be
seen in the trend of the blue curve in figure 4.21a. In comparison to the vertical acceleration, the
longitudinal and transverse accelerations remain at a lower scale during the parabolic maneuver.

The three-axes accelerations are shown for the reduced gravity phase in figure 4.21b, where
the acceleration values are plotted against time. The vertical acceleration represented in blue
colour fluctuates between positive and negative acceleration during the reduced gravity phase of
the parabola. The progressions of the longitudinal and transverse accelerations are smoother,
compared to the vertical acceleration. According to the A310 Zero-G user guide 2019 [70],
the residual accelerations vary in the range of 0.02gg in the vertical axis and in the range of
+0.01gg in the longitudinal and transverse axes of the aircraft. However, it has to be noted that
every parabola has a different acceleration profile, which depends on the parabolic trajectory
of the aircraft.
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Figure 4.21: Acceleration profiles for the parabola P17 on day 3.

4.3.3.2 Flow rate measurement

The volumetric flow rate was not directly measured in the experiments, due to the failure of
the flow meter days before the experiment campaign. However, the input set values given
to the fluid pump during the experiments were noted down. After the experiment campaign,
calibration tests were conducted in the ZARM laboratory to measure the volumetric flow rates
corresponding to these input set values. The calibration tests were carried out three times for
each data set and the mean volumetric flow rates were determined.
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4.3.3.3 Pressure measurement

The analogue pressure transmitter from the company TetraTec Instruments GmbH was used as
the pressure sensor P2 to measure the absolute pressure in the filling line 2. The measurement
range of the pressure sensor P2 was from 0 bar to 2.5 bar and the measurement accuracy was
+2.5mbar. The sampling rate of the pressure sensor was 100 Hz. The absolute pressure
measured in the filling line 2 is shown in figure 4.22 for three parabolas from day 3. For better
readability, the absolute pressures are presented in the scale of mbar. The start of filling into
the experiment tank is indicated by the vertical dashed line. At t = 3, a sudden peak in the
pressure can be observed, which results from the switching of valves in the experiment loop
and the start of filling. The pressure relaxes after ¢ = 4s and except for some fluctuations
in between, it remains almost constant for the duration of reduced gravity. The absolute
pressures of tests P19D3 and P18D3 coincide with each other because their flow rates are
similar. For P26D3, the absolute pressure is higher because of the higher volumetric flow rate
of the liquid (Qr = 5.0mLs™!). The ambient pressure inside the Zarges box of the hydraulic
rack was measured by the pressure sensor P4 in the experimental setup. During the liquid
filling experiments on the third day of the parabolic flight experiment campaign, the ambient
pressure was measured to be about 850 mbar.
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Figure 4.22: Absolute pressure measured in the filling line for different parabolas on day 3.
The vertical dashed line indicates the start of the liquid filling.
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4.3.3.4 Temperature measurement

The temperatures in the hydraulic loop were measured using PT100 temperature sensors with
a measurement frequency of 100 Hz. The accuracy of the temperature sensors was £0.14°C at
25°C. The liquid temperature 77, measured by the temperature sensor T2 in the filling line is
plotted in figure 4.23a and the outer wall temperature of the experiment tank Trr measured
by the temperature sensor T3 is plotted in figure 4.23b. The ambient temperature Ty was
measured on the upper platform of the hydraulic rack by the temperature sensor T4 and is
shown in figure 4.23c. The temperature data corresponds to the reduced gravity phase of three
parabolas from day 3 of the parabolic flight experiment campaign. The vertical dashed line
specifies the start of liquid filling.

The liquid temperature 77, in the filling line has a maximum variation of < 0.5°C over time
in the parabolas shown in figure 4.23a. Furthermore, it can be noticed from figure 4.23a that,
after the start of liquid filling, the liquid temperature increases initially and then approaches a
constant value. The outer wall temperature of the experiment tank Tg7 is higher than the liquid
temperature by approximately 4°C. This is mainly caused by the background illumination
from the LED panels, which were placed right behind the experiment tank. However, the outer
wall temperature of the experiment tank T can be considered as constant, as the maximum
variation over time is < 0.2°C. Compared to the drop tower and ground experiments, the
difference between the outer wall temperature of the experiment tank 7Trr and the liquid
temperature Ty, in the parabolic flight experiments was higher because of the larger emitting
surface area and the longer operation time of the LED panels.

The ambient temperature T4 is slightly lower than the outer wall temperature of the experiment
tank Ter and remains constant over time, as can be seen in figure 4.23c. Although differences in
temperatures exist within the range of + 5 °C approximately, it was assumed that the parabolic
flight experiments were carried out under isothermal conditions.
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Figure 4.23: Temperatures measured during the reduced gravity phase of different parabolas
on day 3. The start of the liquid filling is indicated by the vertical dashed line.
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Chapter 5

Numerical Simulations

The liquid filling into a tank under reduced gravity conditions has been investigated numerically
by performing 2D axisymmetric numerical simulations using ANSYS Fluent 19.2. This chapter
contains the theory and settings of the flow solver ANSYS Fluent. The simulation setup,
post-processing of the numerical simulation results and the criterion for defining an unstable
interface are also included in this chapter. Furthermore, the influence of the mesh element size
on the simulation results is also discussed.

Some of the contents in section 5.3 of this chapter have been published in Govindan and Dreyer
2023 [41] and reused here with permission.

5.1 Governing equations in ANSYS Fluent

ANSYS Fluent follows a different nomenclature to describe the governing equations discussed
in section 2.1. The equations are taken from the ANSYS Fluent theory guide AFTG 2019 [1].

Conservation of mass

The mass conservation equation without involving any mass transfer between the phases is
given as

dp .
T vl = 1

The mass conservation equation in the axial (z) and radial (1) coordinates for a 2D axisymmetric
geometry is given in equation 5.2, where v, and v, are the axial and radial velocities respectively.

0
Ly

9 PO
ot 0z

(pv,) + % (pv,) + =0 (5.2)
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Conservation of momentum

Following AFTG 2019 [1], the general form of the momentum conservation equation for an
inertial frame of reference is expressed in equation 5.3.

a _ s — . =
a(,ov)—i-v-(pfuv):—Vp+V~(T)+pg+F (5.3)
The right hand side terms of the equation are: static pressure p, the body force due to gravity
p G and other external body forces F'. The stress tensor T is given by equation 5.4, where I is
the unit tensor.

%:u{(vmvﬂ)—gv-m] (5.4)

Considering no swirl or rotation for a 2D axisymmetric geometry, the axial momentum
conservation equation is written as

B 10 10 op 10 . 2
E(pvz)‘{’;&(rpvzvz)_";E(rpvrvz)__£+;£{TM|:2 P —g(v'v)]} s
5.9

—|—12 8vz+8vr P
ror mH or 0z ?

and the radial momentum conservation equation is written as

2( v)+1£(7’ U’U)—i-lg(?" vv)——@—ir12 r 8vr+ﬁvz
8tpr r 0z Pz U rarp’”’”_ar r 0z u@z or

-t} oo

v 24 .
—2pu—+=-—(V- E,
i * 3r (V-9)+
The divergence of the velocity vector is given as
ov, Ov, v
V- o=—" -+ = 5.7
YTz * or + r (5:7)

5.2 Multiphase flow in ANSYS Fluent

A flow problem in which more than one phase of a fluid exists is called a multiphase
flow. Multiphase flows occur in all flow problems involving free surfaces. According to
AFTG 2019 [1], the multiphase flows are modelled using two approaches in ANSYS Fluent,
namely the Euler-Lagrange approach and the Euler-Euler approach. In the Euler-Lagrange
approach, the Navier-Stokes equations are solved for the fluid phase, which is treated as a
continuous phase. The particles, bubbles or droplets are tracked and the equations are solved
for the dispersed phase. The Euler-Lagrange approach is not applicable for flows where the
second phase has a larger volume fraction, as described in AFTG 2019 [1].
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5.2. Multiphase flow in ANSYS Fluent

According to AFTG 2019 [1], in the Euler-Euler approach, a property called the volume fraction
is defined for each phase, whose value sums up to unity. The conservation equations are solved
for each phase. As the Euler-Euler approach can be applied to flow problems, where the
volume fraction is larger, it is used for the numerical simulations in this thesis work. As stated
in AFTG 2019 [1], the Euler-Euler approach is implemented in ANSYS Fluent in the form of
three models: the volume of fluid (VOF) model, the mixture model and the Eulerian model. As
reported in AFTG 2019 [1], the VOF model is used in the modelling of free surface flows, liquid
filling and sloshing problems, breakup of a jet and liquid-gas interface behaviour. The mixture
model is applied for the particle-laden flows, bubbly flows and sedimentation. For modelling
the bubble columns, risers, particle suspension and fluidized beds, the Eulerian model is used.
Therefore, the VOF model was chosen for the simulations in this thesis work.

5.2.1 VOF model

According to AFTG 2019 [1], for each control volume in the computational domain, the volume
fraction of the phases is determined by solving a single set of momentum equations for the phases
in the VOF model. The VOF model focuses on tracking the interface between the phases. The
VOF model is formulated in such a way that the phases do not interpenetrate each other. Every
phase is described by its own volume fraction value and adding the volume fractions of all the
phases inside a control volume results in the value of 1. The field variables and properties of
the phases inside a control volume are described based on their respective volume fractions.

If a computational domain contains two phases: the primary phase p and the secondary phase
¢, the amount of a control volume occupied by the secondary phase can be described in terms
of its volume fraction ¢y, as follows:

1. a4 = 0: the control volume does not contain the secondary phase.
2. ay = 1: the control volume is filled completely with the secondary phase.

3. 0 < a4 < 1: the control volume contains both the primary and secondary phases. Hence,
the interface between the phases is located inside this volume.

In addition to the mass conservation equation 5.1, a continuity equation is written with volume
fraction as the variable in equation 5.8. It is also called the volume fraction equation, as given
in equation 18.8 in page 545 of AFTG 2019 [1]. ANSYS Fluent solves equation 5.8 and tracks
the interface between the phases. In equation 5.8, S,, is the additional mass source term, ri,,
is the volumetric mass transfer rate from the primary phase p to the secondary phase ¢ and 12,
is the reverse volumetric mass transfer rate from the secondary phase to the primary phase.

1|0 . . .
ot (O‘q pq) +V- (O‘q Pq U‘J) = Sa, + Z (mpq - mqp) (5.8)

pq p=1
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ANSYS Fluent solves the volume fraction equation only for the secondary phase g and calculates
the volume fraction of the primary phase p from the condition:

a, +a,=1 (5.9)

Implicit and explicit time formulations can be used to solve the volume fraction equation. In
the implicit formulation, the volume fraction of the secondary phase is calculated by solving the
transport equation for every time step because the volume fraction depends on other quantities
at the current time step. On the other hand, the explicit formulation is a direct method, where
the quantities known from the previous time step are used to calculate the volume fraction at
the current time step, as explained in AFTG 2019 [1]. The explicit formulation was chosen
for the numerical simulations in this thesis because of its better accuracy and ability to solve
transient flow problems. According to equation 18.11 in page 546 of AFTG 2019 [1], the volume
fraction is discretized using the explicit formulation as

n+1l n+l1 _ n

Q P al pi o . .
q th q qV+Z(quf Oéq,f)z Z(mpq—mqp)—I—Saq % (5.10)

f p=1

The terms of the equation are:

n + 1 - index for the current time step

n - index for the previous time step

a5 - volume fraction value of the secondary phase at the face of the computational cell
V' - computational cell volume

Uy - volume flux through the face of the cell, which depends on the normal velocity

The density inside a computational cell is calculated from the volume fractions of the phases
as

p=Qqpgt (1_0411) Pp (5.11)

and the volume-fraction-averaged density is given as

P = Zaq Pq (5.12)

ANSYS Fluent solves only one momentum equation, as given in equation 5.3. The fluid
properties density and viscosity contain the volume fractions of the phases. Both phases share
the velocity field that is obtained by solving the momentum equation.

5.2.2 Capillary pressure

The capillary pressure can be modelled in ANSYS Fluent using the continuum surface force
(CSF) or continuum surface stress (CSS) methods. According to AFTG 2019 [1], if the surface
tension is not constant, then the CSS model could be used. The CSF model in ANSYS Fluent
is implemented from Brackbill et al. 1992 [9]. In the CSF model, the surface tension is added
as a source term to the momentum equations. The surface tension and radii of curvature cause
a pressure jump across an interface, as seen in the Young-Laplace equation (equation 2.29).
AFTG 2019 [1] states that the divergence of the unit normal results in the curvature of the
interface, as given in equation 5.13.

k=V-n (5.13)
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The unit normal 7n is calculated from the gradient of the volume fraction of the secondary phase

as
Vo,

|VO‘q‘

As reported in AFTG 2019 [1], ANSYS Fluent includes the volume force given in equation 5.15
as a source term in the momentum equation for depicting the surface tension in the CSF model.

= (5.14)

v
F,=og 02 % _ (5.15)
3 (Pp + Pq)

5.2.3 Wall adhesion

The wall adhesion in the CSF model is treated using the contact angle of the fluid with the
wall. As shown in equation 5.16, the contact angle along with the normal and tangential unit
vectors at the wall are used to calculate the unit normal to the surface of the cell adjacent to

the wall. The local surface curvature depends on the contact angle and the unit normal to the
cell surface adjacent to the wall (AFTG 2019 [1]).

N = Ty O8O, + ty, sinb, (5.16)

5.3 Simulation setup

In this section, the setup of 2D numerical simulations in ANSYS Fluent is elaborated.

5.3.1 Geometry

A 2D sketch of the tank geometry considered for the numerical simulations is shown in figure 5.1
and its dimensions are given in table 5.1. The tank has a cylindrical cross-section with a height
of Hr =94 mm and a radius of Ry = 30 mm. It has a total empty volume of 265 mL. A vent port
of radius Rp = 2mm is provided at the top of the tank. An inlet pipe of length L; = 200 mm
and radius R; = 2mm is attached to the tank inlet port, to have a fully developed flow with
a parabolic velocity profile of the incoming liquid at the inlet of the tank. The origin of the
coordinate system is in the centre of the tank inlet. This tank geometry corresponds to the
one that was used in the drop tower experiments, as discussed in section 4.1.1.1. The initial
fill height of liquid inside the tank is denoted by Hp. In this thesis, different initial liquid fill
heights in the range of 0mm < H; < 60 mm have been chosen to study the stability of the
liquid interface by performing numerical simulations under reduced gravity conditions. The
initial liquid fill heights Hj were chosen in such a way that the ratio Hy /Ry varies in the range
of 0 S HL/RT S 2.
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ry "r

Figure 5.1: Tank geometry considered for numerical simulations.

Table 5.1: Dimensions of the tank considered for 2D numerical simulations. The total volume
is 265 mL. The initial liquid fill height H; was varied in the range of 0mm < H; < 60 mm.

No. Parameters Dimensions/mm
1 Hy 94
2 Ry 30
3 Ry 2
4 Ro 2
5 Ly 200

0

15

6 Hy, 30
45

60
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The stability of the liquid interface in reduced gravity is characterized by the non-dimensional
Weber number, which compares the stagnation pressure to the capillary pressure. Although
various Weber numbers have been reported in the literature, the inlet Weber number as defined
in equation 2.47 has been considered for the numerical simulations. The other dimensionless
numbers, that are important for this problem, have already been discussed in section 2.9.

The tank geometry is simplified to a 2D axisymmetric model for the numerical simulations, as
shown in figure 5.2. The flow direction is in the positive z-axis. The boundary conditions used
for the numerical model are also shown in figure 5.2. The origin is located at the inlet of the
tank. The z-axis is the symmetry axis. The inlet boundary is at the top left corner and the
outlet boundary is at the top right corner in figure 5.2. All the other boundaries were chosen
as a wall with a no-slip boundary condition.

It has to be noted that the default coordinate system for the 2D simulations in ANSY'S Fluent
is x — y with z-axis chosen as the symmetry axis. Therefore, the z-axis of the model shown in
figure 5.2 corresponds to the z-axis in ANSYS Fluent.

\‘ L ' H,
| ‘ Symmetry Axis z l
R, =t > ha
" Tinlet Wall dr Outlet] 1 Ro
R,
Wall Wall
i Wall

Figure 5.2: 2D axisymmetric model for numerical simulations.

The numerical simulations were carried out with the multiphase VOF model in ANSYS Fluent,
where HFE-7500 was used as the liquid phase and air was chosen as the gas phase. The liquid
mass flow rate was set as the inlet boundary condition and the outlet boundary condition was
set to atmospheric pressure. The flow condition at the outlet boundary was not analysed in
this study and it is assumed that the gas phase does not affect the interface, as no phase change
has been considered.

The test matrix of the numerical simulations in reduced gravity is given in table 5.2. For
every initial liquid fill height Hy, the numerical simulations were carried out with several inlet
volumetric flow rates of HFE-7500 in the range of 1.00mLs™! < @ < 1.50mLs™!. The
corresponding mean inlet velocity vy, inlet Weber number We;, and inlet Reynolds number Re;
are listed in table 5.2. From the Reynolds number range, it can be deduced that in all the
simulations the flow is laminar.
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Table 5.2: Test matrix of the numerical simulations.

No. Hp/mm Qp/mLs™' /1073 kgs™ 0;/1072 ms™' We;  Rey
1 1.00 1.62 79.58 0.61 412.53
2 1.10 1.78 87.54 0.74 453.78
3 0 1.20 1.94 95.49 0.88 495.04
4 1.30 2.11 103.45 1.04  536.29
5) 1.40 2.27 111.41 1.20 577.54
6 1.50 2.43 119.37 1.38 618.79
7 1.00 1.62 79.58 0.61 412.53
8 1.10 1.78 87.54 0.74 453.78
9 15 1.20 1.94 95.49 0.88 495.04

10 1.30 2.11 103.45 1.04 536.29

11 1.40 2.27 111.41 1.20 577.54

12 1.50 2.43 119.37 1.38 618.79

13 1.00 1.62 79.58 0.61 412.53

14 1.10 1.78 87.54 0.74 453.78

15 30 1.20 1.94 95.49 0.88 495.04

16 1.30 2.11 103.45 1.04 536.29

17 1.40 2.27 111.41 1.20 577.54

18 1.50 2.43 119.37 1.38 618.79

19 1.00 1.62 79.58 0.61 412.53

20 1.10 1.78 87.54 0.74 453.78

21 45 1.20 1.94 95.49 0.88 495.04

22 1.30 2.11 103.45 1.04  536.29

23 1.40 2.27 111.41 1.20 577.54

24 1.50 2.43 119.37 1.38 618.79

25 1.00 1.62 79.58 0.61 412.53

26 1.10 1.78 87.54 0.74 453.78

27 60 1.20 1.94 95.49 0.88 495.04

28 1.30 2.11 103.45 1.04  536.29

29 1.40 2.27 111.41 1.20 577.54

30 1.50 2.43 119.37 1.38 618.79
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5.3.2 Meshing

The 2D mesh created using ANSYS Meshing is shown in figure 5.3. The MultiZone Quad/Tri
Method was used to create 2D quadratic elements. To investigate the influence of mesh
element size on the numerical simulation results, a mesh sensitivity study was carried out
by creating four meshes with varying order of refinement in terms of element sizes in the range
of 62.5pm - 500 pm. The boundary layer at the tank wall opposite to the symmetry axis at
r = 30 mm was resolved with 20 layers with a first layer height of 1 x 107> m to capture the
rise of the liquid meniscus at the wall due to the complete wetting behaviour of the liquid with
the wall. The resolved boundary layer at the wall is also shown in figure 5.3.

Figure 5.3: 2D mesh of the tank model used for the numerical simulations with a magnified
portion of the boundary layer resolution at the wall. The inlet pipe is not shown fully.

5.3.3 Solver settings

ANSYS Fluent 19.2 was used as the flow solver for the numerical simulations. The solver
settings that were selected are discussed in this section in the order in which they appear in
the outline view of the ANSYS Fluent graphical user interface (GUI). The description of each
setting is taken from AFUG 2019 [2]. Some of the important settings are summarized in table
5.5.

General
The solver type was chosen as Pressure-Based because it supports the multiphase flow

problems with the VOF model. The Pressure-Based solver is also the default setting of
ANSYS Fluent. In this method, the momentum equations are solved for the velocity field and
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the pressure-based continuity equation is solved for obtaining the pressure field. Absolute
Velocity Formulation was selected for the simulations, as the fluid velocity is small in the
majority of the fluid domain. The liquid filling process is a time-dependent process and therefore
the simulations were run with the Transient setting. The geometry of the tank was modelled
as axisymmetric. Therefore, Axisymmetric was chosen. ANSYS Fluent by default sets the
x — y coordinate system for the 2D simulations. Therefore, the z-axis was chosen as the axial
coordinate and the y-axis as the radial coordinate for the 2D simulations. For simulations
in normal gravity, the gravitational acceleration was set to —9.81ms~2 in the x-axis and for
simulations in reduced gravity, the gravity was turned off.

Models

The Multiphase Model was activated by choosing the Volume of Fluid model. The liquid
filling simulations consist of liquid and gas phases. Therefore, the Number of Eulerian Phases
was specified as 2. The Explicit Formulation was chosen for the volume fraction, as it is
more accurate than the implicit formulation. The limiting factor for the explicit formulation is
the Courant number, which relates the distance travelled by the flow at a given time step to
the size of one computational cell. The Courant number is given by equation 5.17, where u is
the flow velocity, At is the time step and Ax is the size of the computational cell.

_uAt

C=— (5.17)

The Volume Fraction Cutoff value was set to the default value of 1 x 1075 The value
of volume fraction in the flow domain is considered to be zero, if it drops below the cut-off
value. ANSYS Fluent uses a different time step for the calculation of volume fraction, than the
time step which is typically used for the transport equations. The time step used for the VOF
calculation is called the Sub-Time Step in ANSYS Fluent and is calculated using the maximum
value of the Courant number near the interface. The default method for the calculation of the
sub-time step is the Hybrid method, which is a combination of velocity and flux averaged
methods. The maximum Courant Number was set to the default value of 0.25. In order to
make the computations more robust and improve the convergence, the Implicit Body Force
was selected in the Body Force Formulation. The type of Interface Modeling was selected
as Sharp because the interface can be clearly noticed between the liquid and gas phases. All
the other options remained unselected.

According to AFUG 2019 [2], the stability of a computation can be improved by specifying
a phase as the primary phase if it is a compressible gas. Although in this thesis, the
numerical simulations did not involve any compressible gas, air was defined as the primary
phase and HFE-7500 as the secondary phase. The simulations were performed under isothermal
conditions and did not include any phase change between the phases. Therefore, the
Number of Mass Transfer Mechanisms was set to 0 in the Phase Interactions setting.
The Continuum Surface Force (CSF) method was used to model the surface tension. In
this method, the surface tension property is considered to be continuous across the interface
and added as a source term to the momentum equation, as reported in AFTG 2019 [1]. In the
numerical simulations, the surface tension coefficient was set to a constant value of 0.0167 N m™*
between the phases HFE-7500 and air and henceforth, the CSF method was used appropriately.
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By choosing the Wall Adhesion option, the curvature of the interface near the solid wall is
calculated from the contact angle of the fluid with the wall. All the numerical simulations in
this thesis were carried out in the laminar regime and therefore, the Laminar Viscous Model
was enabled.

Materials

The Material Type was fluid for both air and HFE-7500. The properties of the test liquid
HFE-7500 at 25°C are given in table 5.3. The properties of air were the default properties from

the ANSYS Fluent database. The properties density and viscosity were defined as constants
for both fluids in the ANSYS Fluent setup.

Table 5.3: Fluid properties used in the simulations.

Phase Fluid p/kgm™  p/kgm~ts7! o/Nm™?
Primary Air 1.225 1.7894 x107°
Secondary HFE-7500 1620 0.00125 0.0167

Cell Zone Conditions

In the Cell Zone Conditions setting, the Operating Conditions for the simulations were
specified. The Operating Pressure was defined as atmospheric pressure with a value of
101 325 Pa, which is the default setting in ANSY'S Fluent. The Reference Pressure Location
was set to z = 0.094 m and y = 0m, which signifies the outlet of the tank. For the simulations
in normal gravity, the gravitational acceleration was automatically set in the Operating
Conditions dialog box, as defined in the General setting. Additionally, the Specified
Operating Density was selected and the density of air was set as Operating Density by
default.

Boundary Conditions
Five different types of boundary conditions were set to the different zones of the computational
domain. The zones were named during the mesh generation in ANSYS Meshing. The zones
and their corresponding type of boundary condition are listed below. ANSYS Fluent chooses
the zone name and type interior by itself.

1. central-inlet: mass-flow-inlet

2. outlet: pressure-outlet

3. symmetry-axis: axis

4. wall: wall

5. interior-sys-8_surface, sys-8_surface: interior
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The boundary conditions can be set separately for the two phases air and HFE-7500. Along
with that, ANSYS Fluent combines the two phases and offers the mixture phase, with which
some boundary conditions can be defined as well. The inlet mass flow rate was defined as the
inlet boundary condition for the central-inlet zone. For the mixture phase, the direction of
the inlet boundary condition was set as Normal to Boundary. The Mass Flow Rate was set
to Okgs™! for the air phase, as only the liquid HFE-7500 was injected into the tank. The
numerical simulations were carried out for several inlet volumetric flow rates of HFE-7500. The
corresponding mass flow rates, as given in table 5.2, were prescribed as the inlet boundary
condition for the phase HFE-7500.

The outlet boundary condition was set to pressure-outlet for the mixture phase. A constant
value of 0 Pa was specified for the Gauge Pressure, which is equivalent to the atmospheric
pressure of 101 325 Pa set in the Operating Conditions. Additionally, the Backflow Volume
Fraction was set to 0 for the liquid phase HFE-7500. The boundary condition type axis was
assigned to the symmetry-axis zone of the computational domain, as it represents the symmetry
axis of the numerical model. The outer walls of the inlet pipe and the tank were defined as
wall boundary condition. For the mixture phase, only the Momentum tab was active, in which
Stationary Wall with No Slip shear condition was enabled by default. Furthermore, under
Wall Adhesion, the contact angle between HFE-7500 and air was specified as 0°.

Methods

The default SIMPLE scheme was used for the Pressure-Velocity Coupling. SIMPLE is a
segregated type of algorithm in ANSYS Fluent, in which the pressure and velocity are solved
in a sequence. The pressure is first corrected using the under-relaxation factor and then the
face flux is corrected. ANSYS Fluent recommends the Pressure-Implicit with Splitting of
Operators (PIS0) algorithm for transient flow problems. However, no significant difference
was observed between SIMPLE and PISO methods for the numerical simulations performed
in this thesis work. Therefore, the default SIMPLE scheme was used in all the simulations.
The convective and diffusive terms in the governing equations are discretized by gradients.
The computationally less expensive Least Squares Cell Based method is used by ANSYS
Fluent to calculate the gradients at the centre of a cell. Therefore, this method was also used
for the simulations in this thesis. The pressure values at the cell faces were calculated using
the Pressure Staggering Option (PRESTO!) scheme, which is the default method for the VOF
multiphase flow problems. The momentum equation was discretized using the Second Order
Upwind method, which is more accurate than the first order upwind method and leads to
better results. The volume fraction was discretized using the Geo-Reconstruct scheme, which
tracks the interface accurately by assuming the slope of the interface to be piecewise-linear in a
cell. The conservation equations were temporally discretized using the First Order Implicit
formulation. The implicit method is unconditionally stable and an accuracy of first order was
sufficient for the numerical simulations.

The Under-Relaxation Factors were set to the default values under the Solution Controls
setting. For the convergence of the numerical simulations in every time step, the Absolute
Criteria of the residuals from the conservation equations were unchanged from their default
values of 1 x 1073 under the Monitors setting.
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Initialization

The numerical simulations with initial liquid fill heights (H, > Omm) were initialized by
marking the region and patching it with a value of 1 for the liquid volume fraction. This was
done by choosing Region Adaption from the Mark/Adapt Cells option in the Adapt tab of the
Fluent ribbon at the top of the user interface. Then, the input coordinate corresponding to the
required initial liquid fill height was specified in the X Max (m) box. The other coordinates were
fixed for all the simulations with the values X Min = —0.2m, Y Min = Om and Y Max = 0.03 m.
After specifying the values, the button Mark was pressed to mark the cells within the given
coordinates. The solution was then initialized using the Hybrid Initialization method.
Furthermore, the Patch button was clicked, the liquid HFE-7500 was selected from the
drop-down menu Phase and the variable Volume Fraction was clicked. Then, hexahedron-r0
was selected from the Registers to Patch and the value of 1 was entered for the liquid volume
fraction. In this way, the initial liquid fill height was set in the domain that was marked in the
previous step.

Run Calculation

The timeline of the simulations is shown in table 5.4. The simulations of a pre-filled tank
were carried out in three stages. In order to establish an initial condition for the simulations
in reduced gravity, the simulations were first started in normal gravity with an initial liquid
fill height and run until ¢ = 3s, such that the liquid meniscus rises at the wall to a height
corresponding to the Laplace length from its initial level, as given in equation 2.33. During
this stage, all the boundaries were defined as a wall and the gravitational acceleration was set
to —9.81ms~2 for the z-axis under the General settings of the ANSYS Fluent solver. In the
second stage, after £ = 3s of simulation time, the gravity was turned off with the gravitational
acceleration set to gr = Oms~2 and the pre-filled tank simulations were run until ¢ = 6.5s
further without any inlet and outlet boundary conditions. This was performed to let the liquid
inside the tank reorient, as expected in the drop tower experiments. In the third stage, at
t = 6.5s, the inlet and outlet boundary conditions were defined and the simulations of liquid
filling were continued under reduced gravity conditions until ¢ = 12s, such that the total
time in reduced gravity is 9s, which corresponds approximately to the maximum microgravity
time achievable in the Bremen Drop Tower. For the vented filling of an initially empty tank
(Hr, = O0mm), the computational domain was initialized completely with the primary phase
(air) and the numerical simulations of liquid filling into an initially empty tank were started
directly under reduced gravity conditions at ¢ = 0s and run until ¢ = 9s, as shown in table 5.4.

The transient numerical simulations were carried out with a fixed time step size of 1 x 107*s.
The time step sizes higher than 1 x 10~*s did not lead to a proper convergence of the solution.
The time step size was reduced to 5 x 107° s only for some of the simulation cases of an initially
empty tank, in which convergence problems occurred. The number of time steps was varied
for the different stages of the pre-filled simulations. For the simulations of an initially empty
tank, the Number of Time Steps was set to 90000, which corresponds to a reduced gravity
time of 9s. The Max Iterations/Time Step was set to 100, such that the residuals of the
conservation equations are converged for every time step. The output data was saved for every
1000 time steps.
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The important solver settings are summarized in table 5.5. The simulations were run on a
cluster with 16 processors. The total time duration of the pre-filled tank simulations was in
the range of 15h - 20 h and the simulations of an initially empty tank ran for about 40h - 45 h.

Table 5.4: Timeline of the numerical simulations.

t/s Pre-filled Empty

Start of Ogg and

0 Start of 195 start of filling

3.0 End of 1gg and )
' start of Ogp

6.5  Start of filling -

End of Ogp and
end of filling

9.0 -

End of Ogg and
12.0 end of filling )

Table 5.5: ANSYS Fluent solver settings.

Solver type Pressure-based

Simulation type Transient
Multiphase model VOF
Volume fraction formulation  Explicit
Interface modelling Sharp

Surface tension model
Adhesion options
Viscous model

Operating pressure
Scheme

Pressure discretization
Momentum discretization
Transient formulation
Time step size

Continuum surface force
Wall adhesion

Laminar

101 325 Pa

SIMPLE

PRESTO!

Second-order upwind
First-order implicit
1x107*s

Maximum iterations per step 100

5.3.4 Post-processing

The centre point detection method followed in the numerical simulations is shown in figure 5.4
for the three simulation cases considered in this thesis. The centre point 7. is defined as the
point on the interface on the z-axis (r = 0mm). For the reorientation simulation, the lowermost
point of the liquid interface is detected as the centre point, whereas for simulations of filling
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into a pre-filled and an initially empty tank, the uppermost point of the liquid interface is the
centre point. z. is the height measured from the origin of the tank to the centre point of the
interface, as shown in figure 5.4. This height is called the geyser height when a geyser is formed,
as shown in figures 5.4b and 5.4c.
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Figure 5.4: Centre point detection method followed in the numerical simulations.

The numerical simulation results were visualized and analysed using the post-processing tool
ANSYS CFD-Post 19.2. The centre point of the liquid interface was determined from the
simulation results in the following manner.

1. An Isosurface was created with the variable Hfe.Volume Fraction and value 0.5. This
displayed the liquid interface boundary in the computational domain.

2. The isosurface was clipped by creating an Iso Clip with the visibility parameter
Y < 0.25mm. This made the isosurface to be visible only in the given region. This
step was exclusively performed to detect the centre point of the liquid interface in the
vicinity of the symmetry axis.

3. The centre point of the interface on the symmetry axis was found using the new
expression maxVal(X)@Iso Clip 1. This expression was later used in the XY-Transient
or Sequence chart in ANSYS CFD-Post to plot the centre point positions over time.
The data was then exported by pressing the Export button.
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5.3.4.1 Criterion for an unstable interface

The liquid jet that penetrates the interface forms a geyser, as explained in section 2.6. According
to Symons et al. 1968 [86], during the liquid filling into a tank, the liquid interface is stable,
if the geyser height does not vary with time. The interface becomes unstable, either if the
geyser height increases continuously with time forming a long column of liquid or if the geyser
disintegrates into liquid droplets.

The 2D numerical simulations were carried out for a total reduced gravity time of 9s, which
corresponds approximately to the maximum microgravity time achievable in the Bremen Drop
Tower. A criterion for an unstable interface could not be defined based on the growth of the
geyser height for this timescale. Therefore, in this thesis work, the disintegration of the geyser
into liquid droplets was considered as the criterion for defining the interface to be unstable. The
lowest inlet volumetric flow rate ()7, at which the geyser breaks into droplets is the critical flow
rate and the interface is considered to be unstable for this critical flow rate. The corresponding
critical Weber number is calculated using equation 2.47. The maximum height reached by the
geyser before it disintegrates into droplets is called the critical geyser height z.. and the time at
which the first droplet disintegrates from the geyser after the start of liquid filling is called the
droplet breakup time t,. The interface is considered to be stable for all the flow rates, where
the geyser does not disintegrate into droplets.

5.4 Mesh sensitivity study

Before beginning with the numerical investigation of interface stability during the liquid filling,
the sensitivity of the mesh element size on the numerical simulation results was studied as the
first step. The meshes of different sizes, as listed in table 5.6, were used for the mesh sensitivity
study.

Table 5.6: Meshes created for the mesh sensitivity study.

Mesh parameter  Mesh 1  Mesh 2 Mesh 3 Mesh 4
Element size / pm  62.5 125 250 500
No. of elements 854400 221120 59040 16640

The mesh sensitivity study was conducted only for the pre-filled tank simulations with
H; = 30mm. Figure 5.5 shows the velocity profiles of the liquid jet at the exit of the inlet
pipe (z = 0 mm) for different meshes. This is plotted from the simulations carried out with
an inlet volumetric flow rate of Q1 = 1.30mLs™!. The plot corresponds to a simulation time
of t = 12s. It can be seen from figure 5.5 that the finer the mesh, the closer it matches the
theoretical value of the parabolic velocity profile of the fully developed flow. The theoretical
values, which are shown as black dots in figure 5.5, were calculated using equations 2.39 and
2.40 for the Hagen-Poiseuille flow. The liquid jet velocity reaches its maximum value at the
pipe centre and it is depicted well by mesh 1 and mesh 2.
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Figure 5.5: Velocity profiles of the liquid jet at the exit of the inlet pipe for different meshes
with Q7 = 1.30mLs™! and H; = 30mm at ¢t = 12s.

The position of the centre point of the liquid interface is plotted over time in figure 5.6 for
Qr = 1.30mLs™! and for four different mesh sizes considered. From ¢ = 0s to ¢t = 3s, the
simulations were run in 1gg condition, where the liquid meniscus develops at the tank wall. As
the centre point of the liquid interface does not move during this period, the results of all the
meshes are superimposed. Liquid reorientation from a gravity-dominated configuration into
a capillary-dominated configuration takes place between ¢ = 3s and t = 6.5s, where gravity
is turned off. It can be seen from figure 5.6 that the mesh refinement affects the amplitude
and frequency of oscillation of the centre point. Mesh 1 and mesh 2 capture the centre point
oscillation well. The filling of the tank was started at ¢ = 6.5s. In this domain, the effect of
mesh element size on the geyser height can be observed. The coarsest mesh (mesh 4) produces
the lowest geyser height. As the mesh element size decreases, the geyser height increases. The
geyser height results of mesh 1 and mesh 2 are in good agreement with each other, with an
average deviation of 2.6 % between them. Taking the accuracy and computational effort into
account, mesh 2 was selected for performing further numerical simulations and the details of
mesh 2 are once again highlighted in table 5.7.

Table 5.7: The details of the mesh chosen for the numerical simulations after the mesh
sensitivity study.

Mesh ID Mesh element size No. of elements

Mesh 2 125 pm 221120
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Figure 5.6: Evolution of the centre point of the interface over time for different meshes at
Qr = 1.30mLs™! and H; = 30mm.
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Chapter 6

Results and Discussion

The results of the ground experiments, drop tower experiments, parabolic flight experiments
as well as the 2D numerical simulations are discussed in this chapter. Then, the numerical
simulation results are compared with some of the drop tower experiments. Furthermore, a
parametric study carried out with different initial liquid fill heights H and refined volumetric
flow rates () is presented and the results of simulations and drop tower experiment are
compared with the existing literature.

The contents in sections 6.2 and 6.8 have been published in Govindan and Dreyer 2023 [40].
Some of the contents in section 6.4 have been published in Govindan and Dreyer 2023 [41].
These contents are reused here with permission.

6.1 Ground experiments

Ground experiments of liquid filling into the experiment tank were performed with the same
experimental setup, as described in section 4.1.1. HFE-7500 was used as the test liquid.
The ground experiments were performed for different initial liquid fill heights in the range
of 9.6 mm < H; < 45.6mm. The liquid was filled into the experiment tank for 4.6 s and the
interaction of the incoming liquid jet with the liquid interface was observed. The volumetric
flow rates were varied between 0.8mLs™! < @, < 4.8mLs™! for every initial liquid fill height
H;. Based on the inlet Reynolds number Re; given in table 4.5, the flow remained laminar
for all the chosen volumetric flow rates. The experiments were performed under isothermal
conditions with an average liquid temperature of T, = 23°C.

Under the influence of gravity, the body forces are dominant and as a result, the liquid
interface remains flat. The interface shape in normal gravity is defined by the Bond number,
which compares the hydrostatic and capillary pressures, as shown in equation 2.31. A higher
hydrostatic pressure exists in normal gravity due to the placement of the experiment tank above
the pump platform, as shown in figure 4.1. The liquid meniscus has a curved shape at the wall
and the contact point of the meniscus rises to a height A at the wall due to capillarity.
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For HFE-7500 at 25 °C, the capillary length calculated from equation 2.32 is L. = 1.02 mm and
the meniscus rising height in normal gravity determined from equation 2.33 is h = 1.45 mm.

The filling patterns formed during the filling of liquid into the experiment tank in normal gravity
for different Hy and )y are shown in figures 6.1 and 6.2. Figure 6.1 corresponds to the filling
time of ¢ = 0.5s and figure 6.2 corresponds to the filling time of t = 4.5s. The liquid filling in
normal gravity was recorded by two cameras with a frame rate of 500 frames per second and
a resolution of 512 x 512 pixels. However, in figures 6.1 and 6.2, the images are cropped to
show only the regions of interest. Furthermore, the images corresponding to an initial liquid
fill height of H;, = 45.6 mm were captured from the camera CAM2, while all the other images
were captured from the camera CAMI1. A quiescent filling takes place for Q; = 0.8 mLs™! for
all the initial liquid fill heights Hp,, where the liquid jet momentum is diffused in the bulk liquid
and the jet does not perturb the liquid interface, as seen in figures 6.1 and 6.2. A small bulge
at the centre of the liquid interface can be observed for @; = 1.8 mLs~!. The momentum of
the liquid jet overcomes the body forces to form a tiny bulge on the liquid interface. While the
bulge is still developing for all H; at t = 0.5s for Q; = 1.8mLs™! in figure 6.1, the height of
the bulge decreases as Hy, increases at t = 4.5s, which can be observed in figure 6.2 (b), (g),
(1), (q) and (v). The liquid jet penetrates the interface and a more pronounced bulge can be
seen in both figures 6.1 and 6.2 for Q; = 2.8 mLs™! for all H;. The bulge begins to oscillate.

As the flow rate is increased to @, = 3.8mLs™!, the liquid jet becomes unstable and forms
irregular flow structures, as seen in figures 6.1 and 6.2. Furthermore, the liquid jet creates a
depression on the liquid interface, which also triggers the propagation of the surface waves for
Qr = 3.8mLs™! and Q; = 4.8mLs™!. The fragments of the liquid jet that fall back into the
interface, set the liquid interface in motion and thereby the interface begins to undergo sloshing.
A clear increase in fill levels with time can be noticed from the position of the meniscus between
the figures 6.1 and 6.2 for all @), and Hy. Within the range of tested flow rates, the interface
can be termed stable for Q; < 2.8mLs™! and unstable for Q; > 2.8mLs™! for all the tested
initial liquid fill heights Hj; in normal gravity. The critical flow rate at which the interface
becomes unstable can be determined more accurately, if the flow rates are refined in the range
of 28 mLs™! < Qp < 3.8mLs™ 1.

82



6.1. Ground experiments

(c) Q

gy s B

Q=28mLs" (nN)Q,=3.8mLs"

B

30.1

NQ=28mLs"

| I
I

(
(U)Q,=08mLs" (v)Q,=1.8mLs' (w)Q=28mLs"

x)Q=38mLs" (y)Q=48mLs"

Figure 6.1: Filling patterns observed during the filling of liquid into the experiment tank under
normal gravity conditions for different initial liquid fill heights H; and volumetric flow rates
Qr att =0.5s.
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Figure 6.2: Filling patterns observed during the filling of liquid into the experiment tank under
normal gravity conditions for different initial liquid fill heights H; and volumetric flow rates
Qr att = 4.5s.
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Figure 6.3: Evolution of the centre point position of the interface over time during the liquid
filling in normal gravity for H;, = 30.1 mm and different Q.

The centre point position of the liquid interface (z.) during the liquid filling in normal gravity is
plotted over time for an initial liquid fill height of H;, = 30.1 mm for different (), in figure 6.3.
This can also be called the surface elevation in normal gravity. The recorded images were
processed and the centre point of the interface was detected as an edge. A moving average of
100 was performed on the original data, which was sampled at 500 frames per second. A smooth
increase in the centre point position can be observed for @, = 0.8 mLs™! and 1.8 mLs™!, as
the interface remains stable. This demonstrates a quiescent and steady filling of the tank.
The perturbation of the interface by the liquid jet causes an initial rise in the position of the
centre point for @, > 1.8mLs~!. After an initial surge, the centre point of the interface shows a
growing trend with fluctuations for Q; = 2.8 mLs™!. A clear indication of an unstable interface
is shown for higher flow rates of Q; = 3.8mLs™! and Q; = 4.8 mLs™!, where the centre point
fluctuations are amplified due to the sloshing motion of the interface and formation of unsteady
flow structures.

The ground experiments helped to understand the experimental setup and formulate a
procedure for data evaluation and image processing. It was shown from the ground experiments
that the interface becomes unstable for Q > 2.8 mLs™! for all the initial liquid fill heights H;,
chosen in the study. The influence of the initial liquid fill height H; on the critical flow rate
@1, for determining the instability of the interface could not be precisely identified within the
selected range in the ground experiments. Furthermore, the dominant body forces restrict the
development of an undisturbed liquid jet in the ullage region, which would otherwise occur for
lower flow rates in microgravity.
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6.2 Drop tower experiments

The data from 15 tests, as listed in table 4.3, are considered for the analysis. The drop tower
experiment results are divided into two sections:

1. Liquid reorientation

2. Filling of the tank

6.2.1 Liquid reorientation

In order to observe the reorientation of the liquid interface inside the tank and also to determine
the starting time of the liquid filling into the experiment tank under microgravity conditions,
three reorientation tests were carried out with a pre-filled tank of H; = 30 mm. The filling of
tank was not performed during the reorientation tests in microgravity. One test was a drop
test with a microgravity time of 4.6 s and the other two tests were catapult tests with a longer
microgravity time of 9s. As soon as the capsule enters microgravity, the liquid meniscus rises
along the tank wall, due to the complete wetting behaviour and the contact angle of 0° of the
test liquid HFE-7500. There is a capillary wave, that propagates from the tank wall towards
the centre axis and the centre point of the liquid interface begins to move downwards. This
leads to an axial sloshing of the liquid inside the tank and the interface becomes hemispherical.

The reorientation of liquid under microgravity at different time steps is shown in figure 6.4 for
the catapult test F31. The flat interface of the liquid with some vibrations can be observed at
t = 0s in figure 6.4(a). The vibrations are caused due to the launch of the catapult system.
Then, the interface changes from a gravity-dominated shape to a capillary-dominated shape in
microgravity and this leads to a hemispherical shape of the interface, as seen in figure 6.4(b).
At t = 9s, the interface approaches its equilibrium position in microgravity.

(@)t=0s | (b)t=45s (c)t=9s

Figure 6.4: Liquid reorientation inside the tank under microgravity for the catapult test F31.
The vibrations on the liquid interface at t = 0s are caused due to the launch of the catapult
system.
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Initial

z./mm

Figure 6.5: The centre point oscillation during the reorientation test F31. The capillary wave
hinders the accurate detection of the centre point position for the first few milliseconds in
microgravity. The initial fill level in normal gravity and the final equilibrium position in
microgravity are marked by the horizontal dashed lines. The solid vertical line indicates the
start of microgravity. The first vertical dashed line represents the time ¢, at which the centre
point crosses the final equilibrium position for the first time. The second vertical dashed line
shows the time ¢;5, when the liquid filling into the experiment tank was started in the filling
experiments.

Based on the procedure explained in appendix section A.3.1, the measured centre point of
the interface was corrected. The first correction factor Az; was calculated using equation A.6
for every time frame and was found to be in the order of 2.3 mm. Then, the first correction
factor Az; was added to the measured centre point of the interface. The position of the centre
point of the liquid interface z., corrected with the first correction factor Az, is plotted against
time for the test F31 in figure 6.5. It has to be noted that the capillary wave hinders the
accurate detection of the centre point position for the first few milliseconds. The plot is created
by applying a moving average of 50 to the processed data from the images. The initial and
final positions of the centre point are marked with dashed horizontal lines. The solid vertical
line represents the start of microgravity at ¢t = 0s. As it can be seen from figure 6.5, in
microgravity the centre point undergoes an oscillation that dampens with time. For an initial
liquid fill height of H;, = 30 mm, the final equilibrium position of the centre point of the liquid
interface in microgravity was computed to be z. o, = 20 mm using equation 2.34. After applying
the first correction factor Az; to the detected centre point, the final equilibrium position of the
centre point of the interface under microgravity conditions at ¢ = 9s measured for the test F31
was found to be z. = 19.3mm. The measurement accuracy was in the order of 4+ 0.3 mm.
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The second correction factor was manually calculated as Az, = 0.6 mm for the final centre
point position at ¢ = 9s. Due to its complexity, the second correction factor Az, was only
determined for the final centre point position at ¢ = 9s and not for all the time frames. It
was assumed that the second correction factor Az, will have its maximum value at ¢t = 9s.
Therefore, the corrected final equilibrium position of the centre point of the liquid interface at
t = 9s after applying both the correction factors was found to be z. = (19.940.3) mm. This was
in good agreement with the theoretically predicted value of 2.0, = 20 mm from equation 2.34.
The equilibrium time in microgravity was determined as t; = 0.68s for the test F31, which is
marked with a dot in figure 6.5. The experimental value matched well with the predicted value
of ty = 0.67s from equation 2.35. As the centre point of the liquid interface completes its first
period of oscillation and is closer to its final equilibrium position at ¢ = 3.5s in microgravity,
the liquid inflow was started at ¢y, = 3.5s in microgravity for all the filling tests.

6.2.2 Filling of the tank

A total of 12 catapult tests were conducted to investigate the stability of the liquid interface
perturbed by an incoming liquid jet during the filling of the tank. The liquid jet enters the tank
through the primary inlet and momentum exchange takes place with the bulk liquid, as it passes
through the bulk liquid. If the momentum of the incoming liquid jet is higher than the capillary
pressure of the liquid interface, the jet deforms the liquid interface and a geyser is formed. This
geyser then either remains at its position or grows continuously over time. It disintegrates into
droplets due to the instability of the liquid column. The geyser flow patterns observed in this
thesis work are similar to the patterns I, IT and IIT reported in Aydelott 1979 [3].

The flow regimes can be divided into three categories as subcritical, critical and supercritical
regimes. A subcritical flow regime occurs when the incoming liquid jet either does not deform
the liquid interface or deforms the interface and forms a geyser, but this geyser does not grow
with time. The geyser height is defined as the vertical distance between the origin and the
highest point of the liquid interface, as shown in figure 4.5b. If the geyser height increases
continuously over time and the geyser starts to disintegrate into droplets, it can be called the
critical flow regime. In the supercritical flow regime, the liquid jet completely penetrates the
liquid interface and moves rapidly towards the outlet port of the tank.

Due to a longer microgravity time in the catapult tests, the formation and development of
geysers could be observed more clearly. The experiments were carried out for volumetric flow
rates in the range of 1.00mLs™! < Q; < 1.50mLs™!. Each flow rate was tested twice. The
images recorded by camera CAM2 are shown in figure 6.6 for 6 different tests at the microgravity
time of ¢ = 9s. The incoming liquid jet deforms the interface for Q; = 1.00mLs™!, creating
only a small bulge. A small geyser is formed for Q;, = 1.10mLs™!, which remains at its height
throughout the microgravity time. The geyser height increases, as the flow rate is increased to
Qr = 1.20mLs!. As the geyser grows for Q; = 1.20mLs™!, oscillations are observed. The
flow rates in the range of 1.00mLs™! < Q; < 1.20mLs™! can be classified as subcritical flow
rates because the geyser height does not increase with time.
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(@) Q =1.00mLs" (b)Q,=1.10mLs"

(d)Q,=1.30mLs" (e)Q, =1.38mLs" HQ =150mLs"

Figure 6.6: Still images from the filling experiments showing the interaction of the incoming
liquid jet with the liquid interface under microgravity at t = 9s for different volumetric flow
rates Q).

The flow rate Q;, = 1.30mLs™! is the critical flow rate, where the geyser starts to grow with
time and also breaks into droplets, as seen in figure 6.6(d). These droplets reach the outlet
port of the tank. The flow rates of Q@ > 1.30mLs~! belong to the supercritical flow regime.
In this regime, the incoming liquid jet penetrates the interface and directly travels towards
the outlet port of the tank, as observed in figures 6.6(¢) and 6.6(f). The images from five
different tests with flow rates of Q; = 1.10mLs~ !, 1.20mLs™!, 1.30mLs™!, 1.38mLs ! and
1.50mLs™! are presented in figure 6.7. The images are shown at four different time instants
in microgravity. The flow rates of Q; = 1.10mLs~! and @, = 1.20mLs™! can be considered
as subcritical flow rates, as the geyser height does not grow with time. The geyser begins to
grow for Q; = 1.30mLs™!. The geyser disintegrates at t = 5.5s and the detachment of a
droplet can be seen in figure 6.7(j). With time, more droplets are generated and they move
towards the tank outlet. This is the critical domain, where the geyser pattern is very sensitive
to the flow rate. As the flow rate is increased to Q; = 1.38mLs™ !, the height of the geyser
becomes prominent. The instability of the geyser leads to a frequent detachment of droplets.
For Q; = 1.50mLs™!, a long column of liquid jet is formed, which moves rapidly towards the
tank outlet. This can be seen in figures 6.7(q) to 6.7(t). The flow rates of Q; = 1.38 mLs™!
and Q; = 1.50mLs~! belong to the supercritical flow regime. The instability of the liquid jet
is analysed in appendix section A.5.
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Q =1.10mLs"

Q,=120mLs"
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Figure 6.7: Time series of the geyser patterns observed in microgravity. The five rows from
top to bottom correspond to Q; = 1.10mLs™!, 1.20mLs™!, 1.30mLs™!, 1.38mLs™! and
1.50mLs™ .
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Figure 6.8: Evolution of the centre point of the interface over time during microgravity for
different )7, and H; = 30 mm.

The recorded images were processed to measure the height of the geyser versus time. The
position of the centre point of the liquid interface, which defines the geyser height, is plotted
versus time between ¢t = 3s and ¢t = 9s in figure 6.8 for different volumetric flow rates @p.
The plot was created after the first correction factor Az; was taken into account and a moving
average of 50 was applied to the data that was recorded at a frequency of 500 frames per second.
The second correction factor Az, was not considered, as it was estimated manually to be in the
order of Az, &~ 0.02mm. The accuracy of the centre point position from the image processing
procedure was determined as 4+0.2mm. The method for correcting the centre point of the
interface in the filling experiments is described in appendix section A.3.2.

In figure 6.8, the vertical line represents the start of the liquid filling into the tank. For the
flow rates in the range of 1.30mLs™! < @ < 1.50mLs™!, the curves are plotted only until the
time when the geyser remains intact and does not disintegrate into droplets. The detachment
of droplets is shown in the inset of figure 6.8 for these flow rates. It can be seen that the
height of the geyser increases with increasing flow rate. For the subcritical flow rates in the
range of 1.00mLs™! < Qp < 1.20mLs™!, the geyser height does not grow continuously with
time and fluctuations in the height can be seen. A significant growth could be observed for
Qr = 1.30mLs~!. This is the critical flow rate found from the drop tower experiments. The
corresponding critical Weber number is We; ., = 1.04 + 0.03, calculated from equation 2.57. A
sharp increase in the geyser height can be noticed for higher flow rates of Q; > 1.30mLs™!.
The higher the flow rate gets, the faster the geyser disintegrates into droplets.

91



Chapter 6. Results and Discussion

6.3 Parabolic flight experiments

The parabolic flight experiments were carried out to test the procedures of liquid filling and
liquid removal under variable acceleration conditions using one experiment tank. In this thesis,
only the results from the liquid filling experiments are discussed. The experiment tank was
designed in such a way to fulfill the requirements of both liquid filling and liquid removal
experiments. Therefore, the interaction of the liquid jet with a well-defined interface during
the liquid filling, like in the drop tower experiments, could not be investigated in the parabolic
flight experiments. However, the parabolic flight experiments demonstrated the gas-free liquid
filling and liquid-free gas venting qualitatively. Due to the violent sloshing of the bulk liquid
inside the experiment tank during the reduced gravity phase, it was decided to focus mainly
on the liquid filling into an initially empty tank. The liquid inflow from the inlet pipe into an
initially empty experiment tank is shown in figure 6.9 for different volumetric flow rates ), at
different time steps. Because of the strong negative acceleration in the z-axis in the initial part
of the reduced gravity phase, the images are shown only from ¢t = 5s. The images are cropped
such that only the bottom part of the tank surrounding the inlet and the VCP are visible.

For Q; = 0.2mLs ! and Q7 = 0.3mLs™!, a convex liquid meniscus can be observed pinned to
the inlet orifice. The liquid flows out of the orifice and is redirected towards the bottom surface
of the tank. As the linear momentum in the liquid is weaker than the cohesive and adhesive
forces, the liquid tends to wet the inlet pipe and the tank surfaces. After touching the bottom
surface of the tank, the liquid flows radially towards the tank walls on both sides and continues
to fill the bottom part of the tank. The accumulation of liquid near the stands of VCP can also
be seen in figure 6.9. For the volumetric flow rates in the range of 0.4mLs™ < Q; < 0.6mLs™!,
a slightly bigger curvature of the liquid jet is visible near the inlet orifice. A liquid bridge formed
between the stands of the VCP can be noticed. At t = 15s for Q; = 0.5mLs™ !, the liquid jet
touches the VCP surface, which is caused by the sudden disturbance in the axial acceleration.
Almost for the whole duration of the reduced gravity phase, the liquid jet remains pinned to
the inlet orifice for Q7 < 0.6mLs™!. The thickness of the liquid jet flowing out of the inlet
orifice increases and more liquid deposits on the VCP and its stands for Q; = 0.7mLs™. A
fluctuating liquid jet with varying shapes can be noticed for Q; = 0.8 mLs™!. The liquid jet
touches the stands of the VCP or the VCP plate, due to the disturbances in the three-axes
accelerations at certain time instants. It has to be mentioned that the flow patterns formed from
various volumetric flow rates cannot be compared directly because of the different acceleration
profiles in every parabola.

The liquid filling into the experiment tank with a volumetric flow rate of @ = 5.0mLs! is
compared between two tests in figure 6.10 at different time steps. The first row shows the
results of the test P26D3, which corresponds to an initially empty tank and the second row
shows the results of the test P29D2, which corresponds to a pre-filled tank with an initial liquid
fill height of H; = 35mm. The main aim of these tests was to show that gas-free liquid can be
filled into a tank at higher fill velocities and the liquid-free gas can be vented through the gas
port during the filling. The liquid jet from the inlet pipe hits the VCP and its linear momentum
is diffused. The liquid then flows along the surfaces of the VCP and its stands.
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t=5s t=10s t=15s t=20s t=22s

Figure 6.9: Time series of the flow patterns observed during the liquid filling into an initially
empty tank in reduced gravity for different @y .

For Hy = Omm, the bottom part of the tank is primarily filled. On the other hand, in test
P29D2; the bulk liquid undergoes violent sloshing due to the fluctuations in the accelerations.
The rapid movement of the liquid distorts the optical observation in the tank for H; = 35 mm.
Nevertheless, gas-free liquid filling and liquid-free gas venting were demonstrated, despite the
violent sloshing of the bulk liquid. It was also shown that faster filling of the tank under reduced
gravity can be accomplished by using the VCP.
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t=10s t=15s

Figure 6.10: Comparison of the flow patterns for an initially empty tank (H;, = Omm) and a
pre-filled tank (H; = 35mm) with @ = 5.0mLs™!.

The time series of the flow patterns observed during the liquid filling into the experiment tank
for different @)1 is shown in figure 6.11. All the images correspond to an initial liquid fill height
of H, = 15mm. It can be noticed in figure 6.11 that the part of the tank containing the inlet
pipe and the VCP looks fairly similar to the images from the filling into an initially empty tank
in figure 6.9. This is mainly because of the movement of the bulk liquid already present inside
the tank towards the top and sides of the tank, thereby making the bottom part of the tank
to contain less liquid. At ¢ = 55, some amount of liquid can be seen collected at the top of
the tank, which is caused by the negative acceleration in the z-axis. The upward movement of
the liquid towards the top could not be fully restricted, although the ring baffles were mounted
inside the tank. However, the liquid jet remained pinned to the inlet orifice for a large extent
of time for the tested flow rates, as also observed in the filling tests of an initially empty tank.

A more violent liquid sloshing can be observed inside the tank, when the tank is pre-filled
to an initial liquid fill height of H; = 25mm, as shown in figure 6.12 for different Q.
As a higher volume of liquid is present in the tank, the optical observation is disrupted at
certain time instants. Compared to the drop tower experiments, the design constraints and the
fluctuations in three-axes accelerations made it complicated to establish a smooth and steady
liquid interface in the parabolic flight experiments. Henceforth, the interaction of the liquid jet
with the interface could not be studied in the parabolic flight experiments. The parabolic flight
experiments only served the purpose of qualitatively demonstrating the concept of gas-free
liquid filling and liquid-free gas venting under reduced gravity conditions. Furthermore, the
functionality of the hydraulic loop of the parabolic flight experiment was tested under variable
acceleration conditions. Therefore, the investigation of interface stability could not be carried
out quantitatively.
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P23D2 p—t—=s |
Q =05mLs"

t=5s t=10s t=15s t=20s t=22s

Figure 6.11: Time series of the flow patterns observed during the liquid filling into a pre-filled
tank (Hy = 15mm) in reduced gravity for different Q.

t=5s t=10s t=20s t=22s

Figure 6.12: Time series of the flow patterns observed during the liquid filling into a pre-filled
tank (H; = 25 mm) in reduced gravity for different Q.
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6.4 Numerical simulations

6.4.1 Liquid reorientation

To observe the reorientation of the liquid inside the tank under reduced gravity conditions, a
numerical simulation was carried out for a pre-filled tank with an initial liquid fill height of
H; = 30mm. In this simulation, all the boundaries were defined as walls with no inflow and
outflow. From ¢t = 0s to ¢t = 3, the simulation was run under normal gravity conditions to
allow the development of liquid meniscus at the wall. After that, the gravity was turned off and
the simulation was run further until ¢ = 12s under reduced gravity conditions. Under reduced
gravity conditions, the capillary force becomes dominant and the liquid meniscus starts to rise
at the tank wall and a capillary wave travels from the tank wall towards the centre of the tank.
Due to this effect, the centre point of the liquid interface moves downwards from its original
normal gravity configuration and undergoes an axial sloshing, which dampens with time.

The numerical simulation results of the reorientation of liquid inside the tank under reduced
gravity conditions at different time steps are shown in figure 6.13. The volume fraction of the
liquid is displayed as the contour in figure 6.13. At t = 3's, the interface is at its normal gravity
configuration and at ¢t = 6.5s, the interface takes the shape of a hemisphere with its centre
point closer to the final equilibrium configuration in reduced gravity. At ¢ = 12 the interface
approaches its final equilibrium configuration in reduced gravity.

Liquid Volume Fraction

N | s

0.00 0.25 0.50 0.75 1.00

(@)t=3s (b)t=6.5s (c)t=12s

Figure 6.13: Contours of volume fraction showing the liquid reorientation inside the tank under
reduced gravity conditions at different time steps. The red colour indicates the liquid HFE-7500
and air is shown in blue colour.
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6.4.2 Liquid filling into a pre-filled tank

Further numerical simulations were carried out to study the interface stability in reduced gravity
during the filling of a tank with an initial liquid fill height of H;, = 30 mm. The liquid filling
was started at the simulation time of ¢ = 6.5s and continued until £ = 12s. The time-dependent
behaviour of the liquid interface, which is perturbed by the liquid jet, is shown in figure 6.14
for four different volumetric flow rates. The contours of liquid volume fraction and velocity
magnitude are shown on the left and right part of each sub-figure respectively.

As the capillary pressure of the liquid interface is stronger than the momentum of the liquid
jet for Qr = 1.10mLs™!, a small bulge is created and the perturbation of the interface does
not grow over time and remains at its position. The liquid spreads radially, as its axial path
is hindered. For Q; = 1.20mLs™!, the formation and development of the geyser can be seen
in figure 6.14(e) to 6.14(h). However, the liquid jet momentum is balanced by the capillary
pressure and the growth rate of the geyser declines and settles to a maximum height of about
50mm. A rapid growth of the geyser over time can be observed in figure 6.14(i) to 6.14(1)
for Q; = 1.30mLs™!. The momentum of the liquid jet exceeds the capillary pressure of the
interface, which makes the liquid jet penetrate the interface completely and leads to a geyser
moving towards the tank outlet. However, the duration of the simulation is not long enough
to determine whether @, = 1.30mLs™! can be considered as the critical flow rate. Moreover,
in the drop tower experiment, the disintegration of droplets from the geyser was observed for
Qr = 1.30mLs™!, which could not be seen in the numerical simulations. When the volumetric
inflow rate is increased to Q;, = 1.40mLs™!, the speed of the geyser also increases, which also
induces instability and disintegration into liquid droplets, as seen in figure 6.14(0). Based on
the criterion defined in section 5.3.4.1, the critical flow rate may lie around @Q; = 1.40mLs™!
for H;, = 30mm, as the breakage of droplets is first observed at this flow rate. These droplets
emanating from the geyser touch the tank outlet, as shown in figure 6.14(p).

Assuming the liquid jet to have a radius of 2mm, the capillary pressure can be calculated from
equation 2.29 to be Ap = 16.7 Pa. The liquid jet momentum, which can also be expressed as the
stagnation pressure p v? in the Weber number formulation, is calculated for the flow rates in the
range of 1.10mLs™' < Q; < 1.40mLs~! and given in table 6.1. It can be seen from table 6.1
that the stagnation pressure is lower than the capillary pressure of Ap = 16.7 Pa for the flow
rates of @ = 1.10mLs™! and Q; = 1.20 mLs™!, which restricts the growth of the geyser. The
stagnation pressure is marginally higher than the capillary pressure for Q; = 1.30mLs™! and
it surpasses the capillary pressure for Q; = 1.40mLs™! making the geyser to grow rapidly in
the ullage region.

Table 6.1: Calculation of the stagnation pressure for different ).

No. Qr/mLs™!' wv;/1073ms™! pov?/Pa

1 1.10 87.54 12.41
2 1.20 95.49 14.77
3 1.30 103.45 17.34
4 1.40 111.41 20.11
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Figure 6.14: Time-dependent behaviour of the liquid interface under reduced gravity for
H; = 30mm. The liquid volume fraction is the contour on the left part of the figure and
the right part of the figure shows the velocity magnitude.
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The critical flow rate from the drop tower experiments was found to be Q; = 1.30mLs™! for
H; = 30mm. Therefore, the numerical simulation results of this flow rate have been analysed
further. The liquid jet hits the interface at ¢+ = 6.9s for Q7 = 1.30mLs™!. The contour of
absolute pressure at ¢ = 6.9s is shown in figure 6.15a. It can be observed that the maximum
absolute pressure of 101 337.5 Pa is reached at the centre point of the interface. Because of
the absence of a hydrostatic head in reduced gravity, the bulk liquid region does not exhibit
significant pressure variations. The low-pressure contours of dark blue colour on the interface
indicate a recirculating flow region in figure 6.15a. Above the interface, the ullage region
is filled with air, which is at an atmospheric pressure of 101325Pa. A pressure difference
of Ap = 12.5Pa exists across the interface. According to the Young-Laplace equation, the
pressure difference across the interface with a constant radius of curvature (R; = Ry = R,) is
given in equation 6.1 as

1 1 20
Np=o|—1+—)="2 6.1
p=o (g tm) =7 (6.1
Substituting the pressure difference (Ap = 12.5 Pa) and the surface tension (o = 0.0167 Nm™")

values in equation 6.1, the radius of curvature of the interface R, for Q; = 1.30mLs™! at
t = 6.9s is found to be

2
R, = A—(; =267 x 10°m (6.2)

This curvature radius of R, = 2.67 mm was also confirmed from the numerical simulation results
by manually detecting the radius during the post-processing.

The variation of absolute pressure along the centreline from the tank inlet (¢ = Omm) is
plotted in figure 6.15b. The absolute pressure remains almost constant until z = 14mm. A
steep increase in pressure can be noticed in the deformed region of the interface until the centre
point of the interface, where the pressure reaches its peak value. Beyond that, the absolute
pressure abruptly declines to the atmospheric pressure of air.

The velocity contour with vectors showing the interaction of the liquid jet with the interface is
shown in figure 6.16 for different Q1 at t = 6.9 s during the filling of liquid into a pre-filled tank
with H;, = 30mm. The interface is displayed in grey colour in figure 6.16. The deformation
of the interface increases, as the velocity of the liquid jet increases. The liquid jet is slowed
down, as it begins to spread into the bulk liquid. The liquid jet broadens as it approaches the
interface. The direction of velocity vectors depict the entrainment of the bulk liquid into the
liquid jet near the interface. The circulating flow patterns in the bulk liquid can be observed
near the wall.
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(b) Variation of absolute pressure along the centreline. The
absolute pressure reaches its peak value at the interface.

Figure 6.15: Absolute pressure from the 2D numerical simulations of liquid filling into a
pre-filled tank with H; = 30 mm for Q; = 1.30mLs™! at ¢t = 6.9s.
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Velocity [m s”-1]

0.00 0.02 0.05 0.07 0.10 0.12 0.15 0.17 0.20 0.22

{
b+

(@) Q =1.00mLs", (b) Q,=1.10 mLs™, (c)Q,=1.20mLs",
We, = 0.61 We, = 0.74 We, = 0.88

(d)Q,=1.30mLs", (e)Q,=1.40mLs", (f)Q, =1.50mLs",
We, = 1.04 We, = 1.20 We, = 1.38

Figure 6.16: Velocity contour with vectors showing the interaction of the liquid jet with the
interface for different () with H;, = 30mm at ¢ = 6.9s. The interface is shown in grey colour.
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Z/R[

Figure 6.17: Velocity progression along the centreline for different () with H;, = 30mm at
t =6.9s.

The velocity progression along the centreline is shown in dimensionless form for different ),
with Hy, = 30mm at ¢ = 6.9s in figure 6.17. The centreline velocity decay is plotted up to the
position of the centre point of the interface. Hence, the maximum axial distance (z/R;) of the
curves is different for every flow rate. The centreline velocity begins to decay immediately after
the liquid jet enters the tank. The trend of decay is similar for all the flow rates until z/R; = 3,
after which the decay rate is slower as the liquid jet velocity increases. The centreline velocity
increases between 6 < z/R; < 8 for Q; = 1.00mLs™! before dropping again. In this domain,
the liquid jet broadens up and the flow accelerates locally due to the presence of low-pressure
recirculation regions underneath the interface, as seen in figure 6.16(a). A similar behaviour
of local acceleration of the flow is also observed for the flow rates of Q; = 1.10mLs™! and
Qr = 1.20mLs ™. The comparison of the absolute pressure contours for different flow rates at
t = 6.9s is shown in figure B.1 in the appendix. The absolute pressure contours confirm the
presence of low-pressure regions underneath the interface for Q; < 1.10mLs™!. As the flow rate
is increased, the broadening of the jet near the interface reduces and the interface curvature

changes. The low-pressure regions can be seen near the lowermost point of the interface in
figure B.1(c), (d), (e) and (f).

For flow rates in the range of 1.30mLs ! < @Q; < 1.50mLs™ !, the formation of a geyser
with a convex shape of the interface is prominently noticeable in figure 6.16(d), (e) and
(f). The pressure increases along the centreline below the interface for Q; = 1.30mLs™!,
as shown in figure 6.15b, and this results in a continuous decay of the centreline velocity for
Qr = 1.30mLs ! in figure 6.17. A similar trend of centreline velocity decay is observed for the
flow rates of Q; = 1.40mLs™! and Q; = 1.50 mLs™ !,
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The velocity profiles at different locations downstream of the tank inlet are shown in
dimensionless form in figure 6.18 for H;, = 30 mm and different ;. All the plots correspond
to the simulation time of ¢ = 6.9s, when the liquid jet perturbs the interface. At the tank
inlet (z/R; = 0), the velocity profile is not yet fully parabolic, as the ratio of axial velocity v,
and centreline velocity v,,., is smaller than 1 (vz [Vmaz < 1) on the centreline (r/R; = 0). The
velocity profile changes downstream from the tank inlet and the deceleration of the liquid jet
can be identified from the reduction in the axial velocity further downstream in figure 6.18a. At
any given downstream location (z/R;), the centreline velocity increases with the flow rate. An
exception is for @ = 1.00mLs™! at z/R; = 7.5, where an enlarged velocity profile illustrates
the spreading of the jet. Due to the local acceleration, the axial velocity increases at z/R; = 7.5,
as depicted by the black curve for Q; = 1.00mLs™! in figure 6.18a. A continuous decay in
the centreline velocity downstream from the tank inlet can be confirmed for the flow rates of
Qr = 1.30mLs™! and Q7 = 1.50mLs~! in figures 6.18b and 6.18c respectively. The velocity
profiles display a similar shape for z/R; < 7.5 with higher flow rates of Q; = 1.30mLs™! and
Qr = 1.50mLs™!. The flattening of the velocity profile is evident for Q; = 1.50mLs™!, as
the liquid jet diffuses into the bulk liquid. Apart from the velocity profiles that exhibit the jet
broadening, all the other velocity profiles coincide with each other at r/R; = +0.8 for all the
flow rates having a value of v, /vy4. & 0.4.
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Figure 6.18: Velocity profiles at different locations downstream of the tank inlet for different
@ with Hy, = 30mm at t = 6.9s.
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Figure 6.19 shows the velocity contour with vectors depicting the spreading of the liquid jet
inside the bulk liquid with H; = 30 mm for different Q);, at t = 6.9s. The pink-coloured contour
represents the boundary of the liquid jet, where its axial velocity is zero (v, = 0ms™!). The
jet boundary is displayed from the tank inlet to the liquid interface. It can be noticed that
the liquid jet begins to spread, as soon as it enters the tank. The spreading angle widens as
the jet approaches the interface and a bulged shape of the jet boundary can be noticed for
Qr = 1.30mLs™! and Q = 1.50mLs™! in figures 6.19(b) and (c) respectively. The velocity
vectors depict the entrainment of the bulk liquid into the liquid jet, which causes the jet
boundary to bulge.

Velocity [m s*-1]

0.00 0.02 0.05 0.07 0.10 0.12 0.15 0.17 0.20 0.22

L)
i

(@) Q,=1.00mLs", (b) Q,=1.30mLs", (c)Q,=1.50mLs",
We, = 0.61 We, = 1.04 We, = 1.38

Figure 6.19: Spreading of the liquid jet depicted using velocity contour with vectors for different

@ with H;, = 30mm at ¢t = 6.9s. The pink contour indicates the boundary of the spreading
jet.
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6.4.3 Liquid filling into an initially empty tank

In some scenarios, the propellant depot tanks or spacecraft tanks that are fully empty have
to be refilled in reduced gravity. In order to understand the filling of an initially empty tank
by observing the behaviour of an incoming liquid jet, numerical simulations were carried out
under reduced gravity conditions for 9s by initializing the tank completely with air. The
simulations were tested for different volumetric flow rates of the liquid HFE-7500 in the range
of 1.00mLs™ < @Q; < 1.50mLs™!. The corresponding mass flow rates were defined as the
inlet boundary condition. The liquid volume fraction and velocity contours of the filling of an
initially empty tank in reduced gravity are shown in figure 6.20 for different volumetric flow
rates at t = 9s.

For a volumetric flow rate of Q7 = 1.00mLs™!, the liquid jet forms a small bulge near the tank
inlet and flows radially towards the tank wall. The liquid rising at the wall can be observed
in figure 6.20(a). The axial flow surpasses the radial flow and the liquid jet forms a geyser
for Qr = 1.10mLs™!, which grows and stabilizes at a certain height. A continuously growing
geyser, that moves towards the tank outlet, is observed for Q; = 1.20mLs™!. Beyond this, as
the flow rate increases, the growth rate of the geyser also increases followed by the disintegration
of the geyser into droplets, as seen in the case of the pre-filled tank with H;, = 30 mm. The
liquid droplets touch the outlet port of the tank and also spread radially on the top wall, as
seen in figures 6.20(d), (e) and (f). The critical flow rate is expected to be in the range of
1.20mLs™ < @ < 1.30mLs™!, as the breakage of droplets occurs for Q; = 1.30mLs .
Furthermore, the flow rates of Q; > 1.30mLs™! can be categorized as supercritical flow rates
for the liquid filling into an initially empty tank.
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Figure 6.20: Liquid filling into an initially empty tank under reduced gravity. All the figures
correspond to the simulation time of ¢ = 9s. The liquid volume fraction is the contour in the
left part of the figure and the velocity magnitude is the contour in the right part of the figure.
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Figure 6.21: Evolution of the centre point of the interface during the filling of an initially empty
tank in reduced gravity.

The centre point of the liquid interface during the filling of liquid into an initially empty tank is
plotted against time for different volumetric flow rates in figure 6.21. The plots are shown from
the time instant the liquid jet exits the inlet pipe and enters the tank. The centre point of the
liquid interface remains almost constant over time for Q, = 1.00mLs™!. For Q; = 1.10mLs™!,
the liquid jet forms a geyser, that grows to a maximum height of z. = 20.1 mm. A steady
increase in geyser height with time is observed for @, = 1.20mLs™!. For higher volumetric
flow rates in the range of 1.30mLs™! < @ < 1.50mLs™!, the curves in figure 6.21 imply a rapid
development of geysers and these curves are plotted until the time when the geyser remains
intact and droplets are not formed. For Q;, = 1.30mLs™!, the geyser becomes unstable and
disintegrates into droplets after t = 3.7s. For Q7 > 1.30mLs™!, the detachment of droplets
occurs earlier with an increase in flow rate.
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6.5 Comparison between the drop tower experiments
and numerical simulations

According to Friese et al. 2019 [34], the final equilibrium position of the centre point of the
interface in reduced gravity can be found from equation 2.34. Therefore, for a tank radius of
Ry = 30mm and an initial liquid fill height of H; = 30 mm, the centre point position at its final
equilibrium configuration in reduced gravity is 20 mm. The centre point oscillation during the
reorientation of liquid under reduced gravity is compared between the drop tower experiment
F31 and the numerical simulation for H;, = 30 mm in figure 6.22. The centre point position is
shown in green colour for the experiment and in red colour for the simulation. The initial and
final positions are marked by dashed horizontal lines in figure 6.22. The reduced gravity begins
at time ¢ = 0s and ends at ¢ = 9s.

Immediately after the reduction of gravity, the centre point moves upwards first and then begins
to move downwards. This phenomenon could be observed clearly in the numerical simulation,
but not in the experiment. While the capillary wave hinders the detection of the centre point in
the experiment for the first few milliseconds in reduced gravity, the centre point steadily moves
downwards in the simulation. The first pass of the centre point across the final equilibrium
configuration is at ¢ = 0.5s from the numerical simulation, which is lower than the equilibrium
time of t; = 0.67s calculated for the given tank geometry and liquid from the correlation
reported by Siegert et al. 1964 [78]. In the experiment, the equilibrium time was found to
be t, = 0.68s. A clear offset can be noticed between the simulation and experiment curves.
Although the oscillation amplitudes are higher in the simulation than in the experiment, at
t = 3.5s, the centre point positions from both experiment and simulation lie closer to each
other. After t = 8s, the oscillations dampen and the centre point can be seen tending towards
the final equilibrium configuration in reduced gravity. At t = 9s, the centre point position is
predicted well by the simulation and is in good agreement with both experiment and theoretical
value, as compared in table 6.2. After the centre point crosses the final equilibrium position,
the oscillation from the simulation contains three maxima, whereas the experimental curve
contains only two maxima before they dampen out. Furthermore, the period of oscillation was
calculated to be T, = 3s in both experiment and simulation. This results in an oscillation
frequency of f = 0.3 Hz in both experiment and simulation.

Table 6.2: Comparison of the centre point position at its final equilibrium configuration in
reduced gravity at t = 9s.

No. Method Z¢,0g/ MM

1 Theory (Friese et al. 2019 [34]) 20.0
2 Experiment - F31 (after correction) 19.940.3

3 Numerical simulation 19.9
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Figure 6.22: Comparison of the centre point oscillation between the drop tower experiment and
numerical simulation during the reorientation of liquid inside the experiment tank under reduced
gravity for H;, = 30mm. The dashed horizontal lines mark the initial and final positions of
the centre point. The solid vertical line indicates the start of reduced gravity. The first dashed
vertical line from the left corresponds to the equilibrium time ¢, in reduced gravity and the
second dashed vertical line depicts the start of liquid filling.

The position of the centre point of the geyser is measured from the origin of the tank, as shown
in figure 5.4b. This position, which is also called the geyser height, is compared between the
drop tower experiments and numerical simulations for H;, = 30 mm in figure 6.23. The time
frame of the simulations is synchronized with the drop tower experiments, such that the plot
can be generated for the reduced gravity time between ¢t = 3.5s and ¢ = 9s. The solid curves
represent the experiment data and the dotted curves illustrate the simulations in figure 6.23.
The plot compares the centre point position of the geyser for four different inlet Weber numbers.
The experimental curves for We; = 1.04, We; = 1.38 and the simulation curve for We; = 1.38
are respectively plotted only until the point the geyser does not disintegrate into droplets. The
geyser height from the simulation is lower than the experiment for We; = 0.74. After ¢ = 5,
the numerical simulations over-predict the geyser height than the experiments for We; = 0.88
and We; = 1.04. The oscillations of the geyser, which were observed in the experiments, could
not be reproduced in the 2D simulations. Therefore, in the simulations, the geyser continuously
grows without the breakage of droplets for We; = 1.04. The trend of the simulation matches
with the experiment for We; = 1.38. However, the breakage of the first droplet occurs only
after £ = 5.2s in the simulation, as against ¢ = 4.1s in the experiment. The mean percentage
deviation in the geyser height values between the 2D numerical simulations and drop tower
experiments for H;, = 30mm was found to be approximately 11.3 %.
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Figure 6.23: Comparison of the geyser height between the drop tower experiments and
numerical simulations during the filling of a pre-filled tank with H; = 30mm. The solid
curves represent the experiment data and the simulation results are presented as dotted curves.

The flow patterns formed due to the interaction of the liquid jet with the interface are compared
between the numerical simulations and drop tower experiments in figure 6.24 for different
volumetric flow rates (), with an initial liquid fill height of H; = 30mm. The simulation
figures correspond to a simulation time of ¢ = 12s in reduced gravity, which is equivalent to
t = 9s in the experiments. The flow direction is in the +z direction. The contour plots of the
simulations in figure 6.24 are divided into two halves, with the liquid volume fraction as the
left contour and the velocity magnitude as the right contour.

The simulation replicates the perturbation of the interface and formation of a small bulge
at the centre of the tank for Q; = 1.10mLs™!, as observed in the drop tower experiment.
For Q; = 1.20mLs™!, the geyser oscillates and surface waves are formed in the experiment.
On the other hand, in the simulations, the oscillation of the geyser is not captured and the
geyser reaches a maximum height of 50 mm and remains stable. The simulation results for
Qr = 1.30mLs! show that the geyser height increases continuously with time and the liquid
jet moves towards the outlet of the tank without any disintegration of droplets. However, in
the experiment for Q@ = 1.30mLs™!, which is considered as the critical flow rate, the liquid jet
becomes unstable and breaks into droplets. The instability of the liquid jet and disintegration
of droplets are captured in the simulation for the supercritical flow rate of Q; = 1.50mLs™!.
However, in the experiment, the breakage of droplets occurs earlier than in the simulation.
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Figure 6.24: Comparison of the geyser patterns between the numerical simulations (top) and
drop tower experiments (bottom) for different @7, with H;, = 30 mm. In the simulation results,
the contour is liquid volume fraction in the left and velocity magnitude in the right.

It can be summarized that the 2D numerical simulations do not reproduce the geyser shape,
geyser oscillations and disintegration of droplets very well. Furthermore, the critical flow rate,
at which the interface becomes unstable, is over-predicted in the simulations. It has to be
noted that the geyser formation and development are 3D phenomena, as the geyser oscillates
and creates surface waves and disintegrates into droplets when it becomes unstable. In order
to fully model all the effects, a very high spatial and temporal resolution of the computational
domain would be required.
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6.6 Parametric study

Despite the deviation between the simulation and experimental results, a parametric study was
conducted by varying the initial liquid fill heights H;. Therefore, the numerical simulations were
carried out with different initial liquid fill heights of H;, = 15mm, Hy = 45mm, H; = 60 mm
and with the same volumetric flow rates in the range of 1.00mLs™! < Q; < 1.50mLs~!. The
test matrix of the simulations can be referred to in table 5.2. The simulation results of the
parametric study are discussed in two parts.

In the first part, the flow patterns formed during the liquid filling into a pre-filled tank with
different volumetric flow rates )y are shown for initial liquid fill heights of H;, = 15mm,
H; = 45mm and H; = 60mm. The contours of liquid volume fraction and velocity magnitude
are shown on the left and right part of all the figures respectively. All the figures are shown for
the simulation time of ¢ = 12, which in turn corresponds to a reduced gravity time of 9s. In
the second part, the plots of centre point evolution over time are shown for different (); and
all Hy,. The trends of geyser height development are discussed for every Hj with the help of
these plots.

Figure 6.25 shows the flow patterns formed during the liquid filling into a pre-filled tank with
an initial liquid fill height of H; = 15mm for different volumetric flow rates @);. The volume
of bulk liquid present in the tank is smaller and as a result of reorientation, the liquid jet
travels a shorter distance in the bulk liquid before it interacts with the interface. The flow
rates of Q@ = 1.00mLs™! and Q; = 1.10mLs™! are subcritical because they do not exhibit a
significant growth of geysers along the z-axis. Furthermore, for Q; = 1.20mLs™!, the liquid
jet momentum overcomes the capillary pressure of the interface and the geyser growth is very
evident, as it moves towards the tank outlet. The geyser remains still intact and does not
disintegrate into droplets for Q; = 1.20mLs™!. A clear instability behaviour can be observed
in figure 6.25(d) for Q7 = 1.30mLs™!, where the liquid jet disintegrates and new droplets are
formed. This shows that the critical flow rate may be located around Q; = 1.30mLs™! for
H; = 15mm. For Q; = 1.40mLs™!, the liquid jet with a wavy structure can be noticed in
figure 6.25(e). These disturbances in the jet lead to the breakage of droplets, which then touch
the outlet of the tank. The shapes of the droplets differ from each other in figure 6.25(f) and
the spreading of liquid on the top wall can also be seen for Q; = 1.50mLs™!.

The flow patterns for H;, = 45mm are shown in figure 6.26 for different ();. The liquid jet
only creates a tiny bulge above the interface for Q; = 1.00mLs™! and Q; = 1.10mLs™!. The
linear momentum of the liquid jet is not strong enough to form a geyser. The liquid meniscus
rises primarily along the wall. A geyser is created for Q; = 1.20mLs™!, which only grows to
a marginal height and stabilizes at its position. A grown geyser, that is approaching the tank
outlet, can be noticed in figure 6.26(d) for Q7 = 1.30mLs™!. The liquid jet touches the outlet
port for higher flow rates of Q; = 1.40mLs ™! and Q; = 1.50mLs~!. The distance available for
the liquid jet to freely move in the ullage region is limited due to the tank height. A perturbed
liquid jet can be seen for Q@ = 1.50mLs™ ! in figure 6.26(f).
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Figure 6.25: Flow patterns formed for different ()7, during the liquid filling into a tank with an
initial liquid fill height of H;, = 15mm. All the figures correspond to the simulation time of
t = 12s. The liquid volume fraction is the contour in the left part of the figure and the velocity
magnitude is the contour in the right part of the figure.
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Figure 6.26: Flow patterns formed for different (), during the liquid filling into a tank with an
initial liquid fill height of Hy = 45mm. All the figures correspond to the simulation time of
t = 12s. The liquid volume fraction is the contour in the left part of the figure and the velocity
magnitude is the contour in the right part of the figure.

The flow patterns for Hy, = 60 mm are shown in figure 6.27 for different ). Due to a higher
volume of bulk liquid present inside the tank, the incoming liquid jet has to travel a longer
distance before reaching the interface. The spreading of the liquid jet as it travels through the
bulk liquid can be noticed in the velocity contours on the right side of figure 6.27. Only a small
perturbation of the interface is observed for Q@ < 1.20mLs™!. A growing geyser is formed for
Qr = 1.30mLs™
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Figure 6.27: Flow patterns formed for different (), during the liquid filling into a tank with an
initial liquid fill height of Hy = 60mm. All the figures correspond to the simulation time of
t = 12s. The liquid volume fraction is the contour in the left part of the figure and the velocity
magnitude is the contour in the right part of the figure.

As the ullage region is smaller for the liquid jet to freely develop after penetrating the interface,
the jet touches the tank outlet faster for a higher flow rate of Q@ = 1.40mLs~!. A perturbed
liquid jet impinging on the tank outlet can be observed for the flow rate of Q; = 1.50mLs™!
in figure 6.27(f). In appendix section B, the interaction of the liquid jet with the interface
is shown with the help of velocity contour and vectors in figure B.2 for Hy = 60mm. The
corresponding centreline velocity progression in dimensionless form is plotted in figure B.3.
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The evolution of the centre point of the interface over time is plotted in figure 6.28 for all the
initial liquid fill heights H; and volumetric flow rates ); that have been considered for the
numerical simulations. The plot 6.28a is shown from t = 1.5s to t = 9s for H, = Omm. All
the other plots are shown from ¢ = 6.5s to ¢t = 12s. For some flow rates, the geyser height
curves are plotted until the time instant the geyser remains intact and does not disintegrate
into droplets or until the time instant the geyser touches the tank outlet. Although the plots
for H, = 0mm and H; = 30 mm were already discussed in previous sections, they are repeated
here for comparison purposes.

In figure 6.28a for H; = 0mm, the centre point evolution curves of Q; = 1.00mLs™! and

Qr = 1.10mLs™! depict that the centre point positions lie under the height of z. = 20 mm.
The curve for Q; = 1.20mLs™! shows a continuous growth of the geyser. However, as
the simulations were run only until ¢ = 9s, it could not be confirmed if the geyser would
eventually break into droplets or stabilize at a certain height. For Q; = 1.30mLs™ !, the geyser
disintegrates into droplets after ¢ = 3.7s. Hence, the critical flow rate for H;, = Omm can
be predicted to be between Qr = 1.20mLs™! and Q; = 1.30mLs~!. A sharp increase in the
geyser height can be observed for the flow rates of @7, > 1.30mLs™!. An increase in flow rate
leads to an early disintegration of the droplets from the geyser. In appendix section B, the
decay of the centreline velocity is presented in figure B.4 for H;, = 0 mm.

The characteristics of the geyser height curves can be clearly distinguished in figure 6.28b
for H;, = 15mm. While the centre point of the interface oscillates around z. = 10 mm for
Qr = 1.00mLs™ !, it only reaches a maximum height of z, = 26.4mm for Q; = 1.10mLs™!. A
characteristic curve with a decreasing slope tending towards an equilibrium height is observed
for Q; = 1.20mLs™!. Similar to H;, = Omm in figure 6.28a, the breakage of the first droplet
from the geyser is observed for the flow rate of @; = 1.30mLs!, which implies that the
critical flow rate for H;, = 15mm lies between Q; = 1.20mLs™! and Q; = 1.30mLs™!. In
the supercritical regime of Q; > 1.30mLs™!, the jet breakup height and time are inversely
proportional to the flow rate ().

As can be seen from figure 6.28c for the flow rates of Q; = 1.00mLs™! and Q; = 1.10mLs™,
the geyser does not grow beyond the initial liquid fill height of Hy = 30 mm and shows a
fluctuating behaviour, whereas for Q; = 1.20mLs™!, the geyser grows to a maximum height
of z. = 48.8mm. A sharp rise in the geyser height without any breakage of droplets can be
noticed for @ = 1.30mLs™!. The geyser travels rapidly for Q; = 1.40mLs™! and reaches a
maximum height of z. = 86 mm, before breaking into droplets. Therefore, it can be said that
the critical flow rate is approximately around @Q; = 1.40mLs™! for H; = 30mm. An early

breakup of the geyser takes place at t = 8.3s for Q@ = 1.50mLs™!.

Figure 6.28d shows the geyser height curves for H, = 45mm. The geyser climbs to the
maximum height of only 5.5mm above the initial liquid fill height of H;, = 45mm in the
subcritical flow regime of @Q; < 1.20mLs~!. For @, = 1.30mLs™!, the geyser shows a
significant growth without any formation of droplets. The geyser touches the tank outlet port
at t = 10.3s for Q; = 1.40mLs™!, as depicted by the green curve in figure 6.28d. Furthermore,
the first breakup of the geyser into droplets occurs closer to the tank outlet at ¢ = 8.6s for
Qr = 1.50mLs™!. Hence, the critical flow rate for H; = 45mm is predicted to be around

Qr = 1.50mLs .
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The centre point evolution curves display a comparable trend for @Q; < 1.20mLs™! in
figure 6.28e for H, = 60mm. A pronounced growth in the geyser height can be noticed for

r = 1.30mLs™!. However, it neither breaks into droplets nor grows beyond the height of
about 80 mm until ¢ = 12s. Therefore, all the flow rates in the range of Q; < 1.30mLs™! can
be classified as subcritical flow rates, where the interface remains stable. The geyser touches the
tank outlet at t = 9.9s for Q;, = 1.40mLs ! and at ¢t = 8.4s for Q;, = 1.50 mL s~ respectively.
As there was no disintegration of droplets from the geyser observed for the tested flow rates,
the critical flow rate could not be determined for H; = 60 mm from the numerical simulations.

By comparing the plots of all the initial liquid fill heights Hp, it can be noticed that the
geyser development exhibits nearly asymptotic behaviour in the subcritical flow regime. The
critical regime is characterized by faster growth, followed by the breakage of droplets. In the
supercritical flow regime, the geyser height increases sharply, which leads to an early breakup
into droplets.
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Figure 6.28: The numerical simulation results showing the evolution of the centre point of the
interface over time for different H; and Q.
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6.7 Refinement of the volumetric flow rate Q; and initial
liquid fill height H,

It can be noticed that a significant variation in the critical flow rates with respect to the
initial liquid fill heights H}, could not be determined from the parametric study performed so
far, which makes it difficult to observe the effect of initial liquid fill height H; on the critical
Weber number We; .. Therefore, the step size of the inlet volumetric flow rate ()1, needs to be
decreased, in order to identify the critical flow rates more precisely in the numerical simulations.
Furthermore, new initial liquid fill heights of H;, = 7.5mm, H; = 22.5mm, H;, = 37.5mm
and H;, = 52.5mm were taken into account, to find a correlation between the critical Weber
number We; ., and the initial liquid fill height H;. The numerical simulations for the new fill
heights of H;, = 7.5mm, H; = 22.5mm and H; = 37.5mm were carried out with the same
volumetric flow rates in the range of 1.00mLs™! < Q; < 1.50mLs™ !, as it was done for the
other fill heights discussed in section 6.6. For higher initial liquid fill heights of H; = 52.5 mm
and H; = 60.0mm, the range was increased to 1.00mLs™! < @, < 1.60mLs™?, in order to
detect the disintegration of droplets.

Then, the volumetric flow rates were refined in the range, where the liquid interface is sensitive
to the flow rate and the geyser height curves display a significant change in shape, as seen
in figure 6.28. The step size for the refinement of the volumetric flow rate was chosen as
AQp = 0.01mLs™!. Table 6.3 shows the range in which the refinement of the volumetric flow
rate was performed for all the initial liquid fill heights.

Table 6.3: The range in which the volumetric flow rates were refined with a step size of
AQp = 0.01mLs™? for different initial liquid fill heights H;,.

Refinement range of

No. Hp/mm Qr/mLs™!
1 0.0 1.10-1.30
2 7.5 1.10-1.30
3 15.0 1.10-1.30
4 22.5 1.20-1.40
5 30.0 1.20-1.40
6 37.5 1.30-1.50
7 45.0 1.30-1.50
3 92.5 1.40-1.60
9 60.0 1.40-1.60

After performing the numerical simulations with refined volumetric flow rates, the plots of the
centre point evolution over time are shown in figure 6.29 for the initial liquid fill heights of
H; =15mm, H;, = 30mm and H; = 60 mm. The plots are shown for the range of flow rates
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that have been refined, as listed in table 6.3. The curves corresponding to the coarse flow rates
discussed in the previous section 6.6 are shown as thick lines in figure 6.29. Additionally, the
flow rate at which the first breakage of a droplet is observed is also depicted by a thick line.

The growth of the geyser with respect to the flow rate can be identified from the pattern of
curves in figure 6.29a for H; = 15mm. The curves show an asymptotic behaviour for flow
rates in the range of 1.10mLs™! < Q; < 1.20mLs™!. A smooth increase in the geyser height
can be observed for flow rates in the range of 1.20mLs™' < @ < 1.27mLs™!. The geyser
becomes unstable and the first droplet disintegrates from the geyser for Q; = 1.28 mLs™! at
t = 11.2s, which makes it the critical flow rate for H; = 15mm. The patterns of the geyser
height curves for H;, = 30mm look similar to H;, = 15mm in figure 6.29b. The liquid jet
touches the tank outlet for Q; = 1.36 mLs™! at t = 11.7s. The critical flow rate is found to
be Q; = 1.37mLs™!, where the first droplet is detached from the geyser at t = 10.6s. As the
flow rate increases, the breakup time of the droplet decreases. Figure 6.29¢ shows that for all
the flow rates in the refinement range of 1.40mLs™! < Q7 < 1.60mLs™!, the liquid jet touches
the tank outlet for H;, = 60 mm. As the flow rate increases, the time taken by the liquid jet to
reach the tank outlet decreases. A steep increase in the geyser height can also be noticed for
higher flow rates. However, the critical flow rate could not be determined for H;, = 60 mm, as
no disintegration of droplets was observed for these flow rates. If the tank height is increased,
it would be possible to see the instability of the liquid jet and the formation of droplets. In
case of a no-vent filling, the liquid jet that impinges on the top surface of the tank would help
to cool down the tank walls. The plots for the remaining fill heights can be found in figure B.5
in the appendix section B.1.

The flow patterns formed during the disintegration of the first droplet are shown in figure 6.30
for every initial liquid fill height H;. The corresponding critical flow rate and the time at
which the breakup of a droplet occurs are also given in figure 6.30. The contours of liquid
volume fraction and velocity magnitude are shown in the left and right parts of the figures
respectively. The higher fill heights of Hy = 52.5 mm and H; = 60 mm have been excluded from
figure 6.30. Although the first disintegration of a droplet was observed for Hy = 52.5mm at
Qr = 1.50mLs™ !, it could not be detected for other higher flow rates at Q; > 1.50mLs~!. The
behaviour of the liquid jet touching the outlet of the tank without any disintegration of a droplet
was noticed in all the flow rates in the refinement range of 1.40mLs™! < @ < 1.60mLs™!.
The corresponding plot of the geyser height over time for H;, = 52.5mm can be referred to
in figure B.5f in the appendix section B.1. Furthermore, no breakage of droplets was observed
before the liquid jet reaches the tank outlet for H;, = 60 mm, which can also be interpreted
from figure 6.29c. Therefore, the critical flow rate could not be precisely determined from the
numerical simulations for H; = 52.5 mm and H; = 60 mm.

In figure 6.30, it can be noted that the critical flow rate increases with initial liquid fill height.
Furthermore, for pre-filled tanks, the droplet breakup height also increases with fill height. For
lower fill heights of H;, < 30mm, the shape of the droplets appears like a prolate spheroid
right after disintegrating from the geyser. For higher fill heights of H; > 37.5 mm, the droplets
already touch the tank outlet when they break up from the geyser. Above the initial liquid fill
height of H;, > 15mm, the droplet breakup time is inversely proportional to the critical flow
rate.

121



Chapter 6. Results and Discussion

80
0 5 Qr/mLs™?
é; — .10 1.21
60 B é —— {|— 1 — 12
/ T | 112 1.23
50 /‘ | 11 1.24
540 Z ;fffﬁ: — 114 — 125
. '—"—‘—’—— _— . — .
¥ - | —in
= —— 117 =— 128
20 — 118 1.29
oE — 119 = 130
| —_— 120
1
0765 70 7.5 80 85 90 95 100 105 110 115 12,0
t/s
(a) H, = 15mm
P apklontlat Ll ad s SERgsge Qn/mLs
% = | |=—120 131
80 ~— 121 —— 1.32
70 //Z_;// — 122 — 133
. jﬁjz 123 —— 1.34
£ 00 e ——— 124 —— 135
T 50 = —— 125 —— 136
== — 126 m— 137
40 /’/ — 127 — 138
30 — 128 —— 139
w0k 129 == 1.40
—_— 1.30
0565 70 75 80 85 9.0 05 100 105 11.0 115 12,0
t/s
(b) Hr, = 30 mm
100 ‘
Tank outlet S i Qr/mLs™!
90 — 1.40 1.51
141 —— 152
<0 142 —— 153
143 —— 154
§ - 14— 155
= 145  —— 1.56
146 —— 157
60 147 —— 158
148 —— 1.59
50 149 w160
—_— 150
40
65 70 75 80 85 90 95 100
t/s

(¢) Hr, = 60 mm

Figure 6.29: Evolution of the centre point over time for different
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Liquid Volume Fraction Velocity [m s-1]

HE "I .
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(@H.=0 (d) H, = 22.5 mm,
Q =1. Q =133mLs",
We,_=0. We,_=1.09,
t=7. t=10.7s

(e) H, =30 mm, (f) H, = 37.5 mm, (g) H, =45 mm,
Q =1.37mLs", Q =145mLs", Q =148mLs",
We, =1.15, We, =1.29, We,  =1.35,
t=10.6s t=95s t=88s

Figure 6.30: The flow patterns formed during the disintegration of the first droplet
corresponding to the critical flow rate for every Hy. The liquid volume fraction is the contour
in the left part of the figure and the velocity magnitude is the contour in the right part of the
figure. The time at which the first droplet disintegrates is also mentioned.

The critical flow rates determined from the refined 2D numerical simulations are summarized
in table 6.4 for different initial liquid fill heights Hy. Additionally, the dimensionless numbers
corresponding to the critical flow rates are also listed in table 6.4. As the disintegration
of droplets could not be detected from the numerical simulations for H;, = 52.5mm and
H; = 60mm, the critical flow rates for those fill heights are not included in table 6.4. After
performing the refinement of the flow rate and fill height, the direct dependency of the critical
Weber number on the initial liquid fill height can be identified from table 6.4.
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As the initial liquid fill height H increases, the critical flow rate () also increases, which in
turn leads to an increase in the critical Weber number and Reynolds number. Furthermore, the
time at which the first droplet disintegrates from the geyser is given as ¢, in table 6.4, where
ty is calculated as the droplet breakup time after the start of liquid filling in the experiments
and simulations under reduced gravity conditions. The maximum height reached by the geyser
before it disintegrates into droplets is called the critical geyser height z.. and it is also listed in
table 6.4. For comparison, the results of the critical flow rate from the drop tower experiments
are included in the last row of table 6.4. For the filling of liquid into an initially empty tank,
the droplet detaches from the geyser only at ¢, = 7.3s, as the liquid jet travels through the
inlet pipe and takes about 2s to enter the tank.

From the numerical simulation results of pre-filled tanks with H; > 0 mm, the critical geyser
height at which the droplet disintegrates is directly proportional to the initial liquid fill height
H;. With an increase in the critical flow rate, the droplet breakup time reduces for fill heights
of H, > 15mm. Even though the critical flow rates are different between the drop tower
experiment F24 and the numerical simulation for H;, = 30mm, it can be noticed that the
disintegration of the first droplet is delayed by about 2.4 s in the numerical simulation compared
to the drop tower experiment. Moreover, the critical geyser height is almost 1.8 times higher
in the simulation than in the drop tower experiment. This again confirms the over-prediction
of the 2D numerical simulations in comparison to the drop tower experiments.

Although the disintegration of droplets was chosen as the criterion to determine the critical
flow rate in the 2D numerical simulations, it has to be mentioned that the 3D simulations
with a higher mesh resolution would predict the droplet breakup height, breakup time and
geyser dynamics more precisely. In that regard, the critical flow rates to be found from the 3D
simulations may vary from the ones found from the 2D simulations in this thesis.

Table 6.4: Summary of the refined simulation results for different initial liquid fill heights
Hj, showing the critical flow rates at which the interface becomes unstable. For comparison,
the drop tower experiment F24 is included as item 8. The time at which the first droplet
disintegrates from the geyser t, and its corresponding critical geyser height z.. are also listed.
NS denotes the numerical simulations and DTE denotes the drop tower experiment.

Method No. Hp/mm Q@Qp/mLs™' t,/s z.,/mm We;, Re

1 0.0 1.24 7.3 69.1 0.94 511.54

2 7.5 1.26 3.6 53.0 0.98  519.79

NS 3 15.0 1.28 4.7 68.5 1.01  528.04
4 22.5 1.33 4.2 75.0 1.09  548.66

3 30.0 1.37 4.1 84.3 1.15  565.17

6 37.5 1.45 3.0 93.1 1.29  598.17

7 45.0 1.48 2.3 93.8 1.35  610.54

DTE 8 30.0 1.30 1.7 47.3 1.04  536.29
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6.8 Comparison with the existing literature

The drop tower experiment data (test F24) and the numerical simulation results
from table 6.4 are compared for the critical Weber number We;, with the existing
literature from Symons et al. 1968 [86], Symons 1969 [83], Symons 1970 [84] and
Symons and Staskus 1971 [87]. Symons 1969 [83] and Symons and Staskus 1971 [87] did not
report the initial liquid fill height H}, in normal gravity. Alternatively, the height of the liquid
interface H; at the start of the liquid filling in microgravity was used by them. Therefore, the
dimensionless number 11y = H;/R; instead of II; is used for the comparison.

The data points are given in table 6.6 and are sorted in the ascending order of the inlet
Weber number Il for each author. All the data points in table 6.6 correspond to an unstable
interface. The mean inlet velocity v; for the critical Weber number is compiled together with
the dimensionless numbers Ilg, II5, II5, II3 and II;. The dimensionless number I3 has the limits
of 1 <II3 < 2. A uniform velocity profile has II3 = 1.0 and a parabolic (fully developed) profile
leads to II3 = 2.0. Symons et al. 1968 [86], Symons 1969 [83] and Symons 1970 [84] mentioned
partially parabolic profile without a specific definition. Therefore, the value of II3 = 1.5 is
assigned to the data of these authors in table 6.6.

Three test liquids are used in the comparison and their properties are listed in table 6.5. The
properties of the test liquids ethanol and trichlorotrifluoroethane (TCTFE) are given for the
liquid temperature of T;, = 20°C and the properties for HFE-7500 correspond to the liquid
temperature of T, = 25°C.

Table 6.5: Properties of the test liquids used in this study and in the literature.

Ty Liquid p 1 o

°C kgm™ kgm !'s! Nm!
25 HFE-7500 1620 0.00125  0.0167
20  Ethanol 790 0.00120  0.0223
20 TCTFE 1580 0.00070  0.0186
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Table 6.6: Comparison of dimensionless numbers between drop tower experiment (DTE) F24,
numerical simulations (NS) and literature data. All the data points correspond to an unstable
interface. The definitions for the IT-numbers are repeated for convenience: Iy = pv?R;/20,

H5 = QPUIR]/[L, H2 = R[/RT, Hg = Umax/vj7 H4 = H]/R[.

No. Author  Liquid vr I, II5 11, JNES 114
mm s~}
1 DTE - yep 7500 1035 1.04 536.29  0.07 2.0 9.8
(F24)
2 98.7 0.94 511.54  0.07 2.0 0.0
3 100.3 0.98 519.79  0.07 2.0 0.1
4 101.9 1.01 528.04  0.07 2.0 2.1
5 NS HFE-7500 105.8 1.09 548.66  0.07 2.0 5.9
6 109.0 1.15 565.17  0.07 2.0 9.7
7 115.4 1.29 598.17  0.07 2.0 13.5
8 117.8 1.35 610.54  0.07 2.0 17.3
9 129.0 1.18 679.40  0.10 1.5 0.0
10 Symons 160.0 1.36 632.0 0.10 1.5 0.0
11 etal Lo 199.0 1.40 524.03  0.05 1.5 0.0
12 1968 141.0 1.41 742.60  0.20 1.5 0.0
13 [36] 236.0 1.97 621.47  0.10 1.5 0.0
14 119.0 2.01 125347  0.20 1.5 0.0
15 g 89.5 1.36  1616.11  0.10 1.5 0.0
16 ymolns 139.0 1.64  1254.97  0.10 1.5 0.0
17 eltggé TCTFE 815 1.69 220749  0.20 1.5 0.0
18 s6] 70.5 1.69  2546.06  0.20 1.5 0.0
19 [ 117.0 1.74 158451  0.10 1.5 0.0
20 Symons Lo 85.4 0.97 843.42  0.10 1.5 0.0
21 1970 [84] 66.5 118 1313.97  0.10 1.5 0.0
22 Symons 62.2 123 210558  0.10 1.5 0.0
23 1970 [84] TCTFE o7y 2.10  3883.41  0.10 1.5 0.0
24 185.0 1.21 48717 0.10 1.5 9.2
25 186.4 1.23 490.85  0.10 1.5 12.5
26 Symons 192.0 1.31 505.60  0.10 1.5 16.7
27 1969 [83] Ethanol  203.2 1.46 535.09  0.05 1.5 18.1
28 208.4 1.54 548.79  0.05 1.5 21.9
29 219.5 1.71 578.02  0.05 1.5 28.9
30 923.4 1.77 588.29  0.05 1.5 925.5
Symons
31 1969 TCTFE  132.0 148 119177 0.10 1.5 9.2
[83]

Continued on next page
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No. Author quu1d (% HO H5 HQ H3 H4
mms
32 Symons 9236.8 1.99 62357  0.10 1.0 8.0
33 and Lo 2490 2.20 65570  0.10 1.0 16.0
34 Staskus anot - 959.9 2.38 68256  0.10 1.0 12.0
35 1971 [87] 275.5 2.69 72548  0.10 1.0 20.0
36 Symons 194.0 320 175154  0.10 1.0 8.0
37 and 217 4 401 196281  0.10 1.0 12.0
38 Staskus  TCIFE 539 485 215783  0.10 1.0 16.0
39 1971 [87] 269.7 6.18 243501  0.10 1.0 20.0

In order to observe the influence of the velocity profile of the liquid jet on the interface stability,
the inlet Weber number Il is multiplied by the square of the dimensionless number Il3 to
get Ilg = Iy I12 = pv?,.R;/(20). This creates a Weber number related to the centreline
velocity of the incoming liquid jet. This Weber number is plotted against the dimensionless
liquid height 11y = H;/R; in figure 6.31 for different dimensionless numbers II,. The results
of test liquids HFE-7500 and ethanol are compared in figure 6.31a. Figure 6.31b shows the
results of test liquids HFE-7500 and TCTFE. The literature data is grouped according to the
authors and different colours are assigned to each author in figure 6.31. The data points of
Symons et al. 1968 [86] are shown in blue colour and the data points of Symons 1969 [83] are
indicated in green colour. The data of Symons 1970 [84] are displayed in cyan colour and
magenta colour represents the data points of Symons and Staskus 1971 [87]. The results of the
drop tower experiment and the 2D numerical simulations performed with HFE-7500 are shown
in red colour. The data from the drop tower experiment F24 is marked as a red dot and the
data from the numerical simulations are indicated as red triangles in figure 6.31.

It can be noticed in figure 6.31 that the centreline Weber number from the numerical simulation
is higher than the drop tower experiment for I1; ~ 10. The numerical simulation over-predicts
the critical Weber number by about 10.6 % than the drop tower experiment (F24). Furthermore,
the numerical simulation results show a linear increase in the centreline Weber number Ilg for
different dimensionless liquid heights II4. A linear trend line has been drawn and the equation
of the trend line is also written next to it in figure 6.31. Although the centreline Weber number
is over-predicted in the numerical simulations compared to the drop tower experiments, an
approximate correlation between the dimensionless numbers II; and Ilg can be derived from
the simulation results for II, = 0.07 with the test liquid HFE-7500. It can be inferred from
figure 6.31a that the centreline Weber number from the numerical simulations with HFE-7500
are higher than the data points with ethanol for pre-filled tanks, because of the difference in
velocity profiles of the incoming liquid jet. Compared to a uniform profile or a partially parabolic
profile, a fully developed parabolic profile of an incoming liquid jet results in a higher centreline
Weber number, as the maximum velocity of a parabolic profile is twice its mean velocity. A
uniform velocity profile of the incoming liquid jet leads to lower centreline Weber numbers in
Symons and Staskus 1971 [87] than the partially parabolic profile in Symons 1969 [83]. For
pre-filled tanks, the dimensionless numbers II; and Ilg are inversely proportional for the test
liquid ethanol, as shown in figure 6.31a.

127



Chapter 6. Results and Discussion

6 T T T T T T
oA B Symons et al. 1968, II, = 0.05
4~ )
5T x,f’ [He —0.09 IT, + 3.83] 1] ™ Symons 1969, II, = 0.05
"¢” ¥ Symons et al. 1968, II, = 0.1
4k ,k” ol - 1l ¥  Symons 1969, II, = 0.1
. < " v Symons 1970, II, = 0.1
= ] u ¥ Symons and Staskus 1971, II, = 0.1
3r y v 1| *  Symons et al. 1968, I, = 0.2
Y viov Y A Simulation, TT, = 0.07
4 v v ® Experiment, I, = 0.07
2 M 1{==- Linear fit
N T T T )
114
(a) HFE-7500 and ethanol
\ 4
6r 1| ¥  Symons et al. 1968, I, = 0.1
(s = 0.09 T1, + 3.83) _a ¥ Symons 1969, II, = 0.1
5L ”}f” 1| ¥ Symons 1970, II, = 0.1
R r’A” v ¥  Symons and Staskus 1971, II, = 0.1
= ’,k” *  Symons et al. 1968, IT, = 0.2
4r ;_—A” ® v 11 A  Simulation, IIs = 0.07
®  Experiment, II, = 0.07
sl vy 1= Linear fit
\ 4
oL . . A . .
0 5 10 15 20 25
I

(b) HFE-7500 and TCTFE

Figure 6.31: Comparison of the centreline Weber number ITs = II, I12 against the dimensionless
liquid height 11y = H; /Ry for different test liquids and different I, = R;/Ry. Separate colours
are assigned to each author. The red triangles indicate the numerical simulation results and
the red dot corresponds to the drop tower experiment (F24) with HFE-7500. The data points
correspond to the cases, where the interface becomes unstable.

Compared to HFE-7500, a steep increase in the centreline Weber number can be observed
in figure 6.31b for TCTFE with II, > 8 and Il = 0.1. Some of the data points of
Symons et al. 1968 [86] lie closer to the numerical simulation results for an initially empty
tank (II; = 0) in figure 6.31b.
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Figure 6.32: Comparison of the centreline Weber number ITs = IT, [12 against the inlet Reynolds
number II5 = Re; for different test liquids and different IIy = R;/Rr. Separate colours are
assigned to each author. The red triangles indicate the numerical simulation results and the
red dot corresponds to the drop tower experiment (F24) with HFE-7500. The data points
correspond to the cases, where the interface becomes unstable.

The centreline Weber number Ilg as a function of inlet Reynolds number II5 is compared between
liquids HFE-7500 and ethanol in figure 6.32a. A sharp rise in the centreline Weber number
can be observed for HFE-7500 within the tested range of Reynolds numbers 511 < II5 < 611.
A linear curve is fit to the data of HFE-7500 and an equation is displayed in figure 6.32. The
significance of the inlet velocity profile is again established, where the data points with the fully
developed parabolic profile of HFE-7500 have the highest centreline Weber numbers compared
to the partially parabolic or uniform velocity profiles of ethanol.
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Figure 6.32b shows the comparison of dimensionless numbers II5 and Il for HFE-7500 and
TCTFE. All the data points of TCTFE are in a higher Reynolds number regime of II5 > 1190
and therefore not directly comparable with HFE-7500.

The correlations between the dimensionless numbers 114, II5 and Il derived from the linear
curve fitting of the numerical simulation results of HFE-7500 are given in equations 6.3 and
6.4.

Ilg = 0.0911, + 3.83 (6.3)
Ig = 0.016211; — 4.54

The errors in calculating the dimensionless numbers from the numerical simulations and drop
tower experiments are estimated in table 6.7.

Table 6.7: Estimation of errors in calculating the dimensionless numbers from numerical
simulations and drop tower experiments.

1, I, T

Experiments 4+0.15 +£8.25 40.03
Simulations +0.06 4+4.13 =£0.02

Even though a direct comparison of the experiment data (F24) and the numerical simulation
data with the literature is not possible, figures 6.31 and 6.32 give an overview of the effect of
all the dimensionless numbers on the interface stability. It is evident that a parametric study
of Il and II3 will be necessary to fully describe the phenomena with HFE-7500. Furthermore,
high-resolution 3D numerical simulations would be required to perform further parametric
studies in the interest of fully understanding the interface stability. These 3D simulations need
to be in any case validated with further experiments.
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Chapter 7

Summary

Some of the contents of this chapter have been published in Govindan and Dreyer 2023 [40]
and Govindan and Dreyer 2023 [41]. These contents are reused here with permission.

In this thesis, the interface stability during the filling of liquid into a tank under reduced gravity
conditions has been investigated. This thesis discusses the liquid filling experiments carried out
on the ground, in the Bremen Drop Tower and on the parabolic flight. Furthermore, the
liquid filling process modelled using 2D numerical simulations with ANSYS Fluent has also
been reported. All the experiments and numerical simulations have been carried out using a
multi-species multiphase system of test liquid HFE-7500 and air under isothermal conditions.

An experiment setup was built and assembled in the drop capsule of the Bremen Drop
Tower for performing experiments of liquid filling under normal gravity and microgravity
conditions. The experiment setup consisted of a fluid loop, in which the liquid flow was driven
by a fluid pump. An experiment tank of material polymethyl methacrylate (PMMA) was
designed and manufactured in-house. The experiment tank had a cylindrical cross-section
with an inner radius of Ry = 30mm, a height of Hr = 94mm and inlet and outlet radii of
R; = Rp = 2mm. The total empty volume of the experiment tank was 265 mL. An inlet pipe
of length L; = 220 mm was connected to the experiment tank, to have a fully developed flow of
the incoming liquid at the tank inlet. The liquid filling into the experiment tank was recorded
using two high-speed cameras with an image resolution of 512 x 512 pixels and at the rate
of 500 frames per second. The absolute pressure and temperatures were measured using the
sensors integrated into the fluid loop.

Liquid filling experiments were conducted under normal gravity conditions with different
volumetric flow rates @ in the range of 0.8mLs™ ! < Q; < 4.8mLs™! and initial liquid
fill heights Hyp in the range of 9.6 mm < Hp < 45.6mm. The test duration of the ground
experiments was 4.6s. The liquid interface remained flat in the ground experiments because
of the dominant body force. The incoming liquid jet interacted with the interface and formed
different filling patterns for different ();, and Hy. An unstable liquid interface was observed
for flow rates of Q; > 2.8mLs™! for all the initial liquid fill heights H;. The influence of
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the initial liquid fill height H, on the interface stability could not be studied explicitly for the
chosen range of flow rates. However, the experimental setup was intensively tested during the
ground experiments and an evaluation procedure was devised for the acquired data and recorded
images. This procedure was later used for the evaluation of the drop tower experimental data.

The drop tower experiments of the vented filling of a tank were performed in the Bremen Drop
Tower, which offers approximately 9 s of microgravity time. All the tests were carried out with a
fixed initial liquid fill height of H;, = (30 £ 0.1) mm. The tests were divided into two categories:
the reorientation of the liquid interface and the liquid filling into the experiment tank through
the primary inlet. Three tests were conducted to study the reorientation of the bulk liquid
inside the experiment tank under microgravity conditions. An oscillation of the centre point of
the liquid interface was observed, which began to damp after ¢t = 3.5 s in microgravity. The final
equilibrium position of the centre point of the interface was found to be at z. = (19.9 4+ 0.3) mm
for the test F31, which matched well with the theoretical prediction. The reorientation tests
helped to define the start time of the liquid filling into the experiment tank in microgravity.

The stability of the liquid interface during the filling of the experiment tank under
microgravity was investigated for different volumetric flow rates in the range of
1.00mLs™ < Qp <1.50mLs™!. In these tests, the liquid jet entered the experiment tank
from the bottom through the primary inlet pipe. The liquid inflow was started at t = 3.5s in
microgravity. The longer microgravity time provided in the catapult tests helped to observe
the development of different geyser patterns. Three distinct flow regimes were identified
based on the formation and growth of the geyser. These regimes were categorized in terms
of volumetric flow rates. A stable geyser was formed in the subcritical flow regime of
1.00mLs™ < Qp <1.20mLs™! and in this regime, the geyser did not grow with time. The
geyser started to grow in the critical flow regime of @ = 1.30mLs™! and disintegrated into
droplets. In the supercritical flow regime of Q; > 1.30mLs™ !, a rapid growth of the geyser
was observed, which became unstable and resulted in frequent detachment of droplets. These
droplets reached the top of the tank. The geyser height was evaluated and plotted over time
with the help of image processing tools. This helped to identify the critical volumetric flow rate
and its corresponding Weber number, where the liquid interface became unstable. The critical
Weber number was found to be We;,, = 1.04 £ 0.03.

Parabolic flight experiments were conducted during the 39" DLR parabolic flight campaign
on board the Airbus A310 Zero-G aircraft to demonstrate the gas-free liquid filling into a
rectangular experiment tank under variable accelerations. Each parabolic maneuver provided
a reduced gravity time of 22s. The experimental setup comprised of hydraulic, electrical and
laptop racks. Although the hydraulic loop was designed to perform both liquid removal and
liquid filling experiments, in this thesis only the liquid filling experiment results are discussed.
The experiment tank with inner dimensions of 100 mm in length, 100mm in breadth and
130 mm in height was designed and manufactured that included internal components like a
screen channel liquid acquisition device (SC-LAD), a velocity control plate (VCP), ring baffles
and a gas port (GP). The inlet pipe protruded into the experiment tank to a height of 10 mm
from the bottom surface of the experiment tank. The liquid filling into the experiment tank
was captured by a camera at a rate of 42 frames per second with an image resolution of
1080 x 1920 pixels.
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The temperatures and pressures were measured in the hydraulic loop using the temperature
and pressure sensors. A total of 45 liquid filling tests were conducted, out of which 25 tests
were dedicated to study the liquid filling into an initially empty tank. The remaining tests were
carried out with different initial liquid fill heights H;, inside the tank. Different flow patterns
were detected in the liquid filling tests into an initially empty tank for the volumetric flow rates
in the range of 0.2mLs ! < @Q;, <0.8mLs™t. A convex liquid meniscus with intermittent
fluctuating movements due to the disturbances in the accelerations was observed pinned to the
inlet orifice for Q;, < 0.6mLs™!. As the flow rate was increased, the curvature shape of the
liquid jet at the inlet orifice changed and the liquid moved towards the VCP and covered its
surfaces. Overall, the liquid was seen wetting the solid surfaces of the inlet pipe, VCP stands
and the experiment tank as it filled the bottom part of the tank. In the tests, where the tank
was initially pre-filled with liquid, the bulk liquid experienced a violent sloshing due to the
accelerations. Although the optical observation of filling was distorted, gas-free liquid filling
and liquid-free gas venting were demonstrated in the tests with higher volumetric flow rates
1. The provision of VCP enabled a faster filling of the tank, as the linear momentum of
the incoming liquid was diffused by the VCP. The stronger negative accelerations in the z-axis
forced the liquid to move to the top of the tank, despite the presence of ring baffles. The
parabolic flight experiments demonstrated the concepts of gas-free liquid filling and liquid-free
gas venting under variable acceleration conditions qualitatively. The study of interface stability
could not be carried out in the parabolic flight experiments due to the residual accelerations,
which caused violent sloshing of the liquid inside the tank and posed a challenge in establishing
a steady liquid interface.

The vented filling of a tank under reduced gravity was modelled in ANSYS Fluent 19.2
using the Multiphase - VOF model. An axisymmetric model of the experiment tank used
for the drop tower experiments was created and 2D numerical simulations were carried
out to investigate the interface stability for different volumetric flow rates in the range
of 1.00mLs™! < @Qp <1.50mLs™! and different initial liquid fill heights in the range of
Omm < H;, < 60mm. An inlet pipe of radius R; = 2mm and length of L; = 200 mm was
modelled to have a fully developed parabolic velocity profile of the liquid jet. The mass flow
rate of liquid was set as the inlet boundary condition and the atmospheric pressure was set
as the outlet boundary condition. The transient simulations under reduced gravity conditions
were carried out for 9s, which corresponds approximately to the maximum microgravity time
at the Bremen Drop Tower. A mesh sensitivity study with varying mesh element sizes was
conducted and it was found that the mesh element size has an influence on depicting the flow
behaviour. Therefore, a mesh with an element size of 125 pm was chosen for the simulations.

The numerical simulation of liquid reorientation without any inflow and outflow showed the
centre point oscillation and axial sloshing of the interface. Even though the amplitudes of the
oscillation between the simulation and experiment were different, the centre point position for
the final equilibrium configuration at ¢ = 9s from the numerical simulation (z. = 19.9mm)
matched well with both theoretical prediction (2, = 20mm) and the drop tower experiment
(ze = (19.9 £ 0.3) mm). The interface stability during the filling of a tank with an initial
fill height of H, = 30mm was studied for different volumetric flow rates in the range
of 1.00mLs™! < Qp < 1.50mLs™! using numerical simulations. Similar to the drop tower
experiments, the regimes of subcritical, critical and supercritical flow based on the behaviour
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of the liquid jet with the interface were observed in the numerical simulations. While the geyser
did not grow significantly in the subcritical flow regime, in the supercritical flow regime, the
geyser either disintegrated into droplets or touched the outlet port. The lowest flow rate at
which the geyser disintegrated into droplets was defined as the criterion for interface instability
in the numerical simulations. For the flow rate of Q; = 1.30mLs™!, the decay of centreline
velocity and the change in velocity profiles downstream from the tank inlet were analysed.
Upon comparison with the drop tower experiments, it was found that the numerical simulation
over-predicted the geyser height and the oscillations of the geyser could not be reproduced in
the 2D simulations. The critical inlet Weber number from the simulations for H; = 30 mm was
found to be Wey,, = 1.15, which was higher than the drop tower experiments (We;,, = 1.04).
Moreover, the simulations showed a delayed breakup of the droplets from the geyser than the
drop tower experiment for the supercritical flow rates.

Furthermore, a parametric study of different initial liquid fill heights H; and a refinement in
the volumetric flow rates ) was conducted with numerical simulations. The critical Weber
number obtained from the drop tower experiments and numerical simulations for different Hj,
were compared with the existing literature. The dimensionless numbers Iy = pv? R;/20 and
3 = Vpnae/vr were combined to form the centreline Weber number I = ITy I13. The centreline
Weber number Il was plotted against the dimensionless liquid height Iy = H;/R; and the
inlet Reynolds number II5 = 2pv;R;/p for different aspect ratios of the inlet radius to the
tank radius Il = R;/Ry. The simulation results showed a linear increase in the centreline
Weber number Ilg, from which correlations of the dimensionless numbers were derived. The
comparison revealed that the centreline velocity v;,q., which is dependent on the velocity profile
of the incoming liquid jet, directly affects the stability of the interface. A parabolic velocity
profile leads to a higher centreline Weber number Il than a uniform velocity profile, as the
maximum velocity of a parabolic profile is twice its mean velocity. It was also shown that for
the tested range of Reynolds numbers Il5, the data of the test liquid HFE-7500 is comparable
only with ethanol.

7.1 Outlook

Further drop tower experiments can be carried out in the future with different initial liquid fill
heights H; and the new experimental results can be used to validate the numerical simulations
presented in this thesis. In addition to that, other dimensionless numbers II; and II3 can be
varied to fully understand the liquid filling problem and create a map of different dimensionless
numbers that influence the interface stability. Furthermore, high-resolution 3D numerical
simulations in ANSYS Fluent are required to fully model the dynamic behaviour of the geyser
and the disintegration of droplets during the vented filling of a tank. Moreover, the no-vent
filling can also be modelled in 3D and the simulations can be carried out by considering the
phase change for predicting the thermodynamic behaviour of the tank during the filling process.
In the case of turbulent flows, the LES model can be used for the 3D simulations, although it
is computationally time-consuming. According to Kartuzova and Kassemi 2019 [47|, the LES
model predicts the dynamics of the liquid interface better than the RANS model.
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Although the parabolic flight experimental results could not be quantitatively analysed, some
of the experiments of liquid filling into an initially empty tank can be modelled in FLOW-3D
software and 3D simulations can be performed with real acceleration data. The behaviour of the
liquid jet can be studied and these simulations can be used as benchmark cases to validate the
FLOW-3D software. In this way, modelling capabilities of the CFD tools like ANSYS Fluent
and FLOW-3D can be significantly enhanced and these tools can then be used to design tanks
for future space exploration missions.

Based on the experimental and numerical results of liquid filling under isothermal conditions, an
ISS experiment is planned for the project ZBOT-FT to demonstrate the removal, transfer and
filling of liquid under microgravity conditions. The ZBOT-FT ISS experiment will be carried
out under non-isothermal conditions with a single-species system of the test fluid CsFq5. The
experimental setup will consist of different modules and be operated in different modes. The
fluid flow between the tanks will be driven by pressure and temperature differences, unlike
the isothermal experiments that were driven by the volumetric flow rate. The ZBOT-FT ISS
experiment will provide valuable data for orbital refuelling and contribute to the technological
advancement of propellant depots in space.

135






Appendix A

Experiments

The contents in sections A.2, A.3 and A.4 have been published in Govindan and Dreyer 2023
[40] and reused here with permission.

A.1 Calibration of the images

The images from both cameras of the drop tower experimental setup were calibrated in
the laboratory at ZARM. To determine the centre point of the interface in microgravity, a
rectangular ruler with a grid size of 2 mm was used for the calibration of the images. This ruler
was placed inside the experiment tank at the centre of the tank (r = 0mm) and the tank was
filled with the test liquid HFE-7500 until the top. The calibration images of the experiment
tank with the ruler inside are shown for both cameras in figure A.1. The centreline of the ruler
(r = 0mm) was marked with some black dots, such that the centreline can be easily detected
in the calibration images and the z-axis pixel values on the centreline can be found.

-

T
T
T

i Liquid fill level

— Grid ruler

Centreline of
the grid

(a) CAM1 (b) CAM2

Figure A.1: Calibration of the images from CAM1 (left) and CAM2 (right) using a grid ruler
to determine the centre point of the interface in microgravity.
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Ruler

Liquid fill level

Figure A.2: Calibration of the image from CAMI using a ruler to determine the initial liquid
fill height H} in normal gravity.

The images from CAM1 were used to determine the initial liquid fill height H; in normal
gravity because CAM1 captured the total view of the experiment tank. A black and white
ruler with a unit size of 1 mm was placed inside the experiment tank touching the inner wall
of the experiment tank (r = 30 mm), so that the initial liquid fill height Hy in normal gravity
could be measured, as shown in figure A.2. The liquid was filled to a fill height of H;, = 30 mm
and the pixel values of every line on the ruler were manually determined. This method was
followed because the liquid meniscus at the tank wall (r = Ry = 30 mm) was clearly identified
as a thick line in the images under normal gravity conditions, as seen in figure A.2, and this
helped to measure the initial liquid fill height H; in normal gravity.

A.2 Transformation of pixels to millimetres

The transformation functions as second-order polynomials were derived from the calibration of
images, in order to convert the detected pixels to millimetres. The transformation functions
for CAM1 are given in equations A.1 and A.2. The images recorded by the camera CAM2
were processed for the filling experiments. The transformation function for CAM2 is given
in equation A.3. The centre point of the interface was detected as an edge using the Sobel
algorithm in MATLAB. The pixel value of the centre point of the interface is denoted as z;,
in equations A.1, A.2 and A.3. For the reorientation experiment, equation A.1 was used for
transforming the pixels to millimetres. For the filling experiments, the pixels were transformed
to millimetres using equation A.3. The initial fill height of the liquid inside the experiment
tank in normal gravity was detected at the tank wall (r = Ry) from CAM1 and the pixels were
converted to millimetres from equation A.2. After the transformation, z., was the position of
the centre point of the interface in millimetre.

(Zew)r—o = (—2 x 107° 22

prx

) — (0.2423 2,;,) + 104.62 (A1)
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(Zew)r=ry = (=4 x 1077 22,) — (0.1924 2,;,) + 95.62 (A.2)
(2ew)r=o = (=6 x 1070 22,) — (0.1775 2p;,) 4 100.07 (A.3)

A.3 Correction of the centre point

A.3.1 Reorientation experiment

The light rays from the LED panels get refracted as they travel through the media of liquid,
solid and air to reach the cameras. Due to the bending of light, the detected centre point of the
interface has to be corrected. The path of a single light ray is traced from the centre axis of the
experiment tank (z-axis) to the lens of the camera CAM1 in figure A.3. The real centre point
of the interface is indicated by a black dot on the z-axis in figure A.3. Due to the hemispherical
shape of the interface in microgravity, the light ray does not pass through the centre point of
the interface. Instead, it passes as a tangent through a point on the hemispherical interface.
This point is projected to the z-axis and is called the apparent centre point, which is marked
as a black square in figure A.3. The camera perceives the light ray to travel in a straight line
without any bending. Therefore, the centre point captured by the camera is marked as a black
triangle in figure A.3. This uncorrected centre point 2., has to be corrected using two correction
factors Az, and Azs.
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Figure A.3: Generic drawing depicting the ray tracing for the reorientation experiment.

139



Appendix A. Experiments

The refractive index of the test liquid HFE-7500 is n; = 1.29, as reported by
Tang et al. 2009 [88]. The solid medium is the experiment tank wall, which is made
up of PMMA material. The refractive index of PMMA is ny, = 1.49, as reported by
Beadie et al. 2015 [5] and the refractive index of air is n, = 1. The angle of refraction «
in the air was calculated from equation A.4. In equation A.4, H. denotes the height of the
camera lens from the origin of the experiment tank and L., is the distance of the camera lens
from the outer wall of the experiment tank, as shown in figure A.3. The thickness of the
experiment tank wall is ¢,, = 10mm. For CAM1, H,; = 52mm and L.; = 126 mm. The other
angles of refraction in solid medium /3 and liquid medium v were calculated using Snell’s law
from equation A.5 by applying the corresponding indices of refraction. Then, the first correction
factor Az; was calculated using equation A.6. The first correction factor for the test F31 was
estimated to be in the order of Az; = 2.3 mm.

Hcl — Zecu
= tan~* A4
@ (RT+tw+Lcl) (A-4)
Ngsina = ngsin § = n;sin~y (A.5)
Az = (Rp + t,) tana — t, tan § — Ry tany (A.6)

The second correction factor Az was found manually by geometrically constructing a tangent
to the hemispherical interface. The starting point of the tangent is the position of the lens
of CAM1. The interface shape was assumed to be hemispherical with its real centre point at
z. = 20mm. The tangent was extended to the centre axis (z-axis) and the height difference
between the apparent centre point and the real centre point was measured. Because of its
complexity, the determination of the second correction factor Az, was only done for the
microgravity time of ¢ = 9s. For the reorientation test F31, the second correction factor
was estimated as Azy = 0.6mm. Applying both correction factors, the real position of the
centre point of the interface at t = 9s was found using equation A.7. For all the other time
instants, the second correction factor was assumed as Az, = 0 in equation A.7.

Ze = Zey + D21 + N2y (A.7)

A.3.2 Filling experiment

The images from CAM2 were processed for the filling experiments F10, F11, F12, F24, F30 and
F23. The Sobel algorithm was used to detect the edge of the liquid interface as pixel values.
The image frame, in which the liquid jet hits the liquid interface, was identified manually for
each experiment. In all the frames before that, the centre point of the liquid interface was
detected as the lowermost edge of the liquid interface on the z-axis. After the perturbation of
the liquid interface by the liquid jet, the centre point was detected as the uppermost edge of the
geyser on the z-axis. The detected edges as pixel values were then transformed to millimetres
using equation A.3. In the experiments F24, F30 and F23, the edges were detected only until
the image frame, when the first droplet detaches from the geyser.
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Figure A.4: Generic drawing depicting the ray tracing for the filling experiment. The shaded
part is a representation of the liquid layer at the wall.

The first correction factor Az; was determined following the same method as shown in section
A.3.1 for the frames, where the liquid interface was not penetrated by the liquid jet. However,
the height of the camera CAM1 H., was replaced by the height of the camera CAM2 H. in
equation A.4. For CAM2, H., = 54.5mm. The distance of the camera lens of CAM2 from the
experiment tank wall is the same as that of camera CAMI1. L.; = L, = 126 mm.

The thickness of the liquid layer at the experiment tank wall should also be known for the
frames, where a geyser is formed. This was required for finding the first correction factor Az,
as the light ray from the geyser travels through four media (ullage, HFE-7500, PMMA and
air) before it reaches the camera, as shown in figure A.4. For a given pixel value of the centre
point of the geyser, the outermost edge in the radial direction from the tank wall (r = Ryp)
towards the centre axis of the tank (z-axis) was detected as the liquid layer boundary near the
wall. The thickness of the liquid layer was found by counting the pixels between the tank wall
and the liquid layer boundary. Then, these pixels were converted to millimetres by multiplying
them by a factor of 0.25. This factor comes from the calibration images of CAM2, where
1 pixel = 0.25mm in the radial direction r near the tank wall. Finally, the first correction
factor Az; was determined using equation A.8, where ¢; is the thickness of the liquid layer and
0 is the angle of refraction of the light ray in the ullage. The refractive index of the ullage is
assumed to be the same as the refractive index of air (n, = 1).
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In the filling experiments, the first correction factor Az; was found to be in the range of
0.2mm < Az; < 0.9mm.

Nz = (Rp +t,) tana — t,, tan 8
—titany — (Ry — t;) tand (A.8)

In the filling experiment F30, the first correction factor Az; was calculated using equation A.9,
for the image frames, where the uncorrected centre point of the geyser was above the camera
height (2., > H). In all the other frames, where a geyser was formed, the first correction
factor Az, was calculated using equation A.8.

Az =tytanf+ ¢ tany + (R — t;) tan
— (R + ty) tan o (A.9)

The second correction factor Az, for the filling experiments was manually calculated to be in
the order of 0.02 mm. Therefore, only the first correction factor was considered in the correction
of the centre point of the geyser, as shown in equation A.10.

Ze = Zew + N2y (A.10)

A.4 Correction of the initial liquid fill height

The initial fill height of the liquid Hj inside the experiment tank in normal gravity was
determined by processing the images of the camera CAMI1. The liquid meniscus in normal
gravity was detected at the experiment tank wall (r = Ryr) as pixel values. The pixel values
were then converted to millimetres using equation A.2. The first correction factor Az; was
calculated by tracing the light ray from the tank wall to the camera lens, as shown in figure
A.5. The trigonometry and Snell’s law were applied only to two media: PMMA and air. The
first correction factor Az; was found using equation A.11. The order of magnitude of the first
correction factor was estimated as AAz; = 0.6 mm in normal gravity. The corrected initial liquid
fill height in normal gravity was determined using equation A.12.

Az =t,tana — t, tan 3 (A.11)

2e = (Zew)r=ry + D21 (A.12)
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Figure A.5: Generic drawing depicting the ray tracing for measuring the initial liquid fill height
in normal gravity.

A.5 Analysis of the liquid jet instability

The liquid jet that penetrates the interface and traverses the ullage region becomes unstable
and breaks into droplets due to the Rayleigh-Plateau instability. The sinusoidal perturbations,
that exist in the jet, grow with time and lead to the breakup of droplets. An unperturbed stable
jet, which looks like a cylindrical liquid column, is shown in figure A.6 with a diameter of Dj,.
From the image analysis of the drop tower experiments, the diameter of the unperturbed jet
was found to be Dj, = (4.0 £0.2) mm.

Considering a steady unperturbed jet radius of Rj, = 2mm, the critical length L, is calculated
from equation 2.52 as L., = 12.57mm. The fastest-growing perturbation wave will have a wave
number of £ = 0.35mm ™! and a maximum wavelength of \,,.; = 18.04mm. The Ohnesorge
number calculated from equation 2.56 is Oh = 5.37 x 1073.

The liquid jet with perturbations is shown in figure A.7 for the drop tower experiment F30
(Qr = 1.38mLs ™). The liquid jet bulges and contracts alternatively due to the perturbations.
Due to the variations in the radius of curvature, pressure gradients are created, which cause
the jet to breakup. Furthermore, the droplets are formed as the liquid tries to reach the state
of minimum energy because of its surface tension.
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Figure A.6: Image from the drop tower experiment F24 showing the unperturbed stable liquid
jet after it penetrates the interface. The diameter of the unperturbed jet is Dj,. The original
image is cropped to show the regions of interest.

Figure A.7: Image from the drop tower experiment F30 showing the perturbations and
formation of droplets after the liquid jet penetrates the interface and becomes unstable. The
length above the interface at which the jet breakup occurs is the critical length L.,.. The original
image is cropped to show the regions of interest.

144



A.5. Analysis of the liquid jet instability

Table A.1: Mean critical length and critical time of the jet breakup for the critical and
supercritical regimes in the drop tower experiments.

No. Test ID QL/mLs_1 ng Ler/mm  te. /s

1 F24 1.30 3 10.18 1.50
2 F25 1.30 4 15.91 1.29

Mean 13.04 1.39
3 F19 1.38 8 28.82 0.65
4 F30 1.38 6 23.21 0.88

Mean 26.01 0.76
5 F22 1.50 6 30.97 0.51
6 F23 1.50 11 46.12 0.43

Mean 38.54 0.47

The height above the interface at which the jet breaks into droplets is the critical length L.,
as shown in figure A.7. The critical time t.. is calculated as the time at which the droplet is
formed after the liquid jet has attained a steady unperturbed state. The critical lengths and
critical times for all the droplets were calculated from the images of the drop tower experiments
in critical and supercritical regimes and the corresponding mean values are shown in table A.1.
Moreover, the number of droplets n, that were formed from the liquid jet in each experiment is
also listed in table A.1. The size of the droplets could not be evaluated from the experimental
data, as the size of each droplet varied. The difference in critical length L., critical time ¢, and
the number of droplets ngy can be noticed in table A.1 for the same flow rate (). However, from
the mean values, it can be deduced that with an increase in flow rate @), the critical length L.,
increases, the critical time t., decreases and more droplets are formed. The droplet count in test
F22 is lower due to the ingestion of gas bubbles that led to the complete breakup of the liquid
jet. Although not directly comparable, the mean critical length L.. = 13.04mm calculated
corresponding to the critical flow rate (Qr = 1.30mLs™!) from the drop tower experiments is
approximately in the same order of magnitude of a steady jet with a radius of Rj, = 2mm,
which has a theoretically predicted critical length of L. = 12.57mm. However, due to an
increase in the jet velocity, the critical lengths of other tests are higher than the theoretical
value.

It has to be mentioned that these results have been reported from the drop tower experiments

and only help to get an overview of the jet instability during the liquid filling into a tank under
microgravity conditions.
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A.6 Experiment tank of the parabolic flight experiment

The technical drawing of the experiment tank used in the parabolic flight experiment is shown
in figure A.8. The origin of the coordinate system is marked by a dot in the middle of the inlet
pipe. The experiment tank had inner dimensions of 100 mm in length, 100 mm in breadth and
130 mm in height. The screen channel liquid acquisition device (SC-LAD) is on the right side
of the drawing, which was mainly used for the liquid removal experiments.
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Figure A.8: Technical drawing of the experiment tank used in the parabolic flight experiment.
The origin of the coordinate system is marked by a dot in the middle of the inlet pipe. All
dimensions are in mm.

146



Appendix B

Numerical Simulations

Figure B.1 shows the contours of absolute pressure for different (); with H;, = 30mm at
t = 6.9s during the perturbation of the interface by the liquid jet under reduced gravity. The
low-pressure regions are visible underneath the interface for the flow rates Q; < 1.10mLs™!
and as the flow rate increases, the interface curvature changes and the low-pressure regions can
be seen near the lowermost point of the interface.

Figure B.2 depicts the velocity contour with vectors showing the perturbation of the interface
by the liquid jet for Hy = 60 mm and different (), under reduced gravity. The liquid jet hits
the interface at different times depending on the velocity. The interface is depicted in grey
colour.

The decay of the centreline velocity in dimensionless form is plotted for H;, = 60 mm at t = 7.3s
in figure B.3 and for Hy, = Omm at ¢ = 9s in figure B.4 respectively.
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Absolute Pressure [Pa]
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Figure B.1: Contours of absolute pressure showing the perturbation of the interface by the
liquid jet for different @) with Hy, = 30 mm at ¢ = 6.9 s under reduced gravity.
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Velocity [m s*-1]
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Figure B.2: Velocity contour with vectors showing the perturbation of the interface by the
liquid jet for H;, = 60mm and different (); under reduced gravity. The liquid jet hits the
interface at different times depending on the velocity. The interface is depicted in grey colour.
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Figure B.3: Decay of the velocity along the centreline for H; = 60 mm in dimensionless form
at t = 7.3s.
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Figure B.4: Decay of the velocity along the centreline for H;, = O mm in dimensionless form at
t=9s.

B.1 Geyser height curves

The curves showing the evolution of the geyser height over time with refined volumetric flow
rates under reduced gravity are plotted for the initial liquid fill heights of H;, = Omm,
H;,=75mm, H, = 225mm, H;, = 37.5mm, H;, = 45mm and H; = 52.5mm in figure
B.5. The curves corresponding to the simulations with coarse volumetric flow rates and to the
critical flow rates, where droplet disintegration occurs, are depicted by thick lines.
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Figure B.5: Evolution of the geyser height over time for different H; with refined ; under

reduced gravity. 152
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