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A B S T R A C T

In order to investigate the areas of different flow regimes in the boundary layer of an airfoil, thermography is a
powerful flow visualization tool. However, the distinguishability between boundary layer flow regimes such as
laminar or turbulent is limited due to systematic and random inhomogeneity in the measured temperature field,
hindering a clear separation of the flow regimes. In order to increase the distinguishability of different flow
regimes, a time series of thermographic images is evaluated by means of a non-negative matrix factorization. As
a result, the non-negative matrix factorization creates images that contain the dominant features of the measured
images, while reducing systematic temperature gradients within the flow regimes by up to a factor of five. This
way an increase of the distinguishability between every pair of consecutive flow regimes can be achieved on the
surface of a non-heated cylinder in cross-flow condition. As a further application example of the non-negative
matrix factorization, the distinguishability between the flow and the laminar-turbulent transition zone on a
heated helicopter airfoil is also increased by a factor of five. Hence, non-negative matrix factorization is capable
of enhancing thermographic flow visualization for increasing the distinguishability of different flow phenomena.

1. Introduction

The boundary layer flow of an airfoil has a significant influence on
the aerodynamic properties and thus on the efficiency of the energy
conversion from the fluid to the airfoil or vice versa. For example, in the
case of rotor blades on wind turbines, a 10 % increase in laminar flow
leads to a reduction in drag of about 10 % (Bæk and Fuglsang, 2009).
Furthermore, the existence of flow separation increases the drag and
decreases the lift (Gad-el Hak and Bushnell, 1991) and plays an im-
portant role in the occurrence of stall at aircraft wings (Crawford et al.,
2013) or helicopter rotor blades (Gardner et al., 2016). In order to
understand the aerodynamic performance of an airfoil, a measurement
of the boundary layer flow state is required. The main objective is to
distinguish between laminar, turbulent and separated flow. Established
flow visualization approaches use the interaction of the flow with
supplements to achieve a distinction of different flow regimes through
an optical observation. However, this includes a preparation of the
surface with tufts (Swytink-Binnema and Johnson, 2016), stall
flags (Corten and Veldkamp, 2001) or an oil film (Medina et al., 2011),

which is time-consuming and influences the flow to be measured.
Consequently, a faster and contactless flow visualization method is
desired, which is able to cope with an unmodified airfoil surface.

A measurement approach that meets these demands is the thermo-
graphic flow visualization. Different flow states in the boundary layer
flow have different friction correlated heat transfer coefficients between
the fluid and the surface. Therefore, based on an initial temperature
difference between the fluid and the surface, boundary layer flow re-
gimes can be distinguished by means of the surface temperature (Quast,
1987; de Luca et al., 1990). The thermographic measurement of the
surface temperature results in a non-contact, non-invasive measure-
ment approach. So far, the thermographic flow visualization is an es-
tablished method in wind tunnel measurements to localize the laminar-
turbulent transition (Gartenberg et al., 1992) and to observe the ex-
istence of laminar separation bubbles (Montelpare and Ricci, 2004) or
separated flow (Gartenberg and Roberts, 1991). Furthermore the con-
tact-less localization of the laminar-turbulent transition and a com-
parison with it’s nominal-position enables a quantification of flow dis-
turbances caused by contamination or erosion of the leading
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edge (Dollinger et al., 2019).
The main goal of thermographic flow visualization is the measure-

ment of the geometrical dimensions of a boundary layer flow regime
through locating its border to an adjoined flow regime. The uncertainty
of this localization is directly dependent on the existence of a distinct
surface temperature step between the two flow
regimes (Dollinger et al., 2018b). Temporal and spatial temperature
fluctuations (Dollinger et al., 2018b) superimposed with measurement
noise add a random influence on the measured surface temperature of
the flow regimes. Due to a non-constant heat flux in certain flow
regimes (de Luca et al., 1990), a systematic temperature gradient in
flow direction can occur, further reducing the homogeneity of the
temperature pattern. The randomly and systematically influenced
temperature inhomogeneity can decrease the visibility of the surface
temperature step at the border between two adjoining flow regimes,
which aggravates the distinguishability of neighbouring flow regimes.

In thermographic measurements with a high thermal contrast be-
tween the flow regimes, the impact of the temperature inhomogeneity
on the flow visualization decreases. In-process experiments outside a
laboratory environment typically hinder an additional heating of either
the surface or the fluid to achieve the desired high thermal contrast.
Hence an evaluation method for measurements with low thermal con-
trast is demanded that can lower the effects of the flow regimes’ in-
homogeneities in order to increase the distinguishability between them.

Another effect hindering a separation between the flow regimes
with low uncertainty is the dynamic behaviour and the spatially un-
sharp transition between the flow regimes. Even at a high mean tem-
perature difference, the borders of the laminar and the turbulent flow
regimes are difficult to locate, because the transition does not take place
immediately, but rather over a distance. According to
Schlichting (1979) the laminar-turbulent transition is an area con-
taining four distinct processes of the transformation from laminar to
completely turbulent flow. At first, in the direction of flow, Tollmien-
Schlichting-waves are formed and superimpose the laminar flow.
Afterwards three dimensional structures form, creating vortices in a
typical Λ-structure. Afterwards the vortices are decaying and transform
into turbulent spots until the flow becomes completely turbulent. By
investigating the laminar-turbulent transition concerning its position
and length on a dynamically pitching DSA-9A helicopter airfoil, Richter
et al. (2015) prove a dependency of position and size of the transition
regarding the pitch angle. This spatial expansion of the transition re-
sults in an elongated temperature change between the laminar and
turbulent flow regimes. Therefore no steep temperature gradient be-
tween the flow regimes and the transition area exists on the basis of
which the borders of the flow regimes can be identified.

With the aim of improving the distinguishability between flow re-
gimes on wind turbine rotor blades, Dollinger et al. (2018a) evaluated
temporal temperature fluctuations of a thermographic image series. By
means of a temporal standard deviation or by selecting specific Fourier
coefficients of the temperature time series, an increase in the distin-
guishability can be achieved. Another application for images with low
distinguishability between flow regimes was made by
Gardner et al. (2016) while conducting dynamic measurements. Be-
cause of a heat flux from the surface layer into the measurement object
and tangential to the surface, dynamically changing flow states resulted
in a low contrast between the surface temperatures of different flow
regimes. Therefore, Gardner et al. considered consecutive differential
images in a time series of a high frequency pitching helicopter airfoil
and evaluated the spatial standard deviations of the differential images.
This method distinguishes between attached and detached flow for
dynamically changing flow states with a frequency of up to 5 Hz. While
Gardner et al. and Dollinger et al. have proven the evaluation of spatial
or temporal temperature fluctuations due to the flow characteristics in
order to improve the distinguishability of flow regimes, a simultaneous
evaluation of temporal and spatial fluctuations was not yet in-
vestigated.

For this reason, an evaluation of the surface temperature informa-
tion by an image processing method based on the feature extraction
method non-negative matrix factorization (NMF) in order to increase
the sensitivity of thermographic flow visualization is conducted. By
evaluating the time and space domain through using time-resolved in-
frared images, the information about temporal and spatial temperature
fluctuations in the flow regimes of a steady flow experiment are pro-
cessed simultaneously by the NMF algorithm.

The hypothesis is that the NMF extracts feature images containing
the information that increases the distinguishability through decreasing
the effect of the systematic and random inhomogeneity. In order to
evaluate this hypothesis, a well-studied type of measurement object, a
circular cylinder in cross flow is chosen. By using a Reynolds number
above the critical Reynolds number R

= ×e 4.0 10crit
5 (Schlichting, 1979), the boundary layer flow around the

cylinder develops a laminar flow, a laminar-separation bubble, a tur-
bulent flow and a turbulent separated flow, allowing an evaluation of
the distinguishability between all types of flow regimes on one surface.
After evaluating the general use of the NMF approach, a more appli-
cation orientated evaluation on a DSA-9A helicopter airfoil is con-
ducted.

The basic principle of the thermographic flow measurement, the
NMF method, as well as the definition of the homogeneity of flow re-
gimes are explained in Section 2. The procedure is applied to two wind
tunnel measurements using a cylinder model and a helicopter airfoil
model. The experimental setup and results are described in Section 3
and Section 4, respectively. The article closes with a summary and an
outlook in Section 5.

2. Measurement approach

2.1. Thermographic flow visualization

Depending on the friction correlated heat coefficients, different flow
regimes develop different surface temperatures which are visualized by
measuring the infrared radiation with a thermographic camera. In
combination with the flow velocity v and the kinematic viscosity ν of
the fluid, as well as the thermal conductivity λh of the fluid, according
to Gartenberg et al. (1989), the heat transfer coefficient αh at the po-
sition x depends on the friction coefficient cf,x and is calculated by

= c
v1

2
· ·

·
.h x f x

h
, , (1)

In order to use the difference in heat transfer to distinguish between the
flow regimes, an initial temperature difference between the fluid and
the surface has to exist. Since the amount of transferred heat is pro-
portional to the temperature difference, an initially higher temperature
difference leads to a higher thermal contrast between the flow regimes.
Therefore typically either the air or the object is additionally heated or
cooled in experiments within laboratory environments (de Luca et al.,
1995). Note that active heating of the measurement object is sometimes
not possible due to a limited access or a long working distance. How-
ever as long as the temperature difference between the surface and the
fluid is high enough, the different surface temperatures of the flow
regimes can be distinguished and measured without contact using
thermography.

As an example, Fig. 1 shows a thermographic measurement of a
rotor blade of a General Electric GE 1.5 sl wind turbine near the rotor
blade root. With the rotor blade movement being downwards, the re-
lative flow direction is upwards. Since the rotor blade is not actively
heated and the temperature of the air cannot be influenced, the tem-
perature difference between flow and surface relies on the amount of
absorbed solar radiation by the rotor blade. As the turbulent flow re-
gime has a higher friction and therefore a higher heat transfer coeffi-
cient than the laminar flow regime, the relatively cold air cools down
the sun-heated rotor blade surface stronger in the area of the turbulent
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flow compared with the area of the laminar flow. This can be seen by
the brighter region at the bottom of the visible rotor blade in com-
parison with the top, cf. Fig. 1. The weather conditions at the time of
the measurement were ideal due to sunshine and little cloud formation.
This decreases the impact of the afore mentioned effects of the sys-
tematic temperature gradient and random temperature fluctuations
compared to the difference in the spatial mean temperature. Therefore
a pronounced temperature drop in flow direction at the border between
the two flow regimes (cf. Fig. 1, y ≈ 250 pixels) is noticeable. However,
observing the surface area of the turbulent flow regime
(120 pixels < y < 250 pixels) between =x 200 pixels and =x 400

pixels, a steady rise of temperature in flow direction can be noticed.
This systematic temperature gradient exists due to the change in fric-
tion, effecting the inhomogeneity of the flow regime.

2.2. Non-Negative Matrix Factorization (NMF)

Non-negative matrix factorization (NMF) is closely related to other
factorization methods like the principle component analysis (PCA) or
vector quantization (VQ) and follows the same principle with additional
constrains on the factorized matrices (Lee and Seung, 1999). All three
methods follow the basic idea of approximating a given set of data by
two matrices, reducing the number of dimensions without losing ele-
mentary information of the data set. A given n × m matrix V is ap-
proximated by a factorization of two matrices W and H of the form

=

=

V WH W H( )ij ij

k

r

ik kj

1 (2)

with =i n1 , =j m1 and the dimensions of W and H being n × r
and r × m, respectively. To achieve a high dimension reduction, the
rank r is chosen in a way that <

+
r

mn

m n

is fulfilled. The optimal choice
of r is problem dependant (Berry et al., 2007) and has to be found by
trial and error with the goal to find the smallest possible value to
achieve the highest compression of the informations given in the data.
The matrices W and H are iteratively updated, following the alternating
least square algorithm presented by Berry et al. (2007):

=W W0

for =i 1 to maxIteration

Solve for H in matrix =W WH W V
T T

Set all negative elements in H to 0

Solve for W in matrix =HH W HV
T T T

Set all negative elements in W to 0
end

The initial starting point W0 is determined by multiple runs of the
faster multiplicative update algorithm (Berry et al., 2007)

=W rand n r( , )

=H rand r m( , )

for =i 1 to maxIteration

= +H H W A W WH·( )/( 10 )T T 9

= +W W AH WHH·( )/( 10 )T 9

end

whereas the 10
9 is used to avoid division by zero. After each

iterative step the root-mean-square residual

=K
V WH

n m·

F

(3)

is calculated. ‖ · ‖F is the Frobenius norm defined for the elements aij of
a given n × m matrix A by

=

= =

A a| | .F
i

n

j

m

ij
1 1

2

(4)

Both algorithms stop when the maximum number of iterations
maxIteration is reached or if K is smaller than a specified maximum. Due
to the existence of local minima at the minimization process of Eq. (2),
W and H can reach different solutions when executing the NMF algo-
rithm multiple times. Therefore the resulting NMF images can differ for
each calculation, aggravating an automatic evaluation.

Since V contains the observed signals, it can be described as visible
variables. The calculated matrix H can be described as hidden variables
which co-activate a subset of new visible variables, the basis W, to ap-
proximate the original data V (Lee and Seung, 1999). Since the dimension
r is much smaller than the dimensions of V, the size of the entire data
content has been reduced while all elementary signal informations re-
main. A typical application of the NMF method due to the graphical
presentation possibility is the parts-based representation of faces (Lee and
Seung, 1999). While a set of images of faces is arranged column-wise in
the matrix V, the matrix W and H are calculated following Eq. (2) and
contain images with parts of faces and weighting factors, respectively. A
linear combination of the images in W with the factors in one column of
H results in an approximation of the original face image in V. In general
the NMF can be used for all kinds of image applications where multiple
images of similar objects containing the same features exist which differ
only in the accentuation of these features.

The major difference between NMF and other feature extraction
algorithms like PCA is the non-negativity constrain on the matrices W
and H, still respecting Eq. (2) (Lee and Seung, 1999). Since PCA allows
negative values in H, the base images contain information about all
features of a face: This is possible because some of these base images
can be combined subtractively, cancelling each other out. NMF does not
allow these negative factors in the linear combination, hence no can-
celling is possible. Therefore the base images contain only single fea-
tures of a face which can be added or left out when reassembling a
complete face image. This non-negativity constraint enables a more
intuitive representation of the base images in W, in this example being
parts of a real face, rather then abstract images which can be hardly
interpreted individually.

2.3. Quantification of the distinguishability

In order to quantify the distinguishability of one flow regime com-
pared to another flow regime, the temperature values of an evaluation
region A within the first flow regime and an evaluation region B within
the second flow regime are used to define the parameter

=D
T T

s
A B

A B

A (5)

as the absolute difference of the mean temperatures, divided by the
temperature standard deviation in the region of A. =

=

T t
n i

n

i

1

1
is ob-

tained from the n temperature values ti in the considered flow area and s

Fig. 1. Thermographic image of a rotor blade of a General Electric GE 1.5 sl
wind turbine in operation with visible flow regimes. The blade is moving
downwards, therefore the relative flow direction is upwards. The difference
between laminar and turbulent flow is noticeable by a temperature drop in flow
direction. The transition between the laminar and turbulent flow regime is
marked with a dashed line.
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is calculated as the spatial empirical standard deviation

=
=

s t T( )
n i

n

i

1

1 1
2 . The mean temperature difference is the de-

sired signal and the standard deviation serves as a measure of the in-
homogeneity of the flow regime. Note that the parameter defined by
Eq. (5) is directed, meaning that DA B is not the same as D ,B A and the
different flow regimes are evaluated individually rather than quanti-
fying their distinguishability as a pair.

In order to evaluate the impact of the systematic and random tem-
perature inhomogeneity on the distinguishability of a flow regime pair
separately, the effects are isolated from each other. The goal is to differ-
entiate between the systematically influenced inhomogeneity (based on
temperature gradients within the flow regimes or measurement artefacts)
and the randomly influenced inhomogeneity (based on noise and spatial
temperature fluctuations due to flow irregularities). This is done by
quantifying the distinguishability on the bases of either the systematic or
random part of the overall inhomogeneity. For extracting the information
about the systematic inhomogeneity, the temperature field in the eva-
luation areas of the flow regimes is smoothed and afterwards subtracted
from the unsmoothed temperature field in order to isolate the fluctuations.
Next, the spatial standard deviation of the smoothed temperature field and
the spatial standard deviation of the random temperature fluctuation field
are calculated. For each standard deviation, the parameter D is de-
termined separately according to Eq. (5), which enables a study of the
effects of the systematic and random temperature inhomogeneity on the
thermographic flow visualization. In order to cope with the different oc-
curring flow regimes’ systematic gradients, a cubic smoothing
spline (de Boor, 2001) is used for the smoothing process as it prove to be
robust towards their varieties. A specifically small smoothing parameter of
= ×p 1 10

4 was chosen to mimic a low order polynomial fit while
preserving the flexibility of a spline function. Since no generally applic-
able distinction between the systematic or random inhomogeneity exist
and the goal is not to separate the signal from measurement noise, the
decision of the smoothing parameter and hence the threshold of labelling
an inhomogeneity as systematic or random is made by the author through
experimenting with multiple temperature fields of different flow regimes.
The definition of systematic and random therefore underlies the author’s
decision. This tends to be sufficient for the presented work, since the goal
is a comparison of the measurement images and the following NMF eva-
luation and not a quantification of systematic and random effects in-
dividually as it would be, for instance, in a signal to noise separation task.

Fig. 2 (a) shows the temperature field of the evaluation area of the
turbulent flow regime from the thermographic images used in this work
(cf. Fig. 5 (a)). Note that the temperature shows a positive gradient in x-
direction and has many random small fluctuations that can be ex-
plained by irregularities in the flow superimposed with random noise of
the infrared camera. Fig. 2 (b) shows the same temperature field
smoothed with the smoothing spline and hence just reflects the tem-
perature gradient without the small fluctuations. By subtracting the
field in (a) and (b), only these fluctuations remain as shown in Fig. 2 (c).
Calculating the standard deviation (std) of the values in (b) results in a
quantification of the temperature gradient while the calculation of the
standard deviation of the pattern (c) results in the quantification of the
random fluctuations. Both influences to the overall inhomogeneity of
the temperature field T are separated to calculate the distinguishability

parameter D in Eq. (5) for systematic and random temperature fluc-
tuations, respectively.

In order to demonstrate the evaluation of the systematic and the
random distinguishability parameter, a numerical example is con-
sidered. The presented temperature field A has a mean temperature of

=T 12.12A °C and the standard deviation of the systematic and random
fluctuations amounts to =s 0.117s and =s 0.041,r respectively.
Assuming a mean temperature =T 11.87B °C in another temperature
field and applying Eq. (5), the quantification of the systematically in-
fluenced distinguishability is

= = =D
T T

s

12.12 C 11.87 C

0.117 C
52.1s

A B

s (6)

and the randomly influenced distinguishability is

= = =D
T T

s

12.12 C 11.87 C

0.041 C
6.1.r

A B

r (7)

For this example, the distinguishability parameters show that the sys-
tematic inhomogeneity in the flow regime A in the form of a tem-
perature gradient is the dominant influence on the distinguishability.
Calculating the distinguishability parameters for the thermographic
images as well as for the NMF results, an assessment of the NMF results
regarding the possibly improved distinguishability between flow re-
gime pairs based on a reduced systematically or randomly influenced
inhomogeneity can be conducted.

To make a statement about the overall distinguishability between a
pair of flow regimes, the commonly used contrast-to-noise ratio

=

+

CNR
T T

s s

( )
.A B

A B

A B

,

2

2 2 (8)

is also defined.

3. Experimental setup

In order to investigate the potential of the presented data evaluation
method, measurements at Deutsche WindGuard’s Aeroacoustic Wind
Tunnel (DWAA) in Bremerhaven, Germany and the German Aerospace
Center (DLR) in Göttingen, Germany are conducted. To evaluate the
distinguishability of different flow regimes, a flow measurement on a
cylinder is carried out, because this geometry enables the coexistence of
multiple flow phenomena on one single surface, cf. Section 3.1. To
investigate the potential of the NMF evaluation method to visualize the
expansion of the laminar-turbulent flow transition on an aerodynamic
profiles, a flow measurement on a helicopter airfoil is presented
in cf. Section 3.2.

3.1. Cylinder

The cylinder measurements are conducted at Deutsche WindGuard’s
DWAA wind tunnel. The aero-acoustic wind tunnel can be operated
with a closed or open test section and reaches wind speeds of up to
100 m/s, resulting in Reynolds numbers of up to Re = 6.0 × 106, while
achieving a turbulence intensity of less than 0.3 %. Inside the closed test
section aerodynamic models with a chord length of up to 0.9 m can be
measured between two turntables at the ceiling and the floor of the test

Fig. 2. (a) Example temperature pattern T with a
systematic temperature gradient superimposed with
random fluctuations. (b) Smoothed temperature pat-
tern of T, representing the temperature gradient
without fluctuations (standard deviation: 0.117 °C).
(c) Random temperature fluctuations of the T, calcu-
lated by subtracting the pattern in (a) from the pattern
in (b) (standard deviation: 0.041 °C.)

4



section. The turntables allow an adjustment of the angle of attack as
well as a measurement of the total wind forces, i.e. the lift and drag,
acting on the model. Additional pressure sensors on the side of the test
section and connected to pressure taps on the model surface measure
the lift indirectly.

To fundamentally investigate the feasibility of the contrast enhan-
cing evaluation method presented in this article, a cylinder is chosen as
the measurement object. With a diameter of 160 mm and a wind speed
of 50 m/s, a supercritical flow can be achieved which allows the oc-
currence of different flow regimes on the surface at a Reynolds number
of Re= 5.1 × 105. This setup allows a laminar flow regime, a laminar
separation bubble, a turbulent flow regime and a flow separation re-
gime to be observed simultaneously.

The cylinder is mounted vertically between the turntables in the
middle of the closed test section of the wind tunnel. The material used is
polyoxymethylene, an easy to machine material with optical and
thermal properties suitable for thermographic flow measurements
without the necessity of an additional surface preparation. It has a high
emissivity, a low heat capacity and conduction and a surface roughness
that minimizes the reflection but doesn’t disturb the flow. Fig. 3 illus-
trates the experimental setup. In order to check the position of the
different measured flow regimes, an oil flow visualisation is carried out
before the thermographic measurements. The cylinder surface is cov-
ered with a thin layer of a daylight fluorescent silicone oil mix. An
optical digital single-lens reflex camera takes an image every 30 s to
allow an identification of the changing oil pattern and hence the de-
velopment of the different flow regimes.

For the thermographic imaging of the cylinder surface a thermo-
graphic camera, model ImageIR 8300 from the manufacturer InfraTec, is
used. The actively cooled InSb focal plane array works with a global
shutter (snap-shot detector) and has a pixel size of 15 µm. At a full-
frame resolution of 640 × 512 pixels the maximum frame rate is
100 Hz. The sensitivity is between 2 to 5 µm and the camera has a noise
equivalent temperature difference (NETD) of less than 25 mK @ 30 °C.
The dynamic range is 14 bit and the integration time can be selected
between 1 and 20000 µs, whereby it is set to 1600 µs for the presented
measurement. The camera is positioned on the side of the wind tunnel
test section, facing the cylinder through a CaF2 (calcium fluoride)
window with a transmission of over 90 % for a wavelength between 2
and 5 µm. In order to maximize the optical resolution the thermography
camera is equipped with a 100 mm telephoto lens with an angular
aperture of, 4, 4 ° × 5, 5 °. At the viewing distance of 1.75 m, the field
of view of 0.15 mrad results in a geometric resolution of 0.26 mm on
the object surface represented by one pixel.

After exporting the image stream from the thermographic camera
with the manufacturer’s software, the image series is integrated into
Matlab for subsequent processing. Due to the surface curvature and the
viewing angle not normal to the flow direction the surface is deformed
in the image. The direction of view and the angle of aperture of the
telephoto lens as well as the object geometry are taken into account to
correct the distortion. As a result of the curved object geometry, the
areas with different viewing angles appear to have a non-uniform
temperature distribution. Note that this change in captured radiation
intensity is caused by the directional emissivity of the surface and re-
mains uncorrected. At the moment of image acquisition no active
heating of the cylinder surface was used, resulting in a temperature
range on the surface of only 1 K. Due to friction in the wind tunnel the
flow temperature is higher than the cylinder surface temperature.

3.2. Helicopter airfoil

The flow measurements of the helicopter airfoil model DSA-9A are
conducted in the wind tunnel of the DLR. The airfoil model has a chord
length of 0.3 m, a span length of 0.997 m and is positioned horizontally in
the open test section of the “one-meter wind tunnel” in Goettingen. The
sides of the airfoil model, crosswise to the direction of flow, are enclosed
with two plates to ensure a two-dimensional flow. The wind speed is
50 m/s, resulting in a Reynolds number of Re= 1.0 × 106. The angle of
attack α is 0°, measured by laser triangulation sensors. The thermo-
graphic images are acquired with a thermographic camera, model
SC7750L, from the manufacturer FLIR with a Mercury Cadmium
Telluride detector and an internal Sterling cooler. The manufacturer
specifies a NETD of less than 30 mK @ 30 °C. It is sensitive in a range of
8.0 to 9.4 µm and has a maximum resolution of 640 × 512 pixels at an
acquisition frequency of up to 115 Hz, though it is set to 99.98 Hz for the
presented measurement. The reason the frequency is not set to exactly
100 Hz or the maximum amount is that the same experimental setup is
used to conduct dynamic measurements with a high frequency pitching
airfoil for stall detection. To realise a de-synchronization between camera
and the pitching movement, the camera acquisition is set slightly off to
the integral multiples of the model’s pitching frequencies (Wolf et al.,
2019). The integration time of the camera is set to 190 µs. The camera is
mounted 2 m above the airfoil, facing downwards with a 50 mm focal
lens with an angular aperture of 11.7° × 9.4° (cf. Fig. 4).

In order to achieve a high thermal contrast between the flow re-
gimes, active heating of the surface is realized by a spot light next to the
camera. With a power output of up to 1500 W a temperature difference
between the free flow and the model object of 5 to 6 K can be achieved.

4. Measurement results

4.1. Cylinder

The acquired thermographic images and therefore also the resulting
images of the NMF algorithm are rectified to display the three dimen-
sional surface of the cylinder in the two dimensional image plane and
the surface areas are allocated to the angular values between = 0 to
= 180 around the cylinder, cf. Fig. 5. The stagnation point is at
= 0 , resulting in a flow direction from left to right in the image plane.

The surface area at the leading edge between = 0 and ϕ ≈ 22° and
trailing edge at ϕ ≥ 170° is strongly affected by the reflection of day-
light due to the curvature of the cylinder and is not suitable for an
evaluation. The images have a resolution of 640 × 39 pixels. Instead of
comparing the NMF evaluation results to one out of 6000 thermo-
graphic images taken, the comparison takes place between the NMF
images and the arithmetic mean of the time series shown in Fig. 5 (a). If
a series of N images is considered, the standard deviation of the noise in
the mean temperature image reduced by the factor

N

1 . Therefore, the

mean image should be used for comparison of random fluctuations if

Fig. 3. The cylinder with a diameter of =d 160 mm and a span of 1250 mm in
the closed test section of the Deutsche WindGuard’s aeroacoustic wind tunnel in
Bremerhaven, Germany at a wind speed of =v 50 m/s, = ×Re 5.1 10

5.
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multiple images exist. The boundaries of the flow regimes are indicated
by a white dashed line. The exact dimensions of the flow regimes are
extracted from the optical oil film measurement as a reference, depicted
in Fig. 6. The experiment was conducted at a Reynolds number of

= ×Re 5.1 10
5 and the accumulation of the oil film detected with a

digital single-lens reflex (DSLR) camera, as presented
in Dollinger et al. (2018a). The two distinctive bright lines due to an
accumulation of oil indicate the position of the laminar separation and
the turbulent separation, at = 102

ls
and = 140 ,

ts
respectively. The

black line at = 117 is the position of the flow reattachment ϕr and the
beginning of the turbulent flow regime.

Beside the high reflective areas at the leading and trailing edge, the
surface temperature pattern of the flow regimes in the mean image
Fig. 5 (a) can be explained by the local heat transfer. The laminar (L)
flow regime has a relatively low friction coefficient, continuously in-
creasing in flow direction (Schlichting, 1979). Between approximately
= 80 and = 105 the reflection of the IR camera detector creates an

artefact superimposing the surface temperature, resulting in a tem-
perature gradient in the laminar (L) flow regime. After the laminar
separation at = 102 ,ls the laminar-turbulent transition takes place
over the laminar separation bubble. Due to the self containment of the
separation bubble (LS), heat exchange in this area is low, again re-
sulting in a low surface temperature. After the reattachment of the la-
minar separation bubble at = 117 ,

r the turbulent flow (T) is char-
acterized by a continuously increasing friction between the flow and
the surface, resulting in a higher temperature compared to the laminar
flow regime. At = 140

ts
the turbulent flow separates. In contrast to

laminar and turbulent flow, there is no steep surface temperature
change between turbulent and turbulent separated flow (TS), although
the type of flow changes abruptly. The reason for this non-existing
temperature step is the increasing friction coefficient in the turbulent
flow that changes to a constant state as soon as the flow
separates (de Luca et al., 1990). Therefore the thermal contrast between
the turbulent and separated flow regime in the border area between
them is small and obscures the distinguishability.

Because of the non-deterministic solution of the NMF, the algorithm

Fig. 4. The helicopter airfoil in the open test section of the DLR’s wind tunnel in
Göttingen, Germany. Wind speed =V 50 m/s, = ×Re 1 10

6 at an angle of at-
tack = 0 . (schematic representation)

Fig. 5. Arithmetic mean image and the three selected NMF images with the highest distinguishability between flow regimes. Flow direction from left to right. (a) The
arithmetic mean of the time series. (b)-(d) NMF images.
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is executed multiple times and each resulting set of images is evaluated
concerning the distinguishability between flow regimes. The NMF
images presented in this paper are then selected from the one NMF
solution with the highest increase in the distinguishability parameter D,
cf. (5). The NMF algorithm converges for the given images of the time
series to the dimension parameter =r 10, resulting in ten images for
each NMF solution. Fig. 7 shows the arithmetic mean image of the time
series and all ten NMF images. These images are extracted from the
matrix W of the factorization presented in Section 2.2. The factors in the
matrix H are not regarded in this evaluation. As a result, the signal
information of the time series is divided into various patterns with
different parts of the signal emphasized in each image. In most images,
for example NMF 2, NMF 3, NMF 6, different flow regimes are em-
phasized, in other images like NMF 6 and NMF 9 the reflection at the
leading and trailing edge have the highest amplitude. Again, other NMF
images offer almost no distinguishability between the flow regimes as
they seem to contain only random noise.

Observing the NMF images in Fig. 7, it seems that a different flow
regimes are emphasized in each image. This supports the initial hy-
pothesis that the NMF actually extracts the different signals of the flow
regimes of the time series and can represent them in different feature
images. However, the first image, NMF 1, is an example of a NMF result
without any emphasized flow regime. This indicates, that there is
globally distributed noise recognized as a feature. NMF 2 seems to have
an emphasized laminar flow, visible through the higher amplitude be-
tween = 20 and = 102 . The laminar separation bubble, as well as
the turbulent and turbulent separated flow show an almost homo-
geneous intensity pattern. This offers the possibility of a high distin-
guishability between the laminar flow and the turbulent flow. In
NMF 3, the turbulent flow between = 118 and = 139 is empathized
compared to the other flow regimes. However, the most highlighted
area is the reattachment at ϕ ≈ 117°.

For further investigation, the three best NMF images regarding their
distinguishability between the flow regimes, labelled NMF 1 to NMF 3,
are chosen and shown in Fig. 5 (b) - (d) below the mean image of the
time series. Since the factorization method splits the signal informations
of the input images into multiple images, the intensity values of the
NMF images do not have any real world relation and are refereed to as
with an amplitude in an arbitrary unit. For each flow regime an eva-
luation area is defined in order to quantify the random and systematic
influence on the distinguishability and the resulting CNR,
cf. Section 2.3. For a comparison of the standard deviations and mean
temperatures between the areas and also considering the temperature
gradient, the areas have the most possible width in flow direction while
containing the same amount of pixels, being 1665 pixels per area.

In the following the parameter D for the distinguishability influ-
enced by the random flow inhomogeneity and the systematic flow in-
homogeneity for each pair of flow regimes is presented in order to
evaluate the effects individually. Additionally, the contrast-to-noise
ratio CNR is discussed. In order to evaluate the improvement through
the NMF method, the values of the arithmetic mean image are

considered as a reference.
The calculated distinguishability parameter D for the random tem-

perature inhomogeneity of the flow regimes for the evaluation areas
depicted in Fig. 5 are summarized in Table 1. Next to the columns
listing the parameters D for each image, the last column shows the
improvement between the mean image and the NMF result with the
highest value of D. The distinguishability only improves between the
laminar and the laminar separated flow regimes in NMF 2 (bold values)
and NMF 3. The resulting distinguishability increases compared to the
value in the mean image by a factor 21 and 25 for the laminar and the
laminar separated flow regime, respectively. For every other NMF
image and pair of flow regimes, no increase for D is registered. Since the
distinguishability based on the random temperature fluctuations within
the flow regimes does not increase, but rather decrease in the NMF

Fig. 6. Oil film flow visualization image of the cylinder at a Reynolds number of = ×Re 5.1 10
5 with the flow direction from left to right. The oil pattern enables a

distinction of the flow regimes, separated by the two vertical bright lines (separations) and the single vertical dark line (reattachment). The laminar flow starts at the
leading edge = 0 until the flow separates at = 102

ls
in form of a laminar separation bubble. The turbulent flow regime starts at the flow reattachment position at

= 117
r

and separates at = 140
ts

.

Fig. 7. Arithmetic mean image of the time series and NMF images of the NMF
solution with the highest distinguishability between flow regimes of the cy-
linder experiment.
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results, the amount of random fluctuations is not lowered through the
evaluations process. Hence the randomly influenced temperature in-
homogeneities in the flow regimes do not decrease.

The distinguishability parameter D for the systematic temperature
inhomogeneity in the different flow regimes are listed in Table 2. In
contrast to the random inhomogeneity, an increase of the distinguish-
ability influenced by the systematic temperature inhomogeneity is

achieved for every flow regime (bold values), within the selected NMF
results. Except for the comparison of the turbulent and laminar flow
regime, every pair of flow regimes has the maximum increase in the
NMF 3 image. For the other flow regimes, the improvement of D in the
NMF 3 image ranges from 17 % to 495 %. An increase of D of 209 % for
the turbulent flow regime compared with the laminar flow regime can
instead be found in NMF 2. For the comparison of the laminar and the

Fig. 8. Helicopter airfoil measurement. Flow direction from left to right. (a) Arithmetic mean image of the time series. (b) Standard deviation and (c)-(d) NMF images.

Table 1
Distinguishability D (cf. (5)) between flow regimes in the cylinder experiment based on the influence of the random inhomogeneity. Calculated on the basis of the
mean temperature difference T T ,A B normalized to the random standard deviation s of the random temperature fluctuations in the flow regime A. The last column
shows the maximum increase relative to the value in the mean image.

Distinguishability (due to random inhomogeneity) DA B

Flow regime A Flow regime B Mean NMF 1 NMF 2 NMF 3 Max. improvement

laminar (L) laminar separated (LS) 0.2 0.1 4.6 2.0 2180%
turbulent (T) 13.1 0.4 4.7 5.2 –

laminar- laminar (L) 0.2 0.1 4.8 2.1 2583%
separated (LS) turbulent (T) 11.9 0.3 0.1 7.4 –

turbulent (T) laminar separated (LS) 11.8 0.3 0.1 7.1 –
turbulent separated (TS) 6.7 1.1 0.3 4.7 –
laminar (L) 12.0 0.4 4.8 5.1 –

turbulent separated (TS) turbulent (T) 6.7 1.2 0.3 4.6 –

8



laminar separated flow regimes an increase of factor 105 and 161 is
achieved. The overall increase in D implies a significant reduction of the
effect of the systematic temperature inhomogeneity on the thermo-
graphic flow visualization by the NMF approach. Particularly the error
from the systematic inhomogeneity in the laminar flow regime is re-
duced drastically, which is obvious by comparing the mean tempera-
ture image with the NMF images in Fig. 5. This is in agreement with the
visual evaluation of the NMF images showing a reduced temperature
gradient in flow direction.

As a result of the increased distinguishability in NMF 3 due to a
reduced effect of the systematic temperature inhomogeneity in most
flow regimes, the CNR value is increased for every pair of consecutive
flow regimes including the laminar-turbulent flow regime pair
(Table 3). The CNR values increase by 36 % for the turbulent and tur-
bulent separated flow regime pair, 63 % for laminar separated-turbu-
lent and 32 % for the laminar - turbulent flow regime pair. The CNR
between the laminar and laminar separated flow regime even increases
from 0.1 to 2.0. Hence, the NMF approach enables an increase of the
distinguishability between flow regimes by reducing the systematic
temperature gradients and therefore increasing the CNR.

4.2. Helicopter airfoil

Fig. 8 (a) shows the arithmetic mean image of the time series con-
taining 1119 single measurements. The flow direction is from left to right
with a laminar (L) to turbulent flow (T) transition (Tr) at =x 401 pixels,
marked with a white dashed line. The position of the flow transition was
defined by the maximum temperature gradient of the column-wise
averaged image in x-direction. As mentioned before, it needs to be noted,
that the transition does not exist in an infinitesimally small area, but
rather has a spatial expansion in flow direction (Richter et al., 2015).

This way a clear separation of areas which contain only information
about the laminar and turbulent flow regime is difficult. For the fol-
lowing evaluation three areas are defined as shown in Fig. 8: One for the
laminar flow regime and one for each the transition and the turbulent
flow regimes. This way, the distinguishability between the flow regimes
and the transition area can be quantified.

Fig. 8 (b) shows the standard deviation for every pixel in the time
series of images. Fig. 8 (c) and (d) shows the NMF images. After mul-
tiple evaluations of the algorithm, the NMF solution with the images
with the highest distinguishability between the flow regimes and the
transition area was selected. It is noticeable that the area in which the
transition expands is strongly emphasized in the NMF 1 image. This can
be compared to the emphasized reattachment in NMF 3 in the previous
results of the cylinder measurement, since this can also be traced back
to strong temperature fluctuations. In NMF 2 of the airfoil measurement
the same transition area is negatively emphasized compared with the
other evaluation areas but the distinguishability between the flow re-
gimes seems to be even higher than in NMF 1.

Observing the standard deviation image concludes a similar result
as the NMF 1 image. However, an investigation of the distinguishability
D reveals no increase, but rather a decrease in the randomly influenced
distinguishability between the flow regimes and the transition area took
place. Table 4 lists the values for the distinguishability parameter D
influenced by the random inhomogeneity of the flow regimes. It can be
noted, that no increase in D is achieved through either the calculation of
the standard deviation nor the NMF algorithm. However the distin-
guishability is higher in both NMF images compared to the image of the
standard deviation. This can be explained by the noisy standard de-
viation image, due to a strong non-uniformity in the gradient and zero-
offset of individual pixels. Even though a two-point calibration before
the measurement is conducted, some pixels are measuring in a different

Table 2
Distinguishability D (cf. (5)) between flow regimes in the cylinder experiment based on the influence of the systematic inhomogeneity. Calculated on the basis of the
mean temperature difference T T ,A B normalized to the systematic standard deviation s of the systematic temperature gradients in the flow regime A. The last
column shows the maximum increase relative to the value in the mean image.

Distinguishability (due to systematic inhomogeneity) DA B

Flow regime A Flow regime B Mean NMF 1 NMF 2 NMF 3 Max. improvement

laminar (L) laminar separated (LS) 0.1 0.4 7.5 8.1 16160%
turbulent (T) 3.5 1.2 7.7 21.0 495%

laminar laminar (L) 0.1 0.9 5.0 7.4 10500%
separated (LS) turbulent (T) 4.8 1.6 0.1 26.6 450%

turbulent (T) laminar separated (LS) 4.2 0.7 0.4 5.7 37%
turbulent separated (TS) 2.4 3.1 0.9 3.8 60%
laminar (L) 4.2 1.1 13.1 4.1 209%

turbulent separated (TS) turbulent (T) 9.8 6.3 0.9 11.4 17%

Table 3
CNR between flow regimes in the cylinder experiment. The second column contains the average CNR of all thermographic images in the time series. The third column
contains the CNR in the arithmetic mean image. The last column shows the maximum increase in CNR relative to the value in the mean image. The first three rows are
the transitions of consecutive flow regimes in flow direction. Basis of the evaluation are the areas shown in Fig. 5.

CNR CNR CNR CNR CNR Max. improvement
single img mean img NMF 1 NMF 2 NMF 3

laminar (L) /
laminar separated (LS) 0.1 0.1 0.1 6.7 2.0 332400%

laminar separated (LS) / turbulent (T) 8.3 8.7 0.1 0.1 14.1 63%

turbulent (T) /
turbulent separated (TS) 3.5 4.2 0.6 0.1 5.7 36%

laminar (L) /
turbulent (T) 6.5 6.7 0.1 8.8 7.3 32%
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sensitivity region compared to other ones. These false values result in a
high random inhomogeneity in the evaluation areas of the standard
deviation image, while the feature extraction of the NMF is hardly in-
fluenced and therefore does not result in the same high random in-
homogeneity in the NMF images. This solution reveals that the NMF is
not capable of reducing any random inhomogeneity that would increase
the distinguishability, however has higher values for D compared with
the standard deviation of the time series.

An investigation of Table 5 reveals that the distinguishability be-
tween the transition and the two flow regimes could be increased by
reducing the systematic inhomogeneity of the transition area in the
NMF 2 image. Compared with the turbulent flow regime, the distin-
guishability of the transition was increased from =D 3.0Tr L to

=D 12.1,Tr L an improvement of 301 %. Compared to the laminar flow
regime it increased even higher from =D 3.3Tr T to =D 16.2,Tr T an
improvement of 385 %. Obviously, the NMF algorithm is capable of
reducing the temperature gradient in the transition area, increasing it’s
distinguishability from the flow regimes.

Table 6 reveals the increase of the CNR value between the laminar
flow regime and the turbulent flow regime compared to the transition area

of 562 % and 418 % in the NMF 2 image, respectively. This can be traced
back to the reduction of the systematic inhomogeneity of the flow regimes.

The results show the potential of the NMF to extract additional in-
formation about the flow transition phenomena. The spatial expansion
of the transition can hardly be detected in the arithmetic mean image
but was visible as a dominant feature in the NMF 2 result. While the
mean image uses the advantage of averaging in order to reduce the
impact of outliers and noise, the standard deviation image is capable of
visualizing the area of the transition. With applying the NMF it is
possible to use both advantages because the area of the transition can
be visualized while the noise and impact of outliers is smaller than in
the standard deviation image. The extraction of the information about
the transition expansion enables a correct positioning of the evaluation
areas representing only flow regimes or the transition.

5. Conclusion and outlook

Non-negative matrix factorization was applied to a time series of
thermographic images for flow visualization. By evaluating the tem-
perature inhomogeneity of a flow regime compared to the difference in

Table 4
Distinguishability D (cf. (5)) between flow regimes in the airfoil experiment based on the influence of the random inhomogeneity. Calculated on the basis of the mean
temperature difference T T ,A B normalized to the random standard deviation s of the random temperature fluctuations in the flow regime A. The last column shows
the maximum increase relative to the value in the mean image.

Distinguishability (due to random inhomogeneity) DA B

Eval. area A Eval. area B Mean std NMF 1 NMF 2 Max. improvement

laminar (T) transition (Tr) 32.7 3.5 17.6 20.5 –
turbulent (L) 62.4 0.1 3.0 5.1 –

transition (Tr) laminar (T) 33.8 5.2 14.2 17.7 –
turbulent (L) 30.7 5.3 16.6 13.3 –

turbulent (L) laminar (T) 72.0 0.1 2.5 4.4 –
transition (Tr) 34.3 2.1 16.9 13.2 –

Table 5
Distinguishability D (cf. (5)) between flow regimes in the airfoil experiment based on the influence of the systematic inhomogeneity. Calculated on the basis of the
mean temperature difference T T ,A B normalized to the systematic standard deviation s of the systematic temperature gradients in the flow regime A. The last
column shows the maximum increase relative to the value in the mean image.

Distinguishability (due to systematic inhomogeneity) DA B

Eval. area A Eval. area B mean std NMF 1 NMF 2 Max. im- provement

laminar (T) transition (Tr) 27.0 24.4 24.3 22.8 -
turbulent (L) 51.5 0.4 4.2 5.7 -

transition (Tr) laminar (T) 3.3 7.7 6.0 16.2 385%
turbulent (L) 3.0 7.8 7.1 12.1 301%

turbulent (L) laminar (T) 18.4 0.8 3.7 11.3 -
transition (Tr) 8.8 47.1 25.5 33.8 538%

Table 6
CNR between flow regimes in the airfoil experiment. The second column contains the CNR in the arithmetic mean image. The third column the values of the temporal
standard deviation. The last column shows the maximum increase in CNR relative to the value in the mean image. The first two rows are the comparison of the flow
regime areas with the transition area. The last row is the comparison between the flow regimes. Basis of the evaluation are the areas shown in Fig. 8.

CNR CNR CNR CNR Max.
improvement

Mean std NMF 1 NMF 2

laminar (T) / transition (Tr) 10.7 6.7 23.6 70.8 562%

turbulent (L) / transition (Tr) 8.0 3.5 31.0 41.6 418%

laminar (L) / turbulent (T) 264.0 0.1 2.5 7.7 –
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spatial mean temperature to another flow regime, the distinguishability
was quantified. The systematic influences on the temperature in-
homogeneity of the flow regimes is reduced by the NMF, increasing the
distinguishability of every flow regime pair. The reduction of the sys-
tematic temperature gradient increases the contrast-to-noise ratio be-
tween every consecutive flow regime pair. At the same time a reduction
of the random inhomogeneity could not be achieved.

The evaluation of the helicopter airfoil flow has shown NMF has
furthered the potential to visualize the spatial expansion of the laminar-
turbulent transition region. This information extraction is difficult to
realize in a single image or the arithmetic mean image. Here, the sys-
tematic temperature gradient within the transition area was reduced
while the difference in mean temperature was increased. The result is
an increase of the distinguishability between the transition region and
the adjoining flow regimes while the impact of noise and outliers was
minimized. As a result, the contrast-to-noise ratio between the transi-
tion area and the laminar and turbulent flow regime was increased.

To achieve the best results with NMF for increasing the CNR, the
algorithm has to be executed multiple times. The minimization process
of the iterative factorization method can reach a local minimum and
therefore return different results in every execution of the algorithm.
This disqualifies the method to be used in a fast and automatic eva-
luation, due to the non-deterministic results. Furthermore, the decision
of which NMF result is presented as the optimal one is in the present
work based on the evaluation of the different flow regimes’ distin-
guishability. Since the areas of the different flow regimes must be
known in this approach, NMF evaluation as presented here is less sui-
table for identifying the different flow regimes, but for increasing their
distinguishability. Another limitation of the method is the necessity of
acquiring a time series to be used with the NMF. In order to obtain
sufficient signal information for the algorithm, multiple images of the
static flow distribution are required, which prolongs the measurement
time and hinders the measurement in a non-static environment.

Nonetheless, the presented method offers the possibility to reduce
the systematic effects of inhomogeneous temperature patterns within
the flow regimes. Especially in measurements with low initial thermal
contrast, the NMF can be used to improve the distinguishability.
Furthermore, the non-instantaneous transition process between the la-
minar and turbulent flow regime can be emphasized to improve the
separation of the flow regimes before and after the transition and the
transition region.

The present work merely covers a first evaluation of the NMF eva-
luation approach of the thermographic images and should trigger future
studies. To understand the limits of NMF regarding the minimum amount
of individual measurements necessary or the choice of optimal parameters
including the dimension r of the matrices W and H as well as the tolerance
of the residual K are goals to achieve an optimal factorization, especially
regarding the non-deterministic of the algorithm. Other aspects that need
to be investigated are the influence of different frequencies of the image
acquisition and how temporal resolved temperature fluctuations impact
the solution. Additionally, a combination of different NMF images should
be considered for further increasing the flow image contrast.
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