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Model-based review of Doppler global velocimetry techniques with laser
frequency modulation

Andreas Fischer
University of Bremen, Bremen Institute for Metrology, Automation and Quality Science (BIMAQ), Linzer Str. 13, 28359 Bremen, Germany

A R T I C L E I N F O
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A B S T R A C T

Optical measurements of flow velocity fields are of crucial importance to understand the behavior of complex
flow. One flow field measurement technique is Doppler global velocimetry (DGV). A large variety of different
DGV approaches exist, e.g., applying different kinds of laser frequency modulation. In order to investigate the
measurement capabilities especially of the newer DGV approaches with laser frequency modulation, a model-
based review of all DGV measurement principles is performed. The DGV principles can be categorized by the
respective number of required time steps. The systematic review of all DGV principle reveals drawbacks and
benefits of the different measurement approaches with respect to the temporal resolution, the spatial resolution
and the measurement range. Furthermore, the Cramér-Rao bound for photon shot is calculated and discussed,
which represents a fundamental limit of the achievable measurement uncertainty. As a result, all DGV
techniques provide similar minimal uncertainty limits. With Nphotons as the number of scattered photons, the
minimal standard deviation of the flow velocity reads about N106 m/s/ photons , which was calculated for a
perpendicular arrangement of the illumination and observation direction and a laser wavelength of 895 nm. As a
further result, the signal processing efficiencies are determined with a Monte-Carlo simulation. Except for the
newest correlation-based DGV method, the signal processing algorithms are already optimal or near the
optimum. Finally, the different DGV approaches are compared regarding errors due to temporal variations of the
scattered light intensity and the flow velocity. The influence of a linear variation of the scattered light intensity
can be reduced by maximizing the number of time steps, because this means to acquire more information for the
correction of this systematic effect. However, more time steps can result in a flow velocity measurement with a
lower temporal resolution, when operating at the maximal frame rate of the camera. DGV without laser
frequency modulation then provides the highest temporal resolutions and is not sensitive with respect to
temporal variations but with respect to spatial variations of the scattered light intensity. In contrast to this, all
DGV variants suffer from velocity variations during the measurement. In summary, the experimental conditions
and the measurement task finally decide about the ideal choice from the reviewed DGV methods.

1. Introduction

The understanding of complex flow phenomena is a key to face the
globally increasing needs for efficient and clean energy conversions,
e.g., for the generation of electrical power as well as for transportation.
Important aspects are the investigation of the fluid circulation around
moving parts (aerodynamics) and respective losses (flow leakage, flow
turbulence), the combustion of fuel (turbulent reactive flows), the
generation and damping of noise (aeroacoustics) as well as sound-
combustion interactions (thermoacoustics). However, the direct numer-
ical simulation of turbulent flows is limited by the available computing
power, whereas other numerical approaches require turbulence models.
For this reason, measurements are inevitable either to directly inves-
tigate complex flows or to validate flow simulations and to improve

them by identifying new phenomena.
One crucial physical quantity to be measured is the flow velocity.

Non-intrusive, optical measurement principles that are based on Mie
scattering at tracer particles can be divided into time-of-flight and
Doppler principles:

• Time-of-flight principles evaluate the position x→ of tracer particles at
given time steps, or vice versa, and then directly apply the velocity
definition v→ = x

t
∂→

∂ . Examples for space-measurement-based time-of-
flight principles are Particle Tracking Velocimetry [1–5] and Particle
Image Velocimetry [1,6–10], and examples for time-measurement-
based time-of-flight principles are Laser-2-Focus Anemometry [11–13]
and Spatial Filter Velocimetry [14–16].

• The Doppler principles measure the frequency shift of the narrow-
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band laser light scattered on tracer particles (usually Mie scattering)
or fluid molecules (Rayleigh scattering). Then the flow velocity
component, which is directly proportional to the Doppler frequency
fD and is the component along the bisecting line of the observation

direction o→ and the negative laser incidence direction i−
→
, is

calculated using the Doppler formula

v λ

o i
f=

|→ −
→

|
D (1)

with λ as laser wavelength. Note that v v= →o i

o i

→ −
→

|→ −
→

|
. Three different pairs

of light incidence and observation directions are required to yield all
three velocity components. For Mie scattering, which obviously allows
to achieve higher light powers and therefore lower measurement
uncertainties, the Doppler techniques can be subdivided into methods
based on frequency and amplitude evaluation. Frequency evaluation
means reducing the carrier frequency of the scattered light signal by
light mixing and measuring the beat frequency with a photo detection
unit. Examples for mixing with laser light that has no Doppler shift
(reference methods) are Reference Laser Doppler Anemometry [17,18]
and Heterodyne Doppler Global Velocimetry [19–21], and examples for
mixing with laser light that has a (different) Doppler shift (difference
methods) are Laser Doppler Anemometry/Velocimetry [22,23,18], the
Laser Doppler Velocity Profile Sensor [24–26] and Imaging Laser Doppler
Velocimetry [21]. Doppler principles with amplitude evaluation use
transmission curves of optical filters for converting the changes in
optical frequency to intensity changes, which finally can be detected
with a photo detection unit (camera or single point detector). Examples
for applying interferometric filters are Michelson Spectrometer Laser
Doppler Velocimeter [27], Doppler Picture Velocimetry [28,29], Michelson
Interferometer Planar Doppler Velocimetry [30,31], Mach-Zehnder
Interferometer Planar Doppler Velocimetry [32,33] and Fabry-Pérot
Interferometer Planar Doppler Velocimetry [34–37], whereas Doppler
Global Velocity (DGV) (synonym Planar Doppler Velocimetry (PDV))
[38–44] uses atomic/molecular filters.

The article focuses on the progress of the DGV/PDV variants by
conducting a model-based comparison of the measurement error with
respect to three important and yet only partially considered error
sources: photon shot noise, temporal fluctuations of the scattered light
intensity, and temporal fluctuations of the flow velocity.

1.1. State-of-the-art

One key challenge for the DGV approaches is their inherent cross-
sensitivity with respect to the intensity of the scattered light intensity,
i.e., the detector output signal is sensitive to both the Doppler frequency
and the light intensity. For this reason, at least two independent
measurements are necessary.

The original DGV setup is based on a laser without laser frequency
modulation [40]. Here a beam splitter is applied to the scattered light
and the scattered light intensity is additionally, directly measured using
a second camera, cf. Fig. 1a. Thereby only a single time step (camera
frame) is required for obtaining a flow velocity field measurement.
However, the original DGV setup requires two cameras. This might be
problematic when no second camera is available or the correction of
pixel misalignment errors by image dewarping techniques fails [45].
For this reason, single camera DGV approaches were developed. One
approach (space multiplex) is to image both images onto a single
camera, which reduces the pixel resolution of the flow measurement, cf.
Fig. 1b [46].

Another approach (wavelength multiplex) is to use a color camera
and to apply an additional laser with a different wavelength that is not
affected by the optical filter [47,48]. However, the scattered light
intensity of both lasers is not easily related to each other, because the
scattered light intensity is, amongst others, influenced by the laser

wavelength and the size (and shape) of the scattering particle, and the
particle size is usually not constant. Thus, not different laser wave-
lengths but different laser frequencies have to be applied. Since light
portions with near frequencies that vary with the Doppler shift are
difficult to separate, camera images at different laser frequencies are
successively taken (time multiplex).

This idea led to newer DGV approaches with laser frequency
modulation, cf. Fig. 1c. They provide a single camera solution with full
pixel resolution, but no single-shot measurement. For realizing the laser
frequency modulation, a single modulated laser is usually applied
avoiding additional lasers. Many principles of DGV systems with laser
frequency modulation were developed: 2-ν-PDV [49,50], FSK-DGV (3-
ν) [51,52], FSK-DGV (4-ν) [53], FM-DGV [54,55] and very recently CC-
DGV [56,57]. The acronyms and principles are explained in detail in
Section 2.

DGV techniques were applied for many different investigations
ranging from high-speed (supersonic flows with several hundred meters
per second) to low-speed flow phenomena (sound particle velocity with
some millimeters per second) and concerning non-reactive/reactive,
steady/unsteady flows, single phase/two-phase flows. Application
fields are, e.g., the aerodynamics of cylinders, wings, jets and turbine
blades [40,42–44,58,56], the aeroacoustics of liners [59–62], the
thermoacoustics of combustors [63] as well the complex flow me-
chanics of boundary and gap flows [41,64–67], turbulent non-reactive
flows (jets) [50,68], turbulent reactive flows (flames) [69,70] and two-
phase flows (sprays) [71–75]. Although impressive measurements
results have been achieved and detailed error analyses were performed
for each of the new DGV principles with laser frequency modulation, a
common treatment and a direct comparison of the different measure-
ment approaches are missing. Thereby one fundamental concern, which
has not yet been investigated thoroughly, has to be addressed in
particular: the inherent cross-sensitivity of such DGV system with
respect to temporal variations of the scattered light intensity. This
cross-sensitivity is a direct consequence of the time multiplex approach,
i.e., when using two or more subsequent images for the flow velocity
measurement. Note further that this is in principle the same problem as
for the wavelength multiplexing approach, although the underlying
physics are different. Only for FM-DGV, first attempts to describe the
resulting error are presented in [76], and an investigation of the
influence of refractive index fluctuations that directly affect the
scattered light intensity is described in [77]. However, a comparison
of all DGV approaches regarding the measurement error that results
from fluctuations of the scattered light intensity is missing. In addition,
the behavior with respect to velocity fluctuations is unclear.
Furthermore, a comparison of the minimum achievable measurement
uncertainty is of interest.

1.2. Aim and outline of the article

The first aim of the article is to present a common model-based
treatment of the DGV approaches with and without laser frequency
modulation, which provides an overview and comparison of the
different DGV measurement principles in Section 2. For all DGV
approaches, the minimal achievable measurement uncertainty with
respect to the photon shot noise is then investigated by evaluating the
Cramér-Rao bound and comparing the different results in Section 3.
Next, the error due to temporal fluctuations of the scattered light
intensity is investigated for the different DGV approaches by employing
a simulation. The numerical results and the respective comparison of
the different DGV variants are presented in Section 4. The simulation is
also applied for investigating the influence of velocity fluctuations on
the measurement error. The resulting findings are explained in Section
5. Note that the article is focused on a model-based treatment. The used
models have been successfully applied and validated in numerous
experiments. The article closes with a summary and outlook.
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2. Common measurement principle and overview of the different
approaches

The basis of all DGV approaches is a laser source, whose bandwidth
is significantly smaller than the width of the transmission curve of the
used molecular filter. The molecular filters are temperature-controlled
absorption cells typically filled with iodine gas or cesium gas as
absorber [78,79]. The gases provide several energy transitions (absorp-
tion lines) at the common laser wavelengths 514.5 nm, 532 nm,
852 nm, 895 nm. The corresponding transmission curves τ f( ) over the
light frequency f are shown in Fig. 2, which are calculated with
validated models according to the literature references listed in Table 1.

For comparing the different DGV approaches, the transmission
curve of the cesium D1 line at 895 nm is arbitrarily chosen as the
common transmission curve for the subsequent considerations. The full
width at half maximum of this curve amounts to 600 MHz, and the
absolute value of the derivative τ f′( ) of the transmission function has

two maxima at ± 300 MHz off the minimum transmission. The
maxima offer the highest sensitivity with respect to a change in laser
frequency (Doppler frequency). The proportionality factor between the
flow velocity and the Doppler frequency here is 0.633 m/(s MHz)
assuming a perpendicular arrangement of the laser illumination and
the observation direction, cf. Eq. (1). Note that the flow velocity can
always be converted into the corresponding Doppler frequency, and
vice versa, by applying Eq. (1) for the given illumination and observa-
tion direction. Hence, presenting the subsequent findings either with
respect to the flow velocity or the Doppler frequency is without loss of
generality.

Note further that the different DGV variants do not depend on a
certain molecular filter in principle. For this reason, only one (arbi-
trarily chosen) transmission curve is considered here as an example.
However, each molecular filter has advantages and disadvantages. For
instance, high-power lasers with the wavelengths 514.5 nm and 532 nm
are available and the cameras have a high sensitivity for these

Fig. 1. Measurement arrangement of a) the original DGV approach with two cameras and the single-camera DGV approaches b) without and c) with laser frequency modulation. Note that
the incident laser light is a light sheet that is imaged onto the cameras. The lenses of the imaging systems are not depicted here for the sake of clarity.

Fig. 2. Spectral transmission curves and their derivatives of cesium gas (a, c) and iodine gas (b, d), which are typically used for DGV. The respective offset light frequencies f0, the
references and the used parameters of the transmission models are listed in Table 1.
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wavelengths. For this reason, molecular filters filled with iodine gas
were initially used for DGV. On the other hand, continuous fast
modulations of the laser frequency and high powers are obtained,
e.g., with power amplified diode lasers with the wavelengths 852 nm
and 895 nm. For this reason, molecular filters filled with cesium gas
were initially chosen for DGV approaches that require a continuous fast
modulation of the laser frequency. The currently available power of
diode lasers, which can be used for cesium gas filters, is still lower in
comparison with lasers for iodine gas filters. However, the sensitivity
provided by the cesium transmission curve is higher than the sensitivity
resulting from the iodine transmission curve, cf. Fig. 2c and d.
Furthermore, molecular filters filled with rubidium gas were not yet
used for realizing DGV systems, although their characteristics are
similar to filters filled with cesium gas [79]. Finally, not only the laser
power, the sensitivity of the molecular filter and the sensitivity of the
camera, but also the scattering efficiency plays an important role for the
resulting measurement uncertainty. Since this discussion about an
optimal molecular filter is independent and out of the focus of the
present article, only a single transmission curve is chosen for the
desired comparison of the different DGV approaches.

With the scattered light intensity Is, the light intensity I that is
detected after the molecular filter reads

I τ f I= ( )· .s (2)

Hence, one equation is available, but two unknown quantities exist: the
Doppler shifted frequency f and the intensity Is of the scattered light. In
order to determine the Doppler shifted frequency, at least one further
equation is required.

The different DGV approaches for the solution of this task are
subsequently explained, where the approaches are categorized by the
respective number N of the required time steps. The number of time
steps equals the number of different laser frequencies. This categoriza-
tion allows to classify all kinds of DGV principles. For every DGV
principle, the light frequency f can be divided into the light center
frequency fc (including the Doppler shift frequency fD) and a zero-mean
laser frequency modulation f t( )mod :

f f f t= + ( ).c mod (3)

Note that the Doppler shift contained in the frequency modulation is
neglected, because typical modulation amplitudes are more than eight
orders of magnitude smaller than the absolute laser frequency.
Considering DGV without laser frequency modulation, f t( )mod is zero.
Otherwise the laser modulation contains different frequency steps,
which yields the number of required time steps. In the following, the
discrete-time modulation signal is denoted by f nmod, with n N= 1, …, as
step number. The duration of one modulation period is T N t= · a with ta
as the duration of one time step.

Since the modulation is zero-mean, the Doppler frequency fD is
always obtained by evaluating the difference between the center
frequency fc of the scattered light with Doppler shift and the center
frequency fc,0 of the laser light without Doppler shift:

f f f= − .D c c,0 (4)

For this reason, the light center frequency is measured before and after
the scattering in an analogous manner. Often the laser center frequency
is kept constant by a laser frequency control (which also incorporates a

measurement of the laser center frequency) and only the measurement
of the Doppler shifted center frequency of the scattered light is
processed further. The latter condition is assumed here, and the
remaining fluctuations of the laser center frequency are considered to
be negligibly small compared to the measurement uncertainty of the
Doppler-shifted center frequency fc of the scattered light. Hence, the
subsequent considerations can be reduced to the measurement of fc.

For all DGV measurement principles, the input signal is the intensity
of the scattered light that is Doppler shifted in frequency. The times
series of the incoming light intensity signal with N ≥ 1 time steps reads
according to Eqs. (2) and (3)

I τ f f I n N= ( + )· , = 1, …, .n nc mod, s (5)

Note that the scattered light intensity is initially assumed to be constant
during one modulation period. DGV measurement principles without
laser frequency modulation require at least one time step and DGV
measurement principles with laser frequency modulation require more
than one time step. The different DGV measurement principles all
provide a certain output quantity denoted as quotient q, which is
independent of the scattered light intensity and only depends on fc. As a
result, the calibrated relation q over fc is the calibration curve, which
(after inversion) allows to derive the measurement result of fc out of the
measured value of q. This general measurement schema is depicted in
Fig. 3. The specific determination of the quantity q is subsequently
described for each DGV approach followed by a concluding compar-
ison.

2.1. One time step (1-ν-DGV)

The original DGV and its variant with a single camera are DGV
principles without laser frequency modulation, i.e.,

f = 0,mod,1 (6)

cf. Fig. 4a. Applying a beam splitter with the specific beam split ratio
50/50, the incoming light intensity signal is split and the two detected
light intensities read

I τ f I= 1
2

· ( )·1,1 c s (7a)

I I= 1
2

· .1,2 s (7b)

By dividing both detected intensities the quotient

Table 1
Offset frequencies f0, the corresponding vacuum wavelengths λ0 and the literature references for the calculation of the transmission curves in Fig. 2 together with the model parameters
cold finger temperature and body temperature of the 5 cm long absorption cells.

Gas Frequency f0 Wavelength λ0 Ref. Cold finger (°C) Cell body (°C)

Cesium (D1 line) 335.111370210561 THz 894.605449560 nm [80,60] 35 45
Cesium (D2 line) 351.721508283701 THz 852.357478685 nm [80,81] 25 45
Iodine 582.491131261986 THz 514.673000000 nm [82,50] 45 70
Iodine 563.263256648754 THz 532.242170000 nm [82,83] 30 70

Fig. 3. General signal flow for all DGV systems providing an output quantity q as a
function of the desired center frequency fc of the scattered light, which finally yields the

Doppler frequency fD and the flow velocity v.
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Fig. 4. Modulated laser frequency f t( )mod minus the light center frequency fc over one modulation period (here: T = 0.1 s) for the different DGV approaches.
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Fig. 5. Calibration curves of q over fc for the different DGV approaches, when applying the laser frequency modulations shown in Fig. 4 and the transmission curve of cesium gas at

f = 335.111370210561 THz0 (cesium D1 line), cf. Fig. 2 and Table 1. The gray region illustrates the measurement range, for which the calibration curve is unambiguous.
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q
I
I

τ f= = ( )1,1

1,2
c (8)

is evaluated, which is independent of Is. The dependency of the quotient
q with respect to fc is shown in Fig. 5a. Note that the two-color DGV
approach can be described by the same set of equations and is therefore
not treated separately.

2.2. Two time steps (2-ν-DGV)

For two-frequency DGV, one modulation period contains two
frequencies and, thus, two time steps with

f f= −mod,1 h (9a)

f f= + .mod,2 h (9b)

The modulation with the amplitude f = 300 MHzh is depicted in Fig. 4b.
Note that the modulation amplitude is chosen to operate with max-
imum sensitivity, i.e., the laser frequencies are located at the edges of
the transmission curve where the absolute value of its derivative is
maximal [50]. With the detected intensities I1, I2 according to Eq. (5),
the quotient q is calculated by

q
I I
I I

= −
−
+

.1 2

1 2 (10)

Due to the division of intensities that are all directly proportional to the
scattered light intensity, the latter is canceled. The quotient q is shown
in Fig. 5b as a function of the light center frequency fc.

The underlying idea of the quotient calculation resulted from the
solution of a system of linear equations, where the intensity signals are
linearized for f f≈c 0. The respective consideration was originally
performed in time domain [50]. However, the calculation can also be
interpreted in frequency domain, because the quotient is proportional
to the ratio of the first Fourier coefficient (alternating component) and
the mean value (direct component) of the intensity signal consisting of
two samples. When using the direct component, the measurement has a
cross-sensitivity with respect to the background light. In order to avoid
this, a third equation is required.

2.3. Three time steps (3-ν-FSK-DGV)

When using three frequencies, the modulation reads

f f= +mod,1 h (11a)

f = 0mod,2 (11b)

f f= − ,mod,3 h (11c)

cf. Fig. 4c for f = 300 MHzh . Using the detected intensities I1, I2, I3 that
follow from Eq. (5), the quotient

q
I I I I
I I I I

I I
I I I I

= 2
( − ) − ( − )
( − ) + ( − )

= 2
−

( − ) + ( − )
1 2 3 2

1 2 3 2

1 3

1 2 3 2 (12)

is independent of the scattered light intensity and a constant back-
ground light intensity [52]. This approach is named frequency shift
keying DGV (FSK-DGV). The resulting curve of the quotient q versus fc
is shown in Fig. 5c.

For f f≈c 0 the transmission of the scattered laser light is almost zero
and, thus, I2 serves as a measure of the background light intensity. As a
result, the calculation of the quotient q here includes a subtraction of
the background light intensity from the desired intensity measurements
at the edges of the transmission curve, cf. Eq. (12) with Eq. (10). This
explanation in time domain can also be understood in frequency
domain, because the quotient q represents the ratio of the first to the
second Fourier coefficient of the intensity signal [52]. Due to symmetry
reasons, the fourth sample that is required for a Fourier analysis with
two harmonics equals the second sample (I I=4 2) and, thus, the three

samples are sufficient.

2.4. Four time steps (4-ν-FSK-DGV)

With four-frequency DGV, one option is to enhance the modulation
to

f f= +mod,1 h (13a)

f = 0mod,2 (13b)

f f= −mod,3 h (13c)

f = 0.mod,4 (13d)

Aside from the additional fourth sample, it is identical to the approach
of 3-ν-FSK-DGV, but the quotient now is calculated out of all four
detected intensities I1, I2, I3 and I4 by

q
I I I I
I I I I

= 2
( − ) − ( − )
( − ) + ( − )

.1 2 3 4

1 2 3 4 (14)

This enhanced approach is here termed 4-ν-FSK-DGV. The correspond-
ing modulation and calibration curves are shown in Figs. 4d and 5d,
respectively.

Using four instead of three frequency steps can provide an addi-
tional benefit for the measurement, which led to the development of a
4-ν-FSK-DGV with self-calibration (sc) [52]. For this purpose, the
modulation is changed to

f f f= − −mod,1 h sh (15a)

f f f= − +mod,2 h sh (15b)

f f f= + −mod,3 h sh (15c)

f f f= + + ,mod,4 h sh (15d)

see Fig. 4e. The employed modulation amplitude f = 300 MHzh and the
additional shift frequency f = 50 MHzsh are set so that for f f≈c 0 two
frequencies are located at the left edge and two frequencies are located
at the right edge of the transmission curve. By evaluating the quotient

q
I I I I

I I I I
=

− − + +
− − +

1 2 3 4

1 2 3 4 (16)

the cross-sensitivity with respect to the slopes of the edges is elimi-
nated, as long as the edges can be treated as linear functions [53]. The
behavior of q versus fc is shown in Fig. 5e.

2.5. More than four time steps (FM-DGV, CC-DGV)

Applying the FSK-DGV approach with signal evaluation in the
frequency domain (Fourier analysis) towards a continuous sinusoidal
laser frequency modulation with

f f π n
N

n N= ·cos 2 − 1 , = 1, …,nmod, h

⎛
⎝⎜

⎞
⎠⎟ (17)

leads to the concept of frequency modulation DGV (FM-DGV). The
duration of one modulation period is T N t= · a with N as the the number
of samples and ta as the sampling period. For the modulation amplitude
f = 300 MHzh , the modulation signal is shown in Fig. 4f. Evaluating the
ratio of the first to the second Fourier coefficient of the intensity signal
In (that is measured according to Eq. (5)), the quotient q results in [54]

q
I π

T
t n

I t n
=

∑ ·cos 2 · ·( − 1)

∑ ·cos( · ·( − 1))
.

n
N

n

n
N

n
π

T

=1 a

=1
4

a

⎛
⎝⎜

⎞
⎠⎟

(18)

Note that the Fourier coefficients are determined using the phase
reference that is given by the modulation signal. The resulting curve
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of q over fc is shown in Fig. 5f. Using more than four time steps allows
to reduce the influence of fluctuations of the scattered light, which
occur as side-bands of the harmonics. In addition, sinusoidal laser
frequency modulation can be realized faster than the necessary
frequency steps for a discrete frequency modulation. For this reason,
FM-DGV is advantageous for fast continuous measurements.

The most recent DGV development also uses more than four time
steps, but uses a time domain evaluation. The idea is to capture a linear
frequency scan of the entire transmission curve and to perform a cross-
correlation between the detected intensity signal In and a reference
transmission curve without Doppler shift [56,57]. The maximum of the
cross-correlation then gives the output quantity q. This approach is named
cross-correlation DGV (CC-DGV). The linear laser frequency modulation

f f n
N

n N= · 2· − 1 − 1 , = 1, …,nmod, h

⎛
⎝⎜

⎞
⎠⎟ (19)

is shown in Fig. 4g with f = 2500 MHzh to cover the entire transmission
curve. The resulting intensity signal In is then cross-correlated with the
transmission curve without Doppler shift for a range of lags from −5 to
+5 sampling steps. This section of the cross-correlation is fitted by a
parabolic function in order to determine the interpolated position q of
the maximum. The so obtained quantity q as a function of fc is shown in
Fig. 5g. The fit results in systematic errors, which explains the non-
linearity of the calibration curve. The known benefit of the correlation
approach is the almost unlimited measurement range. Hence, CC-DGV
is advantageous for flows with a large dynamic range of the flow
velocity.

2.6. Comparison

The described DGV approaches are summarized in Table 2. They
differ in the required number of time steps, which leads to different
temporal resolutions when being limited by the maximum camera
frame rate. The temporal resolution equals the period time of one
modulation. Being limited by the camera frame rate, the 1-ν-DGV
provides the highest temporal resolution. Note that for a limited
memory space of the camera, the lowest number of frames per
measurement also results in the largest possible number of successive
measurements. The spatial resolution, which is determined by the
camera pixel size and the magnification of the imaging system, is
always the same. Except for the enhanced original DGV approach with a
single camera, cf. Section 1.1, the field of view is also the same for all
DGV measurement principles.

Each DGV technique provides an output quantity q, which depends
on the center frequency fc of the scattered light frequency as shown in
Fig. 5. The unambiguous regions of these curves can be used to
determine fc out of the DGV output quantity q. The respective
measurement ranges are illustrated by a gray background. For the 1-
ν-DGV approach, the unambiguous region is one of the edges of the
transmission curve, which covers a frequency range of about 500 MHz.
For the 2-ν-DGV, 3-ν-FSK-DGV, 4-ν-FSK-DGV, 4-ν-FSK-DGV with self-
calibration and FM-DGV, the measurement range equals about the

region between the two extremal values of the derivative of the
transmission curve, which amounts to 600 MHz. The CC-DGV approach
provides a measurement range that is not limited by the properties of
the transmission curve, but only by the width of the frequency scan. By
adapting the scan width, the measurement range is in principle
unlimited.

The measurement uncertainty of all DGV approaches is limited by
random error sources such as thermal noise and shot noise of the photo
detection unit. However, even if the photon detection is ideal (noise-
free), the natural fluctuations of the detected light intensities due to
photon shot noise are one fundamental limit for the achievable
measurement uncertainty. In order to compare the ultimate measure-
ment capabilities of the DGV principles, the Cramér-Rao bound for the
photon shot noise is calculated for all DGV approaches and compared
with each other in Section 3.

The DGV approaches were shown to have different cross-sensitiv-
ities, e.g., with respect to the background light. Such cross-sensitivities
require a calibration in order to eliminate the systematic errors. One
common source of systematic errors that cannot be corrected are
variations of the scattered light intensity. While the original DGV
approach with one time step is sensitive regarding spatial variations,
the DGV approaches with more than one time step are all sensitive
regarding temporal variations of the scattered light intensity. The error
due to a temporal scattered light variation is investigated in Section 4.

Furthermore, note that all DGV measurement principles are derived
for the condition of a constant flow velocity. For this reason, the error
resulting from a temporal velocity variation is studied in Section 5.

3. Quantum noise limit

According to [84], the Cramér-Rao bound (CRB) of the flow velocity
v with respect to the photon shot noise reads for DGV without laser
frequency modulation (1-ν-DGV)

v λ
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τ f N
CRB( ) =

| − |
·

( ) + ( )
′( )

· 22

⎯→⎯ →
2

c c
2

c
2

photon (20)

and for DGV with laser frequency modulation (2-ν-DGV, 3-ν-FSK-DGV,
4-ν-FSK-DGV, 4-ν-FSK-DGV with sc, FM-DGV, CC-DGV)
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with the abbreviations τ τ f f= ( + )n nc mod, and τ τ f f′ = ′( + )n nc mod, . The
symbol Nphoton is the total number of photons, which are scattered
during one modulation period. One modulation period consists of N
time steps. When measuring over M ∈  modulation periods, the
Cramér-Rao bound is reduces by the factor M1/ . Here, only the case
M=1 is considered.

The square root of the calculated Cramér-Rao bounds for the
different DGV approaches are shown in Fig. 6 over the light center
frequency fc as dashed lines. The applied parameters are the laser
wavelength λ = 895 nm, the transmission curve τ f( ) of cesium gas
(cf. Fig. 2), the modulation period T = 0.1 s and a scattered light power
of 1 nW, which corresponds to N = 450553035photon photons, as well as a
perpendicular arrangement of the illumination and observation direc-
tion (o i→⊥

→
, i.e., o i|→ −

→
| = 2 ). The light center frequency fc is varied

over a range of 400 MHz within the measurement range. For the chosen
laser wavelength and the measurement arrangement, this corresponds
to a velocity range of 253 m/s, cf. Section 2.

As a result, the Cramér-Rao bounds of the different DGV approaches
result in similar limits of the measurement uncertainty in the order of
0.01 m/s. In the strict sense, 2-ν-DGV provides the minimal uncertainty,

Table 2
DGV approaches categorized by the required number of time steps with signal evaluation
in time or frequency domain.

Required number Name Time Frequency
of time steps domain domain

1 1-ν-DGV x x
2 2-ν-DGV x x
3 3-ν-DGV x x
4 4-ν-FSK-DGV x x

4-ν-FSK-DGV with sc x
>4 FM-DGV x

CC-DGV x

8



cf. the list in Table 3. The minimum is at f f≈c 0 and occurs due to the
optimal use of the maximal system sensitivity without wasting informa-
tion. For instance with 1-ν-DGV, 50% of the scattered light is only used

in order to determine the scattered light intensity disregarding the
contained frequency information. On the other hand, CC-DGV scans the
entire transmission curve including locations with zero slope and, thus,

Fig. 6. Velocity standard deviation versus the light center frequency for the different DGV for photon shot noise (white Poissonian noise). The black solid lines are the results from a
Monte-Carlo simulation with a sample size of 1000, and the green dashed lines are the square root of the calculated Cramér-Rao bound indicating the minimum achievable measurement
uncertainty. The number of scattered photons is N = 450553035photons , which equals a scattered light power of 1 nW for the modulation period T = 0.1 s and the laser wavelength

λ = 895 nm . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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zero sensitivity with respect to changed of the light center frequency. In
other words, the time is partially ‘wasted’ by measurements with low
sensitivity. This phenomenon is most significant for CC-DGV, whose
minimal uncertainty is highest. For CC-DGV, the inverse of the Cramér-
Rao bound, which is a measure of the information, and the adjustable
measurement range fulfill an uncertainty relation, i.e., the higher
measurement uncertainty is due to the higher measurement range.
However, the effect of wasting information applies for all other DGV
principles with laser frequency modulation. Within a range of 400 MHz,
the Cramér-Rao bounds for all DGV approaches with laser frequency
modulation yield a fundamental uncertainty limit between 0.005 m/s
and 0.016 m/s. In contrast to this, the uncertainty limit of the original
DGV approach without laser frequency modulation is strongly increas-
ing at the outer regions of the evaluated frequency range. As a result,
the measurement range seems to be limited most for the 1-ν-DGV. The
reason is again the decreasing sensitivity when leaving the edge center
of the transmission curve.

In order to evaluate the estimation efficiency of the employed signal
processing algorithms (=ratio of the estimator variance to the Cramér-
Rao bound), a Monte-Carlo simulation with a sample size of 1000 was
performed using the software MATLAB for all DGV measurement
principles. The simulation contains the signal evaluation of the
intensity signals at the detector and is based on the descriptions in
Section 2. The photon shot noise is implemented as white Poissonian
noise. No systematic errors occurred for the chosen parameters. Hence,
the calculated Cramér-Rao bound, which is only valid for unbiased
estimators, can be applied. The resulting standard deviations of the
simulated flow velocity measurements are shown in Fig. 6 as solid lines.
For 1-ν-DGV, 2-ν-DGV, 3-ν-FSK-DGV and 4-ν-DGV, the standard devia-
tions attain the uncertainty limits according to the Cramér-Rao bounds
and, thus, offer an estimation efficiency near 100%. For FM-DGV, the
standard deviation according to the Monte-Carlo simulation slightly
diverges from the Cramér-Rao bound at the outer regions of the given
frequency range, which is considered to be negligible. In contrast to
this, the increasing loss of estimation efficiency towards the outer
regions of the frequency is notable for the 4-ν-FSK-DGV with sc. It is
assumed that the non-fulfillment of the underlying assumption of the
signal processing algorithm, namely the non-linearity of the edges of
the transmission curve, is responsible for this behavior. Considered CC-
DGV, the standard deviation according to the Monte-Carlo simulation is
about a factor of two larger than the limit from the Cramér-Rao bound.
Hence, the evaluation of the cross-correlation function by employing a
parabolic fit for eleven values appears to be sub-optimal and is assumed
to allow future improvements. This conclusion can also be drawn when
comparing the maximal efficiencies of the different DGV approaches,
which are listed in Table 3. In general, however, the estimation
efficiency of the signal processing algorithms can be considered as
satisfactory for all DGV approaches, because the achievable standard
deviations are not more than a factor of two to three larger than the
uncertainty limit according to the Cramér-Rao bound.

Finally, the quantitative dependency of the fundamental uncertainty
limit with respect to the number of scattered photons Nphotons is

demonstrated. For this purpose, the measurement condition that yields
for N = 450553035photons the minimal standard deviation 0.005 m/s is
briefly considered as an example. Since the Cramér-Rao bound is
indirectly proportional to Nphotons, it then follows

v
N

CRB( ) = 106. 13 m/s .
photons (22)

This simple but fundamental relation, which applies for Poissonian
photon shot noise, allows quick calculations of the ultimate limit of the
DGV measurement uncertainty with respect to the available number of
scattered photons.

It is mentioned for the sake of completeness that the importance of
photon shot noise depends on the available scattered light intensity, the
noise features of the detector and laser frequency stabilization. For low
intensities, intensity independent noise sources such as the thermal
noise, the dark current noise and the quantization noise from the photo
detection dominate. For higher intensities, the electron shot noise of the
photo detector dominates, which contains the photon shot noise, and an
amplification excess noise might be important as well. Above a certain
intensity level, the dominating noise source are the remaining random
fluctuations of the stabilized laser center frequency [60]. As a result,
photon shot noise is usually one of multiple contributions to the total
measurement uncertainty, but it is always a fundamental natural lower
limit of the measurement uncertainty.

4. Fluctuations of the scattered light power

A common concern regarding the newer DGV approaches with laser
frequency modulation is their inherent cross-sensitivity with respect to
temporal variations of the scattered light intensity. One typical reason
for these fluctuations of the scattered light is the fluctuating number of
scattering particles in the observed measurement volume, because the
distribution of the scattering particles is random. The fluctuating
concentration of the scattering particles in the flow can also lead to a
non-constant attenuation of the incident or scattered light, which can
cause fluctuations of the scattered light intensity. If speckles occur in
the camera images due to the coherence of the laser light source, both
described phenomena yield moving speckles also causing scattered light
fluctuations.

In order to determine and discuss the errors due to scattered light
fluctuations, a respective MATLAB simulation is performed for all DGV
techniques. The noise is set to zero and the scattered light intensity
Is, which was introduced in Section 2 as a constant parameter, is now
implemented with a linear increase over the measurement time
M T· , where T remains the duration of one modulation cycle consisting
of N time steps and M ∈  is the number of modulation cycles. For the
mean value Is and the relative variation I Δs, of the scattered light
intensity, the implemented discrete-time signal of the scattered light
intensity reads

I I I i
N M

i N M

= · 1 + ·
·

− 1
2

,

= 0, 1, …, · − 1.

i Δs, s s,

⎛
⎝⎜

⎛
⎝⎜

⎞
⎠⎟
⎞
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(23)

The resulting deviation Δ v( ) of the simulated measurement result from
the true velocity value is calculated and compared for two important
cases:

• The modulation period is equal (laser-limited condition).
• The modulation period is different (camera-limited condition).

However, the measurement time M T· is always the same, which allows
a fair comparison. Here, the number of photons scattered during the
measurement time is M N· = 450553035photons , which agrees for M=1
with the simulation condition in Section 3.

For the first case of equal modulation periods (laser-limited condi-

Table 3
Minimum square root of the Cramér-Rao bound and maximum square root of the
estimation efficiency for each DGV approach, cf. Fig. 6.

DGV technique vmin( CRB( ) ) (m/s) max v
v

CRB( )
Var( )

⎜ ⎟⎛
⎝

⎞
⎠ (%)

1-ν-DGV 0.007 100
2-ν-DGV 0.005 100
3-ν-DGV 0.006 100
4-ν-FSK-DGV 0.007 100
4-ν-FSK-DGV with sc 0.005 91
FM-DGV 0.006 95
CC-DGV 0.012 62
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tion), M=1 modulation cycle and N=100 time steps are considered.
The resulting systematic errors Δ v( ) are shown in Fig. 7 with respect to
fc and I Δs, for the different DGV approaches. As expected, 1-ν-DGV is not

affected by scattered light fluctuations and therefore the error is zero.
Regarding DGV approaches with laser frequency modulation, FM-DGV
shows the lowest errors over a wide parameter range. This is due to the

Fig. 7. Systematic velocity error for the different DGV approaches under laser-limited condition resulting from a linear variation of the scattered light power. The measurement times are
equal and always cover one modulation period with 100 time steps. (The error is plotted versus the light center frequency fc and the relative variation I Δs, of the scattered light. Error

values outside the range are shown in white.)
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high number of time steps (here: N=100), which is larger than the
minimal number of required time steps and therefore allows (at least
partially) a correction of the scattered light fluctuations using the

proposed signal processing algorithm, see Section 2. Note that the same
phenomenon is already visible when comparing 4-ν-FSK-DGV with 3-ν-
FSK-DGV. The fourth additional time step allows a partial correction of

Fig. 8. Systematic velocity error for the different DGV approaches under camera-limited condition resulting from a linear variation of the scattered light power. The measurement times are
equal, but the modulation periods are different. (The error is plotted versus the light center frequency fc and the relative variation I Δs, of the scattered light. Error values outside the range

are shown in white.)
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the scattered light variation. It is remarkable that, even for the maximal
linear increase of the scattered light, the absolute value of the error is
below 5 m/s for FM-DGV. In principle, CC-DGV has the same potential
as FM-DGV, but its current signal processing algorithm offers no such
correction. For this reason, the performance of CC-DGV is here similar
to the remaining DGV approaches. In summary, the absolute value of
the error is, e.g., well below 20 m/s for I| | ≤ 50%Δs, in the considered
measurement range. Although the error can attain larger values than
the uncertainty limit discussed in Section 3, it depends on the flow
velocity if it is a significant error source and if the error is acceptable or
not. With respect to fast flows with velocities of several hundred meters
per second such as occurring in turbomachinery or high-pressure fuel
injections, the maximal error is surprisingly low.

The second case of different modulation periods (camera-limited
condition) means that the number of modulation cycles during the
constant measurement time can be increased. Since each modulation
cycle allows one velocity measurement, it is then possible to average
over multiple velocity measurements with a shorter temporal resolu-
tion. However, the increase of the number of measurements is limited
by the maximal frame rate of the camera and the number of time steps
per modulation cycle. Considering 100 time steps, the respective
maximal number of modulation cycles reads M N= 100/ with N as the
number of time steps per modulation cycle. For FM-DGV and CC-DGV,
N=10 and N=100 is chosen, respectively. For the other DGV
approaches see Table 2. The resulting velocity errors with respect to
fc and I Δs, are shown in Fig. 8 for the different DGV approaches. No error
occurs for 1-ν-DGV, and the error is within ± 0.4 m/s for 2-ν-DGV and
3-ν-FSK-DGV. The largest errors occur for CC-DGV. Comparing with the
laser-limited condition, cf. Fig. 7, the resulting errors have not changed
for 1-ν-DGV and CC-DGV, because the measurement conditions are the
same. Note, however, that the error for CC-DGV would decrease when
the number of time steps is increased or when the required number of
time steps per modulation cycle is decreased, respectively. For all other
DGV variants, the resulting error for under camera-limited condition is
shown to be smaller than for the laser-limited condition, because the
modulation periods are decreased or the number of modulation cycles
during the constant measurement time is increased, respectively.

As a general trend of the systematic errors due to fluctuations of the
scattered light power, the error magnitude is related directly to the
number of time steps per modulation cycle or indirectly to the number
of modulation cycles, respectively. The reason is as follows: Since each
modulation cycle allows to perform one sub-measurement, decreasing
the time steps per modulation cycle means averaging over an increasing
number of sub-measurements while the temporal resolution of these
sub-measurements becomes higher. Due to the increased temporal
resolution, the observed variation of the scattered light during the
sub-measurement becomes smaller and, thus, the error is reduced, cf.
Fig. 9. Hence, the error is minimal for DGV techniques that require a
minimal number of time steps per modulation cycle. The initial concern
regarding the DGV approaches with laser frequency modulation is in

principle correct. However, the concrete measurement task finally
decides, if this error can be tolerated or not and if other aspects are
more important.

5. Fluctuations of the velocity

The simulations from Section 4 are repeated, but now with a
constant scattered light intensity and a linear temporal variation of
the flow velocity:

v v v i
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The mean velocity is v and the total change of velocity is vΔ. The
investigated range of vΔ is from −100 m/s to +100 m/s. According to
the proportionality between velocity and Doppler frequency of
1.58 MHz/(m/s), cf. Section 2, the range of the corresponding
Doppler frequency variations amounts to ± 158 MHz. All other para-
meters are the same as in Section 5.

The comparison of the DGV approaches for an equal modulation
period, i.e., for the laser-limited condition, is presented in Fig. 10 (M=1
modulation cycles, N=100 time steps). The calculated systematic
deviations Δ v( ) from the mean velocity are shown over fc and vΔ. As
an important result, all DGV variants are influenced by velocity
variations. The lowest error occurs for 1-ν-DGV and FM-DGV. Within
v| | < 50 m/sΔ for instance, the absolute value of the error is below 5 m/s.
Actually, 1-ν-DGV performs a direct averaging of the different velocity
values as along as the used region of the transmission curve is linear.
FM-DGV benefits again from the high number of available time steps
and the signal processing in the frequency domain, which obviously
allow a reduction of the resulting error. Within v| | < 50 m/sΔ , the other
DGV variants perform qualitatively different but quantitatively similar
with a maximum error in the order of 10 m/s. This illustrates the
importance of minimizing the modulation period, so that the flow
velocity variation during the modulation cycle becomes negligibly
small or the resulting error becomes tolerable.

The DGV comparison for different modulation periods (and an equal
measurement time), i.e., for the camera-limited condition, is presented
in Fig. 11. Except for CC-DGV, the absolute value of the error of all DGV
approaches is well below 5 m/s for v| | < 50 m/sΔ , while the differences
are considered to be marginal. Comparing with the laser-limited
condition, cf. Fig. 10, the resulting errors remain unchanged for 1-ν-
DGV and CC-DGV, because the measurement conditions are the same
again. Note that the unchanged error for CC-DGV is due to the chosen
boundary condition, where the number of time steps equals the given
number of required time steps per modulation cycle for CC-DGV. The
error for CC-DGV would decrease when the number of time steps is
increased or when the required number of time steps per modulation
cycle is decreased, respectively. For all other DGV variants, the error is
shown to be smaller for camera-limited condition than for laser-limited
condition, because the number of modulation cycles is increased, which
means more sub-measurements during the constant measurement time.
The effect is the same as for the scattered light fluctuations discussed in
Section 4.

In conclusion, DGV techniques with and without laser frequency
modulation are considered to have similar capabilities regarding flows
with fast varying flow velocities.

6. Conclusions and outlook

An overview of the existing DGV measurement approaches with and
without laser frequency modulation was presented. All methods can be
categorized by the required number of time steps. While all approaches
attain equal spatial resolutions, the temporal resolution decreases with
an increasing number of time steps, when being limited by the maximal

Fig. 9. Scattered light intensity Is versus time and the observed fluctuation I Δs, of the

scattered light intensity. One measurement over the measurement time M T· can be
considered as a series of M subsequent sub-measurements, where M is the number of
modulation cycles (here:M=6) during the measurement time and T is the duration of one
modulation cycle. By decreasing T, the observed variation I∼ Δs, of the scattered light

intensity during one modulation cycle (one sub-measurement) is reduced.
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camera frame. However, with an increasing number of time steps, the
measurements include self-corrections of possible errors, e.g., due to
background light changes and transmission curve changes. The avail-
able measurement ranges are similar except for the CC-DGV, which

provides in principle an unlimited measurement range. Hence, CC-DGV
is appropriate for flows with hundreds to thousands of meters per
second.

The comparison of the calculated Cramér-Rao bound with respect to

Fig. 10. Systematic velocity error for the different DGV approaches under laser-limited condition resulting from a linear variation of the velocity. The measurement times are equal and
always cover one modulation period with 100 time steps. (The error is plotted versus the light center frequency fc and the velocity variation vΔ. Error values outside the range are shown in

white.)
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Fig. 11. Systematic velocity error for the different DGV approaches under camera-limited condition resulting from a linear variation of the velocity. The measurement times are equal, but
the modulation periods are different. (The error is plotted versus the light center frequency fc and the velocity variation vΔ. Error values outside the range are shown in white.)
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photon shot noise identified no superior technique, because the
respective fundamental limits of the measurement uncertainty are close
to each other. A simpled relation was derived, which allows to calculate
the fundamental limit of the DGV measurement uncertainty as a
function of the available number of scattered photons. While CC-DGV
has the lowest signal processing efficiency, which can be improved in
future for instance by optimizing the number of correlation data points
that are used for the parabolic fit or by changing the model function for
the fit, the signal processing of all other DGV techniques is well-
developed, because the variances of the estimators attain or almost
attain the Cramér-Rao bound. Systematic deviations did not occur,
although the signal processings usually contain a division and, thus, a
non-linearity. It is assumed that the investigated signal-to-noise ratio
was high enough so that the effect of the non-linearity becomes
negligible. However, future studies should investigate the possible bias
of the signal processings for measurements at a low signal-to-noise-
ratio.

DGV without laser frequency modulation is sensitive with respect to
spatial fluctuations of the scattered light intensity, whereas DGV with
laser frequency modulation is sensitive with respect to temporal
fluctuations of the scattered light intensity. Simulations revealed the
quantitative errors resulting from temporal intensity fluctuations of the
scattered light. For equal modulation periods and an equal measure-
ment time, the smallest errors are obtained with FM-DGV and (after
revising the signal processing) CC-DGV. These are the DGV techniques
with the largest number of time steps and therefore the signals contain
the most information. For different modulation periods but still an
equal measurement time, which applies when being limited by the
frame rate of the camera, the smallest errors are obtained with the
fewest number of time steps per modulation cycle using 2-ν-DGV and 3-
ν-FSK-DGV. Of course, no such error occurs for 1-ν-DGV with one time
step. However, the experimental conditions and the measurement task
finally decide whether a DGV system without or with laser frequency
modulation is appropriate. For instance, for ultra-high-speed investiga-
tions with measurement rates in the MHz range, which are desired for
understanding the dynamical behavior of high-pressure fuel injections,
DGV without laser frequency modulation is the fastest option. For
combustion measurements, the systematic error of the background light
from the flame are inherently eliminated when using FM-DGV as an
example. In addition, while DGV without laser frequency modulation
usually requires two cameras and image dewarping techniques to
eliminate the errors due to spatial fluctuations of the scattered light
intensity, DGV with laser frequency modulation are single-camera
techniques and have no such cross-sensitivity.

All DGV approaches suffer from variations of the flow velocity
during the measurement. For the case of equal modulation periods, 1-ν-
DGV and FM-DGV show the lowest resulting error. For the case of
different modulation periods and an equal measurement time, all DGV
variants perform similar except for CC-DGV, where the largest errors
occur. As a common result for DGV without and with laser frequency
modulation, the velocity variation is identified as one possibly critical
error source when investigating fast varying flow.

In conclusion, a model-based review of all DGV measurement
techniques was presented. Furthermore, the fundamental limit of the
measurement uncertainty due to photon shot noise was calculated and
the systematic errors due to variations of the scattered light intensity
and the flow velocity were described. Note that many further error
sources such as multiple scattering, reflexes from walls, laser stability,
stability of the transmission curve and detector noise have not been
considered here, because these errors are suspected to be similar for the
various DGV methods [84,66]. However, future studies of the DGV
measurement uncertainty can enhance the model-based review of the
different DGV measurement techniques by incorporating these effects.
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