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Abstract

Every digital interface is the result of intentions, incentives, and design philosophies. They

can lead to user-friendly and empowering technologies or exploiting and manipulative ones

that persuade users into engaging in actions they may regret later. The past decade of Human-

Computer Interaction (HCI) research has explored the latter phenomenon, describing them as

deceptive design strategies or “dark patterns”. In this vein, studies have fostered a growing tax-

onomy of related instances in various domains, including, but not limited to, online shopping

sites, digital games, and mobile applications.

Nonetheless, research gaps remain: Existing findings offer space for synthesised frame-

works and open avenues for transdisciplinary work. Moreover, underlying mechanisms of dark

patterns have yet to be studied to grasp their implications on users. Extracted knowledge can

lead to the development of tools to understand dark patterns better and mitigate their effects.

Addressing these gaps, this thesis includes nine publications. These investigate the roots

of dark patterns in design, their consequences for users, and opportunities through guide-

lines. Four of these focus on implications of Social Networking Service (SNS) platforms, two

on Conversational User Interface (CUI) technologies, while three contribute to our general

understanding of dark patterns in transdisciplinary contexts. By considering the perspectives

of users, the thesis further explores how people develop expectations when engaging with

these interfaces and studies how design supports or breaks their expectations. Based on these

findings, the thesis promotes an alignment of design with their users’ expectations through

truthful representation of functional capabilities. Furthermore, it describes ethical caveats

leading to unethical design or dark patterns if disregarded. Finally, the thesis follows design

from its development into the real world, observing ethical implications once it leaves its

creator’s desk.

Drawing from a series of qualitative and quantitative research studies, included in this

cumulative thesis, its contributions are threefold: It explores dark patterns in SNSs and adds

domain-specific types to the related scholarship. It describes users’ perception of dark patterns

and spotlights difficulties in protecting themselves from nefarious SNS and CUI interfaces.

Lastly, it contributes to design theory by revealing where dark patterns manifest and how

responsible design can be used to mitigate them. Together, the contributions span the three

angles — design, users, and guidelines — of the Responsible Design Triangle. This model

reflects the interrelationships and dependencies between the angles.

IX





Zusammenfassung

Jede digitale Benutzungsoberfläche ist das Ergebnis von Absichten, Anreizen und Design-

philosophien. Sie können zu nutzungsfreundlichen und befähigenden Technologien führen,

oder zu ausnutzenden und betrügerischen, die ihre Nutzer:innen verleiten, Handlungen

auszuführen, die sie später bereuen könnten. In den vergangenen zehn Jahren hat das

Forschungsfeld des Mensch-Computer-Interaktion (HCI) letztere Phänomene genauer un-

tersucht und diese als betrügerische Designstrategien oder “Dark Patterns” zu beschrieben.

Zugrundeliegende Studien haben seither zu einer wachsenden Taxonomie verwandter Fälle

in diversen Bereichen beigetragen. Diese umfassen, sind aber nicht beschränkt auf, Online-

Shopping Webseiten, digitale Spiele und mobile Anwendungen.

Dennoch bestehen Forschungslücken: Bisherige Ergebnisse bieten Raum für übergreifende

Rahmenwerke und eröffnen Wege für transdisziplinäre Arbeiten. Ferner braucht es Studien,

um die zugrundeliegenden Mechanismen von Dark Patterns zu untersuchen und ihre Imp-

likationen auf das Wohlbefinden von Nutzer:innen zu verstehen. Diese Forschungsergebnisse

können dazu dienen Werkzeuge zu entwickeln, um Dark Patterns aufzudecken und ihre Folgen

zu mindern.

Um diese Lücken zu schließen, umfasst diese Dissertation neun Publikationen. Diese

untersuchen die Wurzeln von Dark Patterns, ihre Konsequenzen auf Nutzer:innen sowie die

Möglichkeiten wirkungsvoller Richtlinien. Vier von ihnen fokussieren sich dabei auf Soziale

Netzwerke (SNS), zwei auf Conversational User Interface (CUI) Technologien, während drei

zu unserem allgemeinen Verständnis von Dark Patterns beitragen und Wege für transdiszi-

plinäre Kollaborationen bereiten. Mit Berücksichtigung der Perspektive von Nutzer:innen,

erforscht diese Dissertation zudem, wie Menschen Erwartungen im Umgang mit Benutzung-

soberflächen entwickeln und untersucht, wie Design ihre Erwartungen unterstützt oder auch

enttäuscht. Basierend auf diesen Ergebnissen, stellt diese Dissertation Zusammenhänge

zwischen Design und den Erwartungen ihrer Nutzer:innen dar und fokussiert sich auf die

wahrheitsgetreue Repräsentation von funktionalen Kapazitäten. Darüber hinaus beschreibt sie

ethische Fallstricke, die zu unethischem Design oder Dark Patterns führen können. Schließlich

folgt die Arbeit Design entlang ihres Entwicklungsprozesses und beobachtet die ethischen

Implikationen eines Designs, sobald es den Schreibtisch seines Schöpfenden verlässt.

Basierend auf einer Reihe qualitativer und quantitativer Studien, welche Teile dieser ku-

mulativen Dissertation sind, leistet diese folgende wissenschaftliche Beiträge: Sie erkundet

Dark Patterns in SNS und erweitert die zugehörige Forschung durch domänenspezifische

Typen. Sie beschreibt wie Nutzer:innen Dark Patterns wahrnehmen und wirft ein Licht auf ihre

Schwierigkeiten im Umgang mit bösartigen SNS und CUI Benutzungsoberflächen. Zuletzt trägt

sie zur Designtheorie bei, indem sie aufdeckt, wo Dark Patterns auftreten und wie verantwor-

tungsbewusstes Design verwendet werden kann, um ihr Auftreten und ihre Auswirkungen zu

mindern. Zusammen umspannen diese Beiträge die drei Winkel — Design, Nutzer:innen und

Richtlinien — des Responsible Design Triangle. Dieses Modell spiegelt die Wechselbeziehungen

und Abhängigkeiten zwischen diesen Winkeln wider.
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PART I

INTRODUCTION





CHAPTER 1

Motivation: Introducing the Responsible
Design Triangle

By its nature, design steers users’ perceptions to communicate its functionalities. This commu-

nication often happens nonverbally. For example, digital interfaces can utilise perceptible cues

to highlight content to nearby people and, thus, capture their attention. Moreover, additional

interface elements can be deployed to provoke specific actions, guiding users through complex

User Interfaces (UIs). To foster effective communication, timely and transparent feedback

is critical to inform about the consequences of interactions. People, who engage with the

interface, interpret the given cues to construct plans for interactions (Norman, 2013). This

plan is constructed around our expectations, which are guided by the design communicating

its capabilities as extrinsic influence while drawing from intrinsic motivations and goals. Im-

portantly, it is not in the hands of the designer to control the interaction in most cases after the

design left their desk (Verbeek, 2006). Any inability to make informed decisions, in the advent

of sufficient communication, raises questions about the design’s responsibility. While in cases

of bad design, people will simply be frustrated and turn away from any further interaction, in

others, they may not even be aware of any harm done at the time when their choices become

actions. Designs, which exploit how they communicate their capabilities to manipulate user

choices against their best interest, carry strong ethical implications that require consideration.

The main focus of this dissertation lies on unethical designs that share a common dictation

of actions by leveraging users’ choice architecture without concerning their best interests

as well as ethical design empowering users to engage with technologies autonomously. The

former encompasses so-called “dark patterns”1, which is the concern of a large portion of pub-

lications included in this dissertation. Dark patterns describe a particular group of unethical

designs, which limit peoples’ autonomy by restricting or obfuscating available choices and,

thereby, decreasing their ability to make informed decisions (Mathur et al., 2021), measured by

their effect and not necessarily their intention (European Parliament, 2022). Throughout this

dissertation, I will attempt to use the terms (un)ethical design and dark patterns as precisely

as the given contexts of the following sections and chapters afford.

To explain what I2 mean when writing about unethical design, I want to outline my under-

standing of the term. First, the idea of infusing design with ethics is not new (Findeli, 1994;

Devon and Van de Poel, 2004; Shilton, 2013), with a cornerstone residing in Value Sensitive

1 The term “dark pattern” has been critiqued to reinforce discriminatory language (“dark” referring to evil or bad).
However, at the time of writing this thesis, no agreement on an alternative term has been made. For further
reading on the term and its background, I refer to Section 2.1 of this dissertation.

2 In this thesis, I will use first-person singular pronouns to refer to my personal opinions, arguments, and statements
while using first-person plural pronouns, when respectfully referring to the publications included in this thesis,
which are the product of multiple authors’ work.
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Design (VSD) (Friedman et al., 2013) which builds on the idea of user autonomy (Friedman

and Nissenbaum, 1997). Following these concepts, ethical design should be responsible when

guiding the user through its practicalities by providing sufficient information to allow informed

decision-making and empowering autonomous interactions. Ethical design should also be

sustainable, reflecting its individual and societal impacts (Verbeek, 2006). This is in line with

ethics by design principles for Artificial Intelligence (AI) (Mittelstadt, 2019), which find support

from regulatory bodies (European Commission, 2021) and academia (d’Aquin et al., 2018).

From a normative lens, the primary purpose of design can be diluted to delivering solutions

for problems to its users. Naturally, people using a design could assume that it is their problem

being solved. However, some designs present examples that question this stance as they

seem to benefit the party that implemented it. Interested in the design of captivating systems,

Seaver (2015) offers a metaphor for the unethical implementation of algorithmic recommender

systems by linking traps and their anthropological history as human nature. From an ethical

standpoint, the metaphor is powerful as it detects a victim in the trapped person and a

perpetrator who set the trap. Peter-Paul Verbeek has contributed further valuable and thought-

provoking work to the discourse of ethical and responsible design (Verbeek, 2005; Verbeek,

2006). Particularly interesting to my work is his theory of technology mediation. In sum, the

theory places different roles in the designer, technology, and user. The designer inscribes their

ideas into the technology, which mediates its functionalities, and is finally interpreted by the

user. This theory displaces the ability to deploy moral or ethical values into technologies from

the designer, as much of the interactions are not under their control. Once the design enters

the real world, its implications are experienced by users, regardless of original intentions.

Nonetheless, it remains within the designer’s responsibility to create technologies in such a

way that they are harmless to users’ well-being.

To describe unethical design strategies in online interfaces, Harry Brignull (Brignull, 2010)

described so-called “dark patterns” as design strategies that steer, covert, obfuscate, or in any

way manipulate user decisions. While there is also a victim to dark patterns, similar to Seaver’s

trapping metaphor, the role of the perpetrator could be connected to the practitioner, as the

originator of the design, but is not as apparent as there is no necessity for intent. The origin

of the term in design theory concerns the design itself, detachable from any actors. Unlike

the intentions behind trapping something, the opaqueness of consequences and potentially

harmful outcomes are, after all, what makes a dark pattern “dark”.

Dark patterns have been identified in a range of (digital) technologies and media includ-

ing websites (Gunawan et al., 2021; Gray et al., 2024a) — online shopping sites in particu-

lar (Mathur et al., 2019) — and mobile applications (Di Geronimo et al., 2020; Gray et al.,

2018). Many trick users into purchasing unwanted products or hide additional costs within

(e-)commerce settings (Mathur et al., 2019). Others target users’ personal data and, thus, risk

infringing peoples’ privacy (Gray et al., 2021b). Figure 1.1 displays an example for a Nagging

dark pattern that restricts user choices through reoccurring notifications. Overall, there are

various motivations behind deploying dark patterns (Gray et al., 2018), but they all harm users

somehow. Research on the topic has fostered a growing collection of individual types and

strategies that fit underneath the umbrella term “dark pattern”, as further studies spotlighted
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Not now To Settings

Turn on notifications now and 
never miss out on important 

messages again

Fig. 1.1 Example of a Nagging dark pattern first proposed by Gray et al. (2018). The pattern prompts users to turn
on their notification but does not give any options to dismiss the notification permanently.

difficulty among users to recognise dark patterns and avoid them (Di Geronimo et al., 2020) —

even if properly informed on the matter (Bongard-Blanchy et al., 2021).

1.1 The Responsibility of Common Practice

To understand the difficult spot designers may find themselves in when designing interfaces,

we have to reflect on the responsibility of steering users’ perceptions to understand a design’s

capabilities. In a nutshell, design could be considered a language to communicate possible

interactions effectively: A cup may be too hot to the touch, but an attached handle allows me

to drink the freshly brewed cappuccino inside without burning my hand. Following traditional

terms of Human-Computer Interaction (HCI), design affords interactions, optimised by well-

placed signifiers that make them discoverable. Optimally, a design communicates responsive

feedback for users to understand the results of their interactions (Norman, 2013). I refer back

to a book first published almost fifty years ago to set a normative lens for design, in which

its nature to steer people’s perception is neither good nor bad. It is normal. But, it yields the

responsibility to respect users’ autonomy, making design challenging. Fortunately, designers

can rely on design patterns as common solutions to universal design problems (Alexander

et al., 1977).Unfortunately, common practice is not always best practice — which changes

depending on the perspective (Gray and Chivukula, 2019; Chivukula et al., 2023).

As reflected in various studies contributing to this thesis, I found Social Networking Services

(SNSs) to be particularly interesting in this regard. SNSs include platforms such as Facebook,

Instagram, or X3, but also video streamers like YouTube, TikTok, and Twitch. Their frequently

described benefits regarding social connectedness (Ahn and Shin, 2013; Sinclair and Grieve,

2017) contrast studies spotlighting harms on users’ well-being (Shakya and Christakis, 2017;

Twenge et al., 2018). As free-to-use services, they partially depend on selling their users’ data

to advertisers and other third parties (Enders et al., 2008; Sindermann et al., 2024). Deployed

UI tricks that coerce users into consent raise questions about unethical design mechanisms

that restrict informed decisions. Adjacent work shows (Brignull, 2023; Gray et al., 2018)

3 During the writing of this thesis, the social network formerly known as Twitter changed its name to X in the year
2023. Publications included in this dissertation refer to the platform as Twitter as they were published before this
change.
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that unethical design can swiftly result in unaccounted outcomes for the user (Hansen and

Jespersen, 2013) instead of guiding them through functionalities as they expect. The lack of

responsibility in the design of digital interfaces, resulting in harm for many users, motivated

my research and, ultimately, this thesis.

1.2 Understanding the Actors — Framing the Research Questions

To effectively counter dark patterns, it is paramount to understand where and how they mani-

fest. Aside from usability criteria, we should consider the impact of our designs by assessing

their consequences and empowering users to make informed decisions. Design needs to be

sustainable both for the service provider, to continue their products, and for the user, to benefit

from their choices. Following HCI traditions, this thesis approaches the topic from three main

angles. First, I investigate the design of systems and applications to understand how dark

patterns occur in UIs. Second, I consider the users’ perceptions and how they recognise and

engage in unethical practices. Finally, I promote the relevance of design guidelines to inform

the development of technologies together with ethical design considerations. Based on these

three angles, this thesis addresses the high-level research question:

RQ: How can the responsibility of designs and their impacts be distributed between actors to

protect users from deceptive, unethical design practices and dark patterns?

The publications included in this thesis span these three angles, providing answers to the

high-level as well as more granulated research questions. At the beginning of this thesis, I

provoked the idea that it is in the nature of design to steer users’ perceptions. Following this

train of thought, a good designer could be defined as a person with a deep understanding of

people’s cognition and perception; who is able to effectively alter peoples’ choice architecture by

precisely creating things that convey a planned goal which is easily carried out. Although this

definition bridges the suggested notion of steering perception and usability, it leaves room for

exploitation. Designing simple objects, such as a cup’s handle, with the purpose of shielding its

users from burning themselves may not pose ethical implications. However, design that binds

users to services, especially when legally binding agreements are established, must enable the

user to make informed decisions. Dark patterns, however, are designs that misguide users into

making decisions that they may not have done if made aware of any potential repercussions.

To adhere designers to certain ethical caveats, I suggest extending my previous definition

towards the following:

A good designer is a person with a deep understanding of people’s cognition and perception; who

is able to effectively alter peoples’ choice architecture by precisely creating things that convey a

planned goal which is easily carried out, reflecting implications and empowering informed

decision-making.

The studies and experiments included in this cumulative thesis extend the contemporary

discourse by transferring identified dark pattern types to ubiquitous technologies such as
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SNSs and Conversational User Interfaces (CUIs). Thus, we cultivate an understanding of the

extensive deployment of dark patterns in daily interactions while identifying gaps that we were

able to fill through additional empirical studies. Prior work has considered established harms

of dark patterns, for instance, in e-commerce (Brignull, 2010; Mathur et al., 2019) and consent

banners (Gray et al., 2021b). These domains describe tensions between commercial incentives

built on economic drivers to maximise profit (or approaches to collect users’ personal data

motivated by surveillance capitalism (Zuboff, 2023)) and users’ best interests and their agency

to make informed decisions.

While this strand of work has progressed to describe instances of dark patterns in various

environments, the users’ perspective has only been considered through a few studies (Di

Geronimo et al., 2020; Bongard-Blanchy et al., 2021). Continuing this important effort, the work

featured here studies users’ abilities to recognise dark patterns to identify ways to protect them.

Thereby, our work adds to prior findings suggesting a difficulty among users to effectively

distinguish dark patterns from harmless interfaces. Moreover, we build on the five high-

level dark pattern characteristics proposed by Mathur et al. (2019), later extended to six

characteristics (Mathur et al., 2021), and demonstrate a scale to easily assess the malice

of interfaces, aiding regulative bodies to protect users where harmful designs are detected.

Moreover, by equipping regulatory bodies with the relevant knowledge, users can be provided

the necessary protection where they cannot protect themselves.

While some of the service provider’s decisions can be explained through mal-intent, par-

ticularly in online environments, others may have mistakingly adopted pre-existing but dark

pattern-infested interfaces which they may have simply copied without realising its ethical

implications. Here, templates for consent banners that require compliance with, for instance,

Europe’s General Data Protection Regulation (GDPR) (Commission, 2016), its recent Digi-

tal Service Act (DSA) (European Parliament, 2022), or the California Consumer Privacy Act

(CCPA) (California State Legislature, 2018), added difficulties for web developers who did

not previously require the necessary legal expertise. Yet, they demanded quick responses

from big and small online services alike (Gray et al., 2021b). Naturally, those unfamiliar with

the legal requirements followed common practices — which, partially, contained numerous

dark patterns (Maier and Harr, 2020; Gray et al., 2021b). Although dark patterns were not

necessarily deployed intentionally, the harm expressed to their users remains unchanged. My

work considers these difficulties and elaborates on the ethical caveats of design while utilising

knowledge about human cognition, particularly cognitive biases, to support practitioners in

reflecting on the impact of their design.

Investigating dark patterns from three angles — design, users, and guidelines, our studies

emphasise the relevance of design integrity and the responsibility of practitioners. To approach

the aforementioned high-level research question systematically, this thesis first addresses

three deductive research questions based on the contributions of the included publications.

Each explores a particular aspect of the high-level research question while the union of their

individual answers will offer implications for the high-level research question.
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RQ1: How can design be used to create and break expectations that lead to dark patterns?

Research has recorded dark patterns in a range of interface designs ranging from online

shopping sites (Mathur et al., 2019; Gray et al., 2018) to mobile applications (Di Geronimo et

al., 2020; Gunawan et al., 2021). Generally, dark patterns can be encountered wherever users

make decisions. They emerge as strategies that manipulate graphical and text-based elements

or elevate certain choices over others without the users’ best interest in mind. Some decisions

are positively encouraged, while others are restricted. From a design and HCI perspective, this

opens the research question of how design creates expectations in users and how breaking

them results in dark patterns.

RQ2: To what degree are users able to identify dark patterns in interfaces to safeguard them-

selves? Only through understanding users’ ability to recognise dark patterns and safeguard

themselves are we able to formulate effective countermeasures against dark patterns. Al-

though the landscape of recorded dark patterns across domains has gotten relatively dense,

only a few studies have considered the users’ point of view. In this regard, studies show that

users are able to differentiate between interfaces containing dark patterns and those that

do not while suggesting difficulties among study participants (Bongard-Blanchy et al., 2021;

Di Geronimo et al., 2020). The second research question continues these efforts while taking a

more fine-grained approach to investigate users’ perspectives.

RQ3: Which ethical design considerations are necessary to avoid the implementation of

dark patterns? Work in the field of HCI can look back at various design guidelines and best

practices aiding designers’ work. Yet, only a few consider ethical caveats and take responsibility

to empower informed decision-making. While these topics are not necessarily new (Friedman

and Nissenbaum, 1997), practitioners, such as designers4, continue to use practices that pose

potential ethical conflicts (Brynjarsdottir et al., 2012). Gaining a better understanding of the

design aspects that lead to harm becomes a relevant step in the combat against dark patterns.

Answers to this research question can eventually inform ethically aligned design.

1.3 The Responsible Design Triangle

Building on prior research, the contributions of this thesis are threefold: Firstly, it expands our

theoretical knowledge about the interactions through which dark patterns manifest. To that

end, our work expands contemporary dark pattern typologies with novel types captured in

SNS interfaces and problematises instances in CUI interactions. Secondly, the thesis provides

a deeper, empirical understanding of users’ ability to effectively recognise dark patterns

and differentiate between harmless and problematic interfaces. Through these studies, we

demonstrate the necessity to take the burden of safeguarding away from users and point

toward a need for better regulatory protection. Thirdly, the thesis delves into the intricate

4 Throughout this thesis and included publications, I mention practitioners and designers frequently. I refer to
practitioners as professionals involved anywhere during the development of digital interfaces. These include
designers but also extend to other roles like software developers and engineers, project leads, and executives.
Part of this group, designers have a special role in conceptualising and creating interactions while optimising
usability and user experience.
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Fig. 1.2 The Responsible Design Triangle is a user-centred framework connecting three angles to enable responsible
design. On top, most importantly, is the user. It is up to a design to set realistic expectations and communicate the
consequences of interactions transparently. If problems arise, they must be understood while severe issues are
distilled into guidelines. Guidelines should inform the design through sensible approaches that allow practitioners
to develop responsible interactions. Internally, the triangle holds user empowerment over usability.

relationship between human cognition and dark patterns. By investigating the exploitative

factors enabling dark patterns, we identify ethical caveats and provide a theoretical foundation

to conceptualise how responsible design can mitigate harming interactions.

Situating these three contributions as angles within the same scenario, I propose the Re-

sponsible Design Triangle, shown in Figure 1.2. Contributing to the domain of HCI, particularly

ethical design and dark pattern research, this framework connects design, users, and guidelines

to inform ethically good design. Of course, good design is subjective; for this thesis, I define the

term by drawing from my previous definition of a good designer: Good design utilises peoples’

cognition and perception to effectively alter their choice architecture to convey a planned goal,

which is easily carried out, while implications are transparent and informed decision-making is

empowered. Within the Responsible Design Triangle, I define the three angles as follows:

Design is the embedded purpose or intent for any thing, perceivable for its users to present

a solution for a specific problem. This thesis mainly considers design within the context

of digital technologies. Although included work also partially considers practitioners’ and

designers’ views, most studies focus on artefacts.

Users are first of all humans who engage with (digital) technologies through their design.

Guided by their perceptions of the design, users develop expectations, formulate goals, and

carry out actions.

Guidelines are documented recommendations and practices that follow certain ideals to

achieve subsequent goals. As this thesis is written in the context of HCI, I will mainly consider

design-related guidelines that prompt considerations for designers. However, policies and

regulations would also fit this angle’s perspective.
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Fig. 1.3 This diagram visualises the Responsible Design Triangle within a three-dimensional space around the
axes for design, user, and guideline. Moving forward, toward “darkness”, the diagram illustrates how predatory
incentives can override users’ autonomy and lead to dark patterns, establishing false expectations. Consequently,
these lead to erroneous interactions that service providers can exploit to maximise manipulative goals. Further
back, on the other end, is the brighter alternative. Here, the user is in the focus as fair practices guide responsible
design.

In line with Verbeek’s theory of technology mediation (Verbeek, 2005), design is responsible

for carrying realistic expectations about interactions. This entails a transparent communica-

tion of system capabilities and consequences, granting users autonomy to make informed

decisions. In HCI, research has access to a variety of tools to investigate design in this regard.

Qualitative interface analysis and quantitative user studies, for instance, can provide valuable

insights into the presence of dark patterns that misguide users while revealing their experi-

ences. Moreover, automatic processes can be described to detect problematic interfaces as

more knowledge about dark patterns is collected.

Through sharing experiences with interactions and their consequences, users can help

understand the resulting problems. However, they need to be able to articulate and report their

experiences to allow any assessment of potential design issues, including the presence of dark

patterns. These kinds of insights are precious for informing ethical design guidelines. Quali-

tative studies with developers, users, and experts, for instance, in focus groups or interview

settings, can provide in-depth information about individual expectations toward interfaces.

The findings could then be used for interface analysis of digital technologies to further detail

the status quo of contained problematic design and inform design guidelines aiding practi-

tioners’ work. Returning design considerations to the design angle, these guidelines complete

the three angles of the triangle.

Importantly, I do not view design through a binary lens as either a responsible design or

a dark pattern. While deceptive and manipulative design attributes can be ascribed to dark

patterns, nudges, as defined by Thaler and Sunstein (2008), should be evaluated depending on
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their context. Work on persuasive design offers various examples in this regard (e.g. Alexan-

drovsky et al., 2021). Furthermore, certain situations require fast actions and cannot afford

extensive reflection. During a medical emergency that requires a cardiac massage without a

medical expert present, it would be responsible for a public defibrillator to prioritise that its

user quickly understands how to apply it on a person in need without them understanding all

the consequences. Alternatively, Nagging dark patterns (see Figure 1.1) can remind users to

engage in certain actions repeatedly, keeping them informed about (un)available choices, but

take away their agency to permanently dismiss future prompts. Considering these examples,

user empowerment is not always realised through autonomy but also through foresight that

enables responsible actions. Nevertheless, this thesis mainly concerns everyday situations

where users should be given time to reflect on their choices.

Situating the Responsible Design Triangle within the continuum between ethical and un-

ethical design practices, Figure 1.3 offers examples on both ends. Drawing on the ethical

mediators proposed by Gray and Chivukula (2019), the diagram exemplifies possibilities for

dark patterns to occur when predatory incentives, or other bad intentions (e.g. unethical,

commercial exploitations, blatant lies, or thievery) become main drivers to inform design

instead of following fair, human-centred, or design guidelines that advocate design ethics. The

negative and positive ends of this continuum function as examples. I chose the included terms

not as immutable but as pointers to the possible root cause for unethical design, knowing

that certain incentives can lead to good practice instead of dark patterns and well-meant fair

practices can result in unwanted persuasion. Moreover, alternatives to unethical design are

growing aiming to benefit service providers without disadvantages to its users. In Figure 1.3,

the term Fair Practice Guidelines is meant to capture them all but could be replaced with any

functioning guideline that upholds user autonomy and empowerment. The most relevant dis-

tinction between both ends of this continuum is the user angle, or better, how it is approached.

In the sense of Immanuel Kant’s categorical imperative (Kant, no date), a user should never be

“used” to fulfill one’s means to an end, but, instead, should be seen as the means itself. The

purpose of design should be to aid its users in achieving their goals, solving their problems,

and not those of a service provider. However, design is complex and full of constraints that

require attention. As with most attempts to abstract complex topics, the diagram in Figure 1.3

is limited to considering only fragmented examples. In sum, if service providers disregard user

autonomy to accomplish their goals, design can devolve into exploitative dark patterns that

set false expectations, resulting in erroneous user interactions.

While I hope that our work aids regulatory bodies in considering establishing policies

where design, users, and guidelines fall short of sufficiently protecting against dark patterns,

my expertise is within the field of HCI, and so is this thesis. Therefore, the Responsible Design

Triangle foremost considers guidelines where my competence is strongest. The model makes

an appeal to the responsibility of designers to leverage expectations and create truthful inter-

actions that users can assess effectively before carrying them out. Where this is not the case,

and harm is imposed on the user, it problematises guidelines that incentivise ethical design.

Consequently, as highlighted in Figre 1.2, the model considers usability as a basis for good

design but places user empowerment above it to ensure informed decision-making.
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Fig. 1.4 The Figure positions the nine publications included in this thesis within the Responsible Design Triangle.
Their location corresponds with the three angles to highlight their contributions to the model and this thesis.

1.4 Publications Included in this Thesis

As a cumulative thesis, this dissertation consists of individual publications in the field of HCI.

In total, this thesis spans nine publications. While a large portion of included publications

focus on dark patterns in SNS contexts (P1, P3, P4, and P8), this thesis expands this scope to

answer its research questions. This is partly because the findings from these publications carry

implications relevant to the general dark pattern discourse as well as responsible design. But

also because additional contributions explored how dark patterns manifest in CUIs (P2 and

P5) and revealed underlying mechanisms that enable dark patterns (P9). Also, I contributed

to technologically ambiguous research that aims to enhance transdisciplinary work on dark

patterns in the future, including regulatory efforts (P6 and P7). The Responsible Design Triangle

synthesises the accumulated findings of the nine publications into a comprehensive model.

The individual works thereby offer implications for individual or multiple angles of the model.

To highlight individual contributions, Figure 1.4 positions the included publications within

the triangle.

At the time of submitting this thesis, publications P1-P6 were published in relevant confer-

ence proceedings, whereas publications P7-P9 were either still under review or finished, but

not yet submitted as submission dates were still upcoming. They were, however, published at

arXiv as pre-prints. Because all publications are the result of collaborative efforts, I will state

my personal contributions for each following the ICMJE guidelines for authorship criteria

(International Committee of Medial Journal Editors, 2023). If I was the first author of a publica-

tion, I was responsible for submitting the final version of each paper. Where I was co-author, I

approved the final version of the paper. I take full responsibility for all aspects of the included

work and acknowledge that I followed good research practices and ethics appropriate to the

conducted studies and their evaluation. The following publications contribute to this cumu-

lative thesis and are included in Part II. I added labels to each publication to highlight their

contributions to the angles of the Responsbile Design Triangle.
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DESIGN USER

P1 Mildner, T. and Savino, G.-L. (2021). Ethical User Interfaces: Exploring the Effects of Dark

Patterns on Facebook. In Extended Abstracts of the 2021 CHI Conference on Human

Factors in Computing Systems (pp. 1-7). Association for Computing Machinery.

https://doi.org/10.1145/3411763.3451659

My contribution to this paper was the study design, data collection, and analysis for

both studies. I interpreted the results and wrote the manuscript, which I revised and

submitted for the final publication.

GUIDELINE

P2 Mildner, T., Doyle, P., Savino, G.-L. and Malaka, R. (2022). Rules Of Engagement: Levelling

Up To Combat Unethical CUI Design. 4th Conference on Conversational User Interfaces,

1-5. https://doi.org/ 10.1145/3543829.3544528

My contribution to this paper was the analysis of related work, discussing their impli-

cations and the development of a process to assess unethical design in Conversational

User Interfaces. I drafted the manuscript and revised it before the final publication. This

publication received an honourable mention award (top 5% of papers).

DESIGN

P3 Mildner, T., Savino, G.-L., Doyle, P. R., Cowan, B. R. and Malaka, R. (2023). About Engaging

and Governing Strategies: A Thematic Analysis of Dark Patterns in Social Networking

Services. Proceedings of the 2023 CHI Conference on Human Factors in Computing

Systems, 1-15. https://doi.org/10.1145/3544548.3580695

My contribution to this paper was the design and supervision of the study, the qualitative

analysis, and the interpretation of the data leading to the development of dark patterns

specific to social networking services. Since qualitative analysis is best done between

multiple coders, a co-author assisted in this process. I administered and structured the

analysis. I drafted the manuscript and revised it before the final publication.

USER GUIDELINE

P4 Mildner, T., Freye, M., Savino, G.-L., Doyle, P. R., Cowan, B. R. and Malaka, R. (2023).

Defending Against the Dark Arts: Recognising Dark Patterns in Social Media. Proceedings

of the 2023 ACM Designing Interactive Systems Conference, 2362-2374.

https://doi.org/10.1145/3563657.3595964

My contribution to this paper was the study design, data collection, and analysis of the

results. Further, I interpreted the data to develop a process for assessing dark patterns in

user interfaces. I drafted the manuscript and revised it before the final publication.
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DESIGN USER GUIDELINE

P5 Mildner, T., Cooney, O., Meck, A.-M., Bartl, M., Savino, G.-L., Doyle, P. R., Garaialde, D.,

Clark, L., Sloan, J., Wenig, N., Malaka, R. and Niess, J. (2024). Listening to the Voices:

Describing Ethical Caveats of Conversational User Interfaces According to Experts and

Frequent Users. Proceedings of the 2024 CHI Conference on Human Factors in Comput-

ing Systems, 1-18. https://doi.org/10.1145/3613904.3642542.

My contribution to this paper was the design and supervision of the study, the qualitative

coding and conduction of reflexive thematic analysis on the transcripts as well as the

creation of the CUI Expectation Cycle model. Best practice for qualitative research states

that thematic analysis should be done between researchers, including discussions. I ad-

ministered the analysis together with co-authors of this paper. I drafted the manuscript

and revised it before the final publication.

DESIGN

P6 Gray, C. M., Santos, C., Bielova, N., and Mildner, T. (2024). An Ontology of Dark Pat-

terns: Foundations, Definitions, and a Structure for Transdisciplinary Action. Pro-

ceedings of the 2024 CHI Conference on Human Factors in Computing Systems, 1-22.

https://doi.org/10.1145/3613904.3642436.

My contribution to this paper was in defining high-, meso-, and low-level types of dark

patterns for the presented dark pattern ontology. Moreover, I contributed three case

studies demonstrating the extension of the ontology with new dark patterns, the findings’

interpretation, and the writing of the manuscript with an emphasis on the extension of

the ontology. I approved the final draft before it was submitted by the first author.

DESIGN

P7 Gray, C. M., Mildner, T. and Bielova, N. (2023). Temporal Analysis of Dark Patterns: A

Case Study of a User’s Odyssey to Conquer Prime Membership Cancellation through the

“Iliad Flow”. http://arxiv.org/abs/2309.09635 – At the time of submitting this thesis, this

paper was finalised but in submission.

My contribution to this paper was ideating dark patterns as temporal processes as well

as the coding and analysis of the case study. I contributed to the findings’ interpretation

and the writing of the manuscript with an emphasis on the introduction, results, and

discussion of this work. I approved the final draft before it was submitted for review by

the first author.
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USER

P8 Mildner, T., Savino, G.-L., Putze, S., Malaka, R. (2024). Finding a Way Through the Social

Media Labyrinth: Learning From User Perspectives. http://arxiv.org/abs/2405.07305 At

the time of submitting this thesis, this paper was finalised but in submission.

My contribution to this paper was the design and conduction of the study, data collection,

and analysis. I contributed to the interpretation of the data and wrote and revised the

manuscript before submitting it for review.

GUIDELINE

P9 Mildner, T., Inkoom, A., Malaka, R., and Niess, J. (2024). Hell is Paved with Good In-

tentions: The Intricate Relationship Between Cognitive Biases and Deceptive Design

Patterns. http://arxiv.org/abs/2405.07378 At the time of submitting this thesis, this paper

was finalised but in submission.

My contribution to this paper was the design and conduction of the study, the qualitative

coding of the data, and the interpretation of our codebook. Through discussions with a

co-author, I developed the Relationship Model of Cognitive Biases and Dark Patterns. I

drafted the manuscript and revised it before submitting it for review.

1.5 Outline of the Thesis

Following common practices for a cumulative thesis, this manuscript is split into two main

parts. The first part presents an introduction, laying out the foundation of this work and

bridging the contributions of the included publications. I divided it into seven chapters.

This first chapter begins with my motivation to pursue this research and conceptualises the

different angles from which the included publications are to be seen. More precisely, the

Responsible Design Triangle connects these contributions, situating them within the relevant

research agendas to respond to the research questions this thesis seeks to answer. Throughout

the thesis, I will continuously reference the angles (design, users, and guidelines), by allocating

research streams and my publications toward them. Chapter 2 paves the way to understanding

the background of dark patterns and contemporary scholarship that has kept (and still keeps)

me engaged in this research field. To this end, the chapter delves into research that laid the

foundation for work on dark patterns, spotlighting relevant literature in the peripheral of my

research. As the field of dark patterns research is in its relative infancy, with fundamental

work sprouting just over a decade ago, the chapter follows academic efforts chronologically,

consistent with the three main themes of this dissertation.Collectively, the first two chapters set

the stage for works included in this thesis. The Chapters 3, 4, and 5 revisit the aforementioned

research questions respectively. I decided to follow the Responsible Design Triangle in this

order — first design, second users, and third guidelines — to mirror the course of adjacent

literature as well as a certain chronology within my contributions to the field. Each of these
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three chapters will answer one research question by drawing from included publications

within contemporary research. After I offer answers to my research questions, Chapter 6

then ties the work together by discussing the high-level research question concerning the

distribution of responsibility between actors regarding designs and their impacts to protect

users from deceptive, unethical design and dark patterns. Moreover, the chapter presents

important limitations of this thesis and offers an outlook into possible, future directions.

Finally, concluding the first part of this thesis, Chapter 7 summarises all previous chapters.

As a cumulative thesis, the second part then presents the nine publications comprising

this thesis, as listed in Section 1.4. Importantly, all manuscripts are unaltered and reflect the

final publications as submitted to the respected conferences. The same is the case for papers

that were still under review at the time of submitting this thesis but were published via arXiv

as author versions. Each paper is introduced, including its full citation as well as digital object

identifier (DOI), linking the work to the official online version of each publisher.



CHAPTER 2

Understanding Dark Patterns

More than a decade of transdisciplinary efforts have fostered a growing understanding of

deployed design patterns that harm users in various scenarios and environments — in their

midst are dark patterns. While a majority of the included publications in this thesis investigate

design practices in SNSs, the main focus concerns general harmful strategies used by dark

patterns, how they are deployed, and influence their users’ decision-making. An important

aspect thereby lies within the question of responsibility and how to develop interfaces that

afford transparent and reflected interactions. In this regard, Figure 1.2 visualises the Respon-

sible Design Triangle, where the three angles consider the perspectives of design, users, and

guidelines.

After explaining the term “dark pattern”, its origin, and current controversy in Section 2.1,

this chapter follows the three angles to provide a thorough theoretical and practical back-

ground while drawing from related work for each section. Section 2.2 offers an overview of

dark pattern scholarship and its presence in various digital interfaces. As most dark pattern

research has been conducted for describing instances in different interfaces, it is the most

substantial of this chapter. Section 2.3 then delves into user-centred studies, offering insights

into users’ ability to identify and avoid problematic interfaces and designs. Finally, Section 2.4

revisits ethically driven concepts, guidelines, and regulatory countermeasures that aim to

restrict otherwise harmful effects of dark patterns. Each section is concluded by a sub-section

that outlines implications for each angle, placing it within the general context of this thesis.

Finally, Section 2.5 briefly summarises this chapter.

2.1 The Term

To understand dark patterns, it is pertinent to also understand its connection to Alexander et

al.’s book “A Pattern Language” (Alexander et al., 1977). Although the book mainly focuses on

practised architecture and design paradigms, the usage of (design) patterns has transcended

to describe digital interfaces as well. Summarised, the authors describe a pattern as a reliable

solution to a frequent problem. Originating in architecture, Alexander et al. (1977) initialised

the corpus with 253 patterns to formulate a language with the intention of guiding architects,

urban planners, and designers in creating more humane, functional, and harmonious spaces.

Patterns are often interconnected and can be combined to develop designs in various envi-

ronments, such as buildings or office spaces. Furthermore, Alexander et al. (1977) emphasise

the importance of addressing human needs and cultural context in design — quite similar to

common HCI practices such as User-Centred Design (UCD).
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From a development perspective, relying on patterns makes sense. It benefits efficient

production through available options and common practices instead of running expensive

user studies to find suitable interactions. In digital technologies, UI elements, such as the

established close button represented by an “X” to exit programs and frames, are omnipresent

on desktop devices across operating systems. Similarly, the two-finger pinch gesture has been

established as the interaction to zoom in and out in touch-based devices — again across

operating systems. From a user perspective, the reliance on patterns makes likewise sense. It

allows them to only memorise single interactions across applications for the same or similar

actions. Another advantage of patterns is the ability to address problems with adverse effects.

In software programming, “anti-patterns” (Koenig, 1998) are used to describe the opposite of

efficient solutions when pointing toward technical inefficiencies and severe problems that

may result in vulnerable programs. Importantly, dark patterns should not be confused with

anti-patterns as they describe distinct issues.

The term “dark pattern” was first introduced by Harry Brignull in 2010 and describes “tricks

used in websites and apps that make you do things that you didn’t mean to, like buying or

signing up for something” (Brignull, 2010). In the same year, Conti and Sobiesk, 2010 studied

UI elements that would fit Brignull’s definition well. But instead of referring to dark patterns,

the authors opted to describe “malicious interface design techniques” defined as practices

where “[s]ome interface designers deliberately violate usable design best practices in order to

manipulate, exploit, or attack the user” (Conti and Sobiesk, 2010). Yet, “dark pattern” as a term

sustained and became canonical among researchers.

However, at the time of writing this thesis, however, a new discussion emerged questioning

the term to describe coercive, deceptive, and manipulative design strategies. Although initi-

ated by Brignull, he reconsidered his choice of words after voices emerged criticising “dark

patterns” due to the potential posing racial bias the term poses, arguing that the term “dark”

can be associated with “bad”. In this vein, the Association for Computing Machinery (ACM) has

administered a call to avoid using the term, placing it on its “Words Matter” list (Association

for Computing Machinery, 2023). Instead, they offer possible alternatives, such as “decep-

tive/manipulative design” or “deceptive/manipulative pattern”. Yet, the opposing side which

supports the original term (Obi et al., 2022) makes an effort to justify the retention of “dark

pattern”, stating that practitioners’ intent is not the core issue but the harmful consequences

of interface design, which is eventually experienced by end-users. Thereby, they distance

themselves from any connotation to “bad” intentions and suggest that “dark”, instead, refers

to hidden features not obvious to the user, who, thus, falls victim to the unethical practices.

Additionally, proposed alternatives limit the scope to deceptive or manipulative practices,

whereas “dark pattern” describes a range of strategies limiting users’ ability to make informed

decisions.

The discourse has been echoed by the community (Gray et al., 2023e) with the aim to

find a fitting term that describes the range of strategies currently reflected by “dark patterns”.

“Damaging design” (Sinders, 2022) has been proposed as a suitable alternative by collecting

strategies that harm users, regardless of any underlying mechanisms. However, only limited

work (Monge Roffarello et al., 2023) has adopted this alternative at the time of writing this thesis.



2.2 Dark Patterns in User Interfaces 19

Leave Stay

You are breaking our hearts, 
unsubscribing from our newsletters. 

Are you sure you want to miss out on 
amazing offers ahead of everyone else?

Fig. 2.1 Example of a Confirmshaming dark pattern.
Emotionally manipulative language is used to shame
users for controlling their decisions.

Congratulations! You have 
completed all your daily quests.

Return tomorrow for more.

Return in 
11 hours 
for a new 

quest.

Return in 
11 hours 
for a new 

quest.

Return in 
11 hours 
for a new 

quest.

Fig. 2.2 Example of a Playing by Appointment dark pat-
tern. Daily quests demand players to return regularly
to progress in some games.

As this discourse remains ongoing, I will use the original term “dark patterns” in this thesis for

continuity in line with past work and to avoid confusion arising from shifting terminology. I

acknowledge and recognise the potential issues pertaining to the term. However, through my

research, particularly the user studies, I understand that the harm is the result of obfuscated

consequences users are often (kept) unaware of when engaging with interfaces. Thus, any

incentives and intentions of practitioners become secondary, while the protection of users

should remain the focus of this research and further regulation.

2.2 Dark Patterns in User Interfaces

Although the future term for dark patterns may be undecided, research has made a monu-

mental effort to catalogue various unethical and harmful practices into a growing taxonomy

of dark pattern types. In this section, I will follow these efforts chronologically and provide

insights into relevant work extending the corpus of identified dark patterns. Table 2.1 offers an

overview of the identified types based on empirical research, alongside references to the work

in which they were first introduced. That is except for the first column. While not published in

academic literature, I also included Brignull’s original twelve instances (Brignull, 2010) as the

starting point for any following work. The underlying timeline mirrors the growth in interest

as research contributions stretch over a growing landscape.

2.2.1 Expanding the Dark Pattern Taxonomy

The originator of the term “dark patterns”, Harry Brignull (Brignull, 2010), initiated this body

of research in 2010 after introducing twelve types mostly found in online shopping sites and

overall e-commerce. These initial types include patterns such as Confirmshaming (an example

is given in Figure 2.1), linguistic attempts that emotionally pressure or shame users into specific

actions, or the infamous Roach Motel1, accounts or subscriptions that are easily created but

unnecessarily difficult to cancel. Other patterns, such as Sneak into Basket, Hidden Costs, and

1 The name originally described a product to capture cockroaches, but has since become an eponym to describe
trap-like situations that are easy to get into but difficult to escape.
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BRIGNULL∗

2010
CONTI & SOBIESK

2010
ZAGAL ET AL.

2013
GREENBERG ET AL.

2014
BÖSCH ET AL.

2016
GRAY ET AL.

2018

· Trick Questions

· Sneak Into Basket

· Roach Motel

· Privacy Zuckering

· Confirmshaming

· Disguised Ads

· Price Comparison
Prevention

· Misdirection

· Hidden Costs

· Bait and Switch

· Forced Continuity

· Friend Spam

· Coercion

· Distraction

· Forced Work

· Manipulating
Navigation

· Restricting
Functionality

· Trick

· Confusion

· Exploiting Errors

· Interruption

· Obfuscation

· Shock

· Grinding

· Impersonation

· Monetized Rivalries

· Pay to Skip

· Playing by
Appointment

· Pre-Delivered
Content

· Social Pyramid
Schemes

· Attention Grabber

· Bait and Switch

· The Social Network
Of Proxemic Contracts
Or Unintended
Relationships

· Captive Audience

· We Never Forget

· Disguised Data
Collection

· Making Personal
Information Public

· The Milk Factor

· Privacy Zuckering

· Hidden Legalese
Stipulations

· Shadow User Profiles

· Bad Defaults

· Immortal Accounts

· Information Milking

· Forced Registration

· Address Book
Leeching

· Forced Action
- Gamification
- Social Pyramid

· Interface Interference
- Aesthetic Manipulation
- False Hierarchy
- Hidden Information
- Preselection
- Toying With Emotions

· Nagging

· Obsturction
- Intermediate Currency

· Sneaking

MATHUR ET AL.
2019

GRAY ET AL.
2020

GUNAWAN ET AL.
2021

HIDATA ET AL.
2023

MILDNER ET AL.
2023

MONGE ROFFARELLO ET AL.
2023

· Forced Action
- Forced Enrollment

· Misdirection
- Pressured Selling
- Visual Interference

· Obstruction
- Hard To Cancel

· Scarcity
- High-Demand
Messages

- Low-Stock Messages

· Sneaking
- Hidden Subscriptions

· Social Proof
- Activity Notifications
- Testimonials Of
Uncertain Origins

· Urgency
- Countdown Timer
- Limited-Time
Messages

· Automating the
User Away

· Two-Faced

· Controlling

· Entrapping

· Nickling-And-Diming

· Misrepresenting

· Account Deletion
Roadblocks

· Free Trials

· Extraneous Badges

· Missing Consent
Notices, Consent
Checkboxes, Or
Settings Options

· Needless Message
Centers

· No ‘Bulk’ Options
For Settings

· Paying For Ad-Free
Experiences

· Settings Do Not
Save Properly

· Linguistic Dead-Ends
- Alphabet Soup
- Untranslation

· Engaging Strategies
- Interactive Hook
- Social Brokering

· Governing Strategies
- Decision Uncertainty
- Labyrinthine
Navigation

- Redirective
Condition

· Infinite Scroll

· Casino Pull-to-refresh

· Neverending Autoplay

· Guilty Pleasure
Recommendations

· Disguised Ads and
Recommendations

· Recapture Notifications

· Playing by Appointment

· Grinding

· Attentional Roach Motel

· Time Fog

· Fake Social Notifications

∗These twelve dark patterns refer to Brignull’s original set published on the website darkpatterns.org (Brignull, 2010). In 2023,
the website got updated and now lists sixteen distinct types (Brignull, 2023). Moreover, in his book “Deceptive Design Patterns:
Exposing the Tricks Tech Companies Use to Control You” (Brignull, 2023), Brignull names eight deceptive strategies in an attempt
to group similar types.

Table 2.1 Overview of a total of 112 types of dark patterns from ten individual works in chronological order. Notably,
some work took over previously defined types and extended their application through their research.

Price Comparison Prevention, operate by obscuring certain information from users of online

shopping sites. The result of this obfuscation is that people using these sites cannot make a

fully informed decision and can be misled into buying unwanted products. On the other hand,

Brignull’s dark patterns Forced Continuity or Privacy Zuckering are strategies that compromise

the options and decisions available to people when using online services. This particular

work marks the beginning of what is now more than a decade of dark pattern scholarship,

describing dark patterns in various digital technologies. Independent from Brignull’s initial

work, however, released at the same time, the aforementioned taxonomy of malicious interface

design techniques (Conti and Sobiesk, 2010) was based on findings from a twelve-month-

long study and included eleven high-level behaviours associated with the application of

dark patterns. For example, the Coercion technique describes interfaces that mandate users’

decisions by restricting alternative options and enforcing compliance. Other techniques noted

by the authors include Interruptions that interfere with a user’s task flow and the Obfuscation

of important information hindering informed decision-making.

http://web.archive.org/web/20220525230009/https://www.deceptive.design/types


2.2 Dark Patterns in User Interfaces 21

Allow access to device contacts

Allow access to device photos 

Share data with third parties for 
personalised content 

Privacy Settings

Fig. 2.3 Example of a Bad Defaults dark pattern. Privacy
settings are automatically toggled to allow the sharing
of sensitive data unless users change them.

ACT FAST TO SAFE UP TO 
50% ON YOUR NEXT 

ORDER WITH US!

Sec.Min.Hrs.Days
00:00:09:59-50

%

Fig. 2.4 Example of an Urgency dark pattern. An often
false timer pushes potential customers into making
quick and irrational decisions.

Looking at video games, Zagal et al. identify and describe seven related dark patterns

(Zagal et al., 2013). While certain patterns exploit a game’s ecosystem of connected users,

such as Social Pyramid Schemes and Impersonation, others impact game-play experiences

like Grinding and Playing by Appointment (see Figure2.2). Although the latter can be harmful,

the authors also discuss how these types of design can manifest as both dark and bright

patterns. There are certain scenarios where they potentially cause harm and others where

they can be beneficial to users. Elsewhere, Greenberg et al. (2014) consider dark patterns in

conjunction with proxemics theory (Hall, 1966), leading them to offer warnings about the

unethical use of existing technologies (Greenberg et al., 2014). In their taxonomy of nine

dark patterns, the authors discuss interactions with potentially abusive systems in spatial

environments. Here, for example, they find the dark pattern Attention Grabber in the form of

digital billboards, which change their appearance while pedestrians pass by. Such incidents

create possibilities for brands to use people’s proximity data to target them with personalised

adverts as they draw close to digital advertising billboards. Inspired by the concept of Privacy

by Design developed by a joint project of the Dutch Data Protection Authority and the Ontario

Information Commissioner (Hustinx, 2010), Bösch et al. (2016) introduce privacy-related dark

patterns. Comprising of seven underlying principles, the authors present what are effectively

inverse strategies to the privacy strategies developed in the Privacy by Design project. The

Bad Defaults dark pattern (as illustrated by Figure 2.3), for instance, describes privacy settings

where every option is set to share personal data by default and has to be manually changed.

Spearheading dark pattern research by contributing what is likely the most impacting

work since Harry Brignull coined the term, Gray et al. (2018), categorised a sample of 118

interface artefacts. For the first time, the authors introduce a hierarchy of lower and higher-

level dark patterns, including five distinct dark pattern strategies: Forced Action; Interface

Interference; Nagging ; Obstruction; and Sneaking. Building on the first twelve dark pattern

types, these strategies find wide application across technologies (Gray et al., 2018). Interface

Interference and Nagging, for example, represent interfaces that often manipulate visual

elements to promote certain choices over others and constant reminders that have no option

to be terminally dismissed.
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Mathur et al. (2019), investigated e-commerce websites for instances of dark patterns users

encounter when shopping online. Through an automated crawling approach, they collected a

large corpus of text-based dark patterns and described seven dark patterns that incorporate

previous work by Gray et al. (2018). Newly described instances include pressuring tactics like

Social Proof and Urgency (as shown in Figure 2.4) that either expect users to follow social

norms or make irrational decisions through limited time for reflection.

An equally important contribution of this work is the identification of common character-

isations of dark patterns. Later extended to six such characterisations (Mathur et al., 2021),

the two works allow a better description of dark patterns within distinct dimensions. These

characteristics span Asymmetric, Covert, Deceptive, Disparate Treatment, Hiding Information,

and Restrictive. Importantly, these characteristics highlight the mutual “hidden” theme behind

dark patterns, not necessarily the intent or malice of practitioners. Demonstrating the appli-

cation of their work, the authors provide a preliminary assignment of previous dark patterns

into these characteristics, showing that individual dark patterns can borrow from multiple

characteristics. Publications in this thesis not only utilise these characteristics in multiple

studies (P2, P3, P4, and P5), but the authors included a working definition for dark patterns

that I have constantly been using since: “Dark patterns are user interface design choices that

benefit an online service by coercing, steering, or deceiving users into making decisions that, if

fully informed and capable of selecting alternatives, they might not make” (Mathur et al., 2019).

As with their characteristics, Mathur et al.’s definition does not require malintent as a condi-

tion while highlighting the contrast between benefits for service providers and tricked users

that unknowingly tapped into interactions that they may regret later. While its limitation to

“online service” makes sense in Mathur et al.’s work investigating online shopping sites, related

work has since spotlighted dark patterns in various domains. Hence, I adapt the definition to

consider design in general, thus also capturing dark pattern instances that are technology or

interface-agnostic.

To understand how users perceive unethical design artefacts, Gray et al. (2020) conducted

a content analysis based on user-generated content from the social network Reddit2. Defining

“asshole designers”, the work contributes practitioner properties for deploying design strategies

such as dark patterns. In total, the work lists six such properties that, when considered from

an interface perspective, can be used comparably to other dark pattern types as they follow

similar sentiments. In this regard, Two-Faced is defined as “contradictory and conflicting

information, confusing the user”, which is in line with Conti and Sobiesk’s Confusion dark

pattern. Controlling, on the other hand, features elements from Misdirection (Brignull, 2010)

and Manipulating Navigation (Conti and Sobiesk, 2010).

In this sense, Gunawan et al. (2021) provide a valuable overview of where dark pattern

types occur across different screen modalities. Comparing mobile and browser UIs, the

study highlights distinctions where certain interactions are prohibited depending on the

modality a user uses to access a service. Parts of their results entail eight types of dark patterns

linked to existing literature that restrict user choices through particular screen modalities.

Privacy controls, for instance, were unavailable on some mobile applications (Missing Consent

2 Based on the Reddit forum assholedesign, www.reddit.com/r/assholedesign. Accessed 08.05.2023.
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Notices, Consent Checkboxes, or Settings Options) as users wanting to delete their accounts

were only able to do so via specific modalities (Account Deletion Roadblocks). Restricting

choices, particularly by disparity across modalities, strongly impedes informed decisions

when users are left to believe that a service presents all possible options equally.

Looking into a different, Hidaka et al. (2023) make an important contribution when con-

sidering language-based dark patterns. Based on their analysis of 200 Japanese applications,

the authors expand Gray et al. (2018) six dark pattern strategies with a seventh, which they

coined Linguistic Dead-Ends. This class entails two subscribing dark patterns: Alphabetic

Soup and Untranslation — both restricting users from accessing functionality or information

by not providing sufficient information in a particular language. This is mainly the case for

applications developed in a single language but which were then released into multi-language

markets without properly ensuring good translations of original texts. This discrimination of

certain speakers can yield grave problems when lack of translation leads to unawareness of

consent and privacy controls. Hidaka et al. thus shine a light on many dark patterns that target

marginalised users, pointing to a desperate need to explore dark patterns in this regard.

This section follows recent work on dark patterns which I summarised into a comprehen-

sive taxonomy of dark patterns in chronological order (as Table 2.1 shows). I was also able to

contribute to this corpus in our investigation of SNSs (P3). Thus, I want to expand this section

with a brief summary of this work, although the publication is included in this thesis and will

be more detailed in later chapters. Comparing four popular social media platforms, our study

records types of dark patterns based on a subset of Table 2.1 until the work by Gray et al., 2020.

While the study surfaced instances of various dark patterns, we also noticed domain-specific

interactions, fitting the dark pattern definition by Mathur et al. (2019), that were not previously

described. This led to the definition of two strategies that include two and three low-level dark

patterns respectively: Engaging strategies that entertain or embark users into interactions that

they did not plan to execute and governing strategies that dictate users’ decisions through the

(un-)availability of certain choices.

Related to our engaging strategies and published simultaneously, Monge Roffarello et al.

(2023) focused on interfaces that cause attention-based harms, often recorded in SNSs. In their

effort, the authors conducted a systematic literature review to distill the surrounding discourse

into a definition for “attention-capturing” dark patterns. This important work described eleven

such dark patterns, including Infinite Scroll and Neverending Autoplay to hook users to content

consumption. Their Time Fog dark pattern describes deflections about time spent using a

service in this regard.

Collectively, these works on social media point toward dark patterns that follow alternative

strategies when causing harm. Online shopping sites, as explored by Brignull (2010) and

Mathur et al. (2019), feature dark patterns that can lead to immediate financial disadvantages.

SNSs, on the other hand, have an incentive to keep users satisfied and return to their services.

In following this incentive, these dark patterns have to balance user satisfaction against

deceptive interactions restricting informed user choices.

The purpose of Table 2.1 is to give an overview of the widening dark pattern terrain. The

twelve contributions mentioned above conclude the table’s content. As an epilogue to this
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collective effort, discussions and advances in research have not gone unnoticed by Brignull.

In 2023, together with colleagues (Bringull et al., 2023), Brignull updated his former website3

through a change of the term “dark pattern” to “deceptive design” and, eventually, “deceptive

patterns”. Moreover, the dark pattern list now includes 16 types, featuring some from the

original twelve but also taking on some proposed types from research (however, with slightly

different names).

2.2.2 Implications for the Design Angle

The research journey to understand dark patterns began just over a decade ago. Surrounding

work has grasped the many facets of dark patterns and, in doing so, identified various hosts

where they are being deployed. Publications included in this thesis have contributed to ad-

vancing this body of research. However, previous work has often considered dark patterns as

instances and interactions detached from contexts. To connect the various, often independent

strands of work, I contributed to research establishing a dark pattern ontology (P6), included

in this thesis, that aims to enable transdisciplinary work in the future. Further extending

this knowledge outside traditional Graphical User Interface (GUI) technologies, particularly

exploring CUIs, we investigated how unethical design emerges from design and broken ex-

pectations in P5. The granularity of dark patterns is important to understand the diversity of

problematic designs. However, users are usually forced to navigate multiple interactions in

their user journeys, leading to a demand to consider dark patterns in temporal sequences. Our

studies on SNSs (P3) attempt to follow interaction flows as we explore this concept further in a

later study included in P7.

2.3 Users’ Ability to Identify and Recognise Dark Patterns

The definition of dark patterns implies difficulty for recipients to avoid them. But while

studies have fostered a growing corpus of related interface techniques, less effort has gone into

understanding the users’ point of view. As one of the front liners interested in their perspectives,

Di Geronimo et al. (2020) inspected popular mobile applications sampled from the Google Play

Store. The authors used a cognitive walkthrough (Nielsen, 1994) to identify dark patterns in

240 applications sampled from popular categories in Google’s Play Store. Each application was

used for ten minutes following a task protocol, ensuring that any application was thoroughly

explored. Their findings indicate that 95% of the tested applications contain dark patterns.

In comparison to the work conducted by Mathur et al. (2019), who automated the capturing

process, resulting in 11% of 11,000 shopping websites containing at least one dark pattern,

the difference is quite apparent. Notably, the methodologies used in the two studies differ

vastly. Limited to text-based elements, Mathur et al.’s approach cannot detect instances of

Interface Interference, for example, as such dark patterns exploit visual tricks. Also, their scope

is set on online shopping sites, whereas Di Geronimo et al. consider mobile applications.

Though a direct comparison of the two studies should be taken tentatively, an interpretation

could suggest that dark patterns perceive recipients on a visual level predominantly and

3 Formerly www.darkpattern.org now redirects to www.deceptive.design. Accessed 08.05.2023.
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occur differently between domains. Di Geronimo et al.’s methodology has inspired multiple

studies to capture instances of dark patterns similarly (Gunawan et al., 2021; Hidaka et al.,

2023) including publications part of this thesis (P3, P5). In a second study, Di Geronimo et

al. evaluate users’ ability to recognise dark patterns using an online survey, with most users

exhibiting difficulty recognising dark patterns before falling victim to their schemes.

Understanding how users perceive dark patterns when encountered is an essential step to-

ward identifying proper means for user safeguarding. Following a qualitative approach, Maier

and Harr (2020) conducted a focus group and interviews with nine participants to collect data

and show that their participants were mainly able to recognise problematic interfaces. Their

findings brought forth three themes: Perception, Conduct, and Countermeasures. They de-

scribe how participants’ awareness of dark patterns depends on the encountered types, which

also causes differing perspectives regarding impact. While some instances were deemed highly

problematic, others were rather seen as a nuisance. Interestingly, participants recognised

responsibility in both actors relying on unethical practices as well as themselves when unable

to avoid them or through their dependence on certain services. Although the study is limited

by its sample size, it casts a prospect on users’ awareness about themselves as well as service

providers in an environment where deploying dark patterns has become an acceptable means

to persuade their decisions.

Adopting a similar user-centred approach, Bongard-Blanchy et al. (2021) study peoples’

awareness of manipulative interface designs and their recognition of dark patterns. While

participants understood what dark patterns were and how they might manifest, they were still

deceived by them during interactions. Studying the online video platform YouTube, Lukoff et

al. (2021) analysed its interface to learn how internal mechanisms might be used to increase

users’ sense of agency. The researcher outlines design mechanisms that users feel more or

less in control of. Specifically, users did not feel in control over YouTube’s recommendation

system, advertisements, or autoplay functionality. The study, which consisted of an online

survey of 413 participants, found that users could recognise dark patterns, which aligns with

previous results from Maier and Harr. However, being able to identify problematic designs

did not reduce the likelihood of being influenced by them, which is in line with our findings

within SNSs (P4).

Curious about how users perceive manipulative design, Gray et al. (2021a) collected quali-

tative response data from 169 participants when building on previous findings by Maier and

Harr (2020). The authors noted a general awareness of problematic design among participants

but further described their inability to communicate these perceptions. This is explained

through dark patterns’ subtle persuasion of user behaviour that often goes unnoticed. An

interesting finding included differing perceptions between dark patterns; certain interfaces

were perceived just obvious enough before engagement that users became partially aware of

them (for example Interface Interference dark patterns). In other cases, dark patterns became

apparent after longer usage — as is the case with Nagging dark patterns. The authors spotlight

emotional components and felt manipulation of users when engaging with dark patterns,

linking their work to a need for stricter policies to better protect users.
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The persuasiveness of dark patterns is further demonstrated in work conducted by Graßl et

al. (2021). Concerned with consent banners that trick users into sharing their data, the authors

observe a culprit in the display of choices. By elevating a consent option through its design,

while an alternative to decline is unnecessarily complicated to discover, the design preselects

a choice for the user. A user study with 228 participants supports this implication showing that

94% of participants followed the design’s suggestion. A second comparative study by the same

authors underlines these implications further. The authors alternated the consent banner’s

design by highlighting the option to disagree instead of the one for consent and referred to this

change as a “bright pattern”. The study revealed that only 54% of participants would follow

the now highlighted option. The authors explain this notable difference by discussing the

long-term impacts dark pattern exposure has on users, conditioning them to comply without

reflecting on decisions. This claim finds support in work by Habib et al. (2022), who point

toward potential fatigue in users overriding otherwise informed and reflected decisions. The

work, through its two studies, makes a strong case for the power of persuasive design and

nudges.

2.3.1 Implications for the User Angle

Insights into the effects of dark patterns on users are essential for creating effective coun-

termeasures. Although more work is required to understand all the implications in which

users are affected by dark patterns, research outlines the manipulative techniques when

demonstrating the difficulty to avoid falling victim to their effects (Di Geronimo et al., 2020;

Bongard-Blanchy et al., 2021; Maier and Harr, 2020). Replicating some of this work in the

context of SNSs, publications included in this thesis (Mildner and Savino, 2021; Mildner et al.,

2023a) support these findings while promoting a possibility of assessing problematic design

(Mildner et al., 2023a). An important problem arises from users’ unmet expectations when

engaging with technologies, which we investigated in the context of CUIs (Mildner et al.,

2024a). Retracing these insights in SNSs, we compiled valuable design considerations from

expectations users have when engaging with social media platforms (Mildner et al., 2024c).

2.4 Countermeasures for Dark Patterns

By describing a broad dark pattern terrain and understanding how they persuade users into

harmful interactions, research in HCI has laid the groundwork for better user protection

through countering unethical designs. Academia is devoting an increasing amount of resources

toward the development of ethics in design and technology; both in HCI research (Bruckman,

2014; Shilton, 2018; Shapiro et al., 2020) and its education (Gray and Boling, 2016). However,

more work is needed to address the harmful effects of dark patterns and ensure user safety.

Meanwhile, regulations (for instance (Commission, 2016; California State Legislature, 2018;

European Commission, 2022a)) have begun to take on ethical issues that arise from the

development of new technologies to protect users where practitioners and service providers

exploit unethical design practices.
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2.4.1 How Dark Patterns Emerge

A crucial part of countering the harmful effects of unethical and problematic interactions is

looking into their origin. Conceptualised as ethical design complexity (Gray and Chivukula,

2019), related work problematises outside pressures that influence the work of practitioners

of technological design. In their work, Gray and Chivukula (2019) were not only able to

describe the complex situations in which practitioners work but also shed light onto necessary

ethical mediators that help practitioners to develop ethical, human-centred designs. In some

instances, individual incentives contradict organisational goals, which again can break applied

ethics practices. An interesting byproduct of this work is its implication of unintentional

problematic and unethical design, which can be the result of environmental factors. These

findings can further be interpreted as indicators for dark patterns resulting from environments

where practitioners are unable to follow their moral compasses but have to submit to their

organisation’s aims. Instead, empowering workplace conditions should enable practitioners

to create ethical and user-centred designs, rather than being restricted by organisational or

corporate structures and incentives. A primary result of this work is described by the ethical

design complexity model, demonstrating the tensions between actors.

Continuing this work to further understand practitioners’ identity claims, Chivukula et

al. (2021a) use thematic analysis of twelve semi-structured interviews to classify influences

on ethical decision-making among professionals who work in technological fields. Overall,

the work suggests eight identity claims among participants, including, but not limited to,

educators and learners, but also policy-followers and activists. These sometimes connected

but also contrasting identity claims mirror the complexity of working environments in which

design emerges. Connecting these identity claims with the introduced ethical design com-

plexity model, the work again emphasises the importance of establishing working conditions

to limit the deployment of unethical designs such as dark patterns. Provoking this neces-

sity further, Chivukula et al. (2023) discuss the responsibility of practitioners to take certain

stances: Ethical dilemmas, ethical tensions, and ethical situations, each express identified

practices of practitioners and their work environments and open space for active engagement

in ethically difficult-to-navigate scenarios. Similarly, Sánchez Chamorro et al. (2023) apply the

framework earlier proposed by Gray and Chivukula (2019) in their study and make a series

of recommendations for practitioners to assess notions of unethical practice in their work.

Based on value-sensitive suggestions, each recommendation includes a simple question for

mitigating dark patterns. Drawing from prior work on ethical design complexity, Gray et al.

(2024a) amplify the stream’s notions that further support is needed for practitioners to engage

with ethical and value-senstive methods. The study investigates how practitioners develop

ethics-focused action plans and describe roles practitioners employ to realise their plans,

process moves practitioners follow to operate within their problem space, and trajectories of

practitioners regarding their action plans.

The work with practitioners offers explanations and insights into studies noticing a host

of dark patterns in various online shopping sites (Mathur et al., 2019; Moser et al., 2019).

To understand how businesses steer users into making impulsive purchases, Moser et al.

(2019) compared and analysed 200 e-commerce websites. The work found that 84% of their
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Our website uses cookies to create a personalised and optimal user experience just 
for you. By allowing us to track your online activity, we can customise content to 
match your preferences and provide a seamless, enjoyable journey.

This also allows our partners to to provider more tailed services to you. Clicking on 
"More Information" gives you an overview of our partners and insights into their 
legitimate interest in your data. You don't have to consent, but you may experience 
less personalised content. You can change your settings following the link below and 
read or Privacy Policy to learn about how we use your data.

Click "I Accept" to embark on an enhanced digital journey with us.

We respect your privacy

I AcceptMore Options

Fig. 2.5 By using dark patterns such as Hidden Information or Interface Interference, deceptive consent banners
trick users into allowing services to track personal data.

sample used at least one design technique that was devised to encourage impulsive buying.

A subsequent online survey with 151 participants revealed that potential customers would

appreciate more salient information on pricing and generally desire less scarcity and urgency

features that encourage impulsive buying. These findings are in line with work conducted by

Mathur et al. (2019) (as described in Subsection 2.3).

Together, this strand of research demonstrates how the circumstances under which prac-

titioners operate affect design ethics. Economic incentives, thereby, often dictate design

processes according to their goals — leading to the deployment of unethical designs or dark

patterns. Potentially causing conflicts and tensions between employer’s goals and the indi-

vidual beliefs of practitioners, there is an urgent need to change professional environments

in order to ensure that practitioners are able to engage in ethical and human-centred design

practices that afford user needs.

2.4.2 Recognising a Need for Regulatory Countermeasures

The previous Section 2.3 has detailed the various challenges users have to overcome when

facing dark patterns. A segue from users’ ability to recognise dark patterns to countering

the effects can be drawn from work considering seemingly omnipresent consent banners

(Figure 2.5 offers an example of a deceptive version). Exhibiting the dawning effects economic

incentives can have on online interfaces, consent banners have repeatedly been observed

to persuade users into making preselect choices (Maier and Harr, 2020; Gray et al., 2021b).

Although certain regulations, such as the GDPR (Commission, 2016), are in place to protect

end-users, requiring service providers to gain informed consent before tracking any of their

users’ data, practitioners still try to find creative ways to overcome such obstacles through

design (Matte et al., 2020; Bielova et al., 2024).
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To understand the ramifications of particular design techniques used by consent banners,

Utz et al. (2019) studied the influence of nudging design exploited by consent banners based

on a large-scale study with 80,000 users. As the authors noticed, users were generally willing to

interact with the consent banners. The study revealed specific design choices that influence

users’ behaviour: Position, available options, nudges, and wording of consent banners all had

substantial effects on users’ decision-making, which is in line with similar research conducted

by Maier and Harr (2020). Comparing their data with requirements of the European Union

(EU)’s GDPR (Commission, 2016), the authors indicate that consequential implementation of

consent banners should result in less than 0.1% of users giving their consent. While adjacent

work highlights the difficulty users have when navigating certain interfaces and dark patterns,

Utz et al. (2019) take an important step toward highlighting the apparent misconduct of

service providers. Similar work conducted by Bielova et al. (2024) supports these findings by

illustrating how the design and availability of choices impact user preferences.

In a joint effort, Gray et al. (2021b) also investigated consent banners in a transdisciplinary

effort, combining relevant disciplines. From the lenses of three perspectives — computer

science, HCI, and law — the authors discuss the deceptive effects these interfaces have while

considering their legal circumstances. In demonstrating the problematic strategies used by

many consent banners and pointing to potential legal issues in many interfaces, the authors

showcase the importance of synergies between disciplines for effectively addressing unethical

design. Each field’s unique perspective adds valuable insights into dark patterns and how they

can be countered.

With work highlighting the manipulative and exploitative effects of dark patterns (Di

Geronimo et al., 2020; Bongard-Blanchy et al., 2021), this body of research exemplifies the

need for further regulation and stricter enforcement of existing law within the single case

of consent banners. As these studies mainly focus on consent banners within EU’s GDPR,

more work is needed to investigate and confirm similar legal issues in other domains and

regulatory contexts. Nevertheless, the studies amplify the positive impact transdisciplinary

collaborations can have on protecting users from dark patterns.

2.4.3 Regulatory Efforts Toward Countering Dark Patterns

A relevant piece within the intersection of HCI and law, Gunawan et al. (2022) reviews trans-

disciplinary literature from both contexts to study whether people, who experienced harm

through dark patterns, should be given redress. As a basis for their work, the authors draw

from GDPR consent requirements and developed a case study on informed consent. The

authors exemplify the deployment and legal boundaries for dark patterns when discussing the

tremendous implications dark patterns have on informed consent as defined by regulations

of the EU. Spotlighting harms on the user’s side that are indeed the results of dark patterns,

the authors demonstrate how these design techniques can invalidate consent in terms of the

GDPR: Thus, the work displays how damaged recipients should be given redress, inline with

studies suggesting similar issues (Utz et al., 2019; Bielova et al., 2024).

With a background in law, Calo (2013) debated contemporary issues of service providers

manipulating their customers’ behaviour to their advantage. Businesses fully understand their
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consumers’ behaviour and are thus able to address them anywhere with personalised content.

Noticing unethical implications, he calls for a change of this trend, encouraging positive

alternatives for building healthier customer relationships. As of writing this thesis, Calo made

this call for change over a decade ago. The growing body of work describing more and more

dark patterns and other unethical practices across interfaces and technologies suggests that

many service providers did not listen or find suitable alternatives. Instead, an increasing

number of regulations and policies have been implemented internationally to protect users

from deceptive practices. Similar to Di Geronimo et al. (2020) or Bongard-Blanchy et al. (2021),

Luguri and Strahilevitz (2021) studied users’ perception of dark patterns and noticed that it was

predominantly dark patterns that mildly affected their choice architecture which successfully

tricked users. Moreover, the results of their studies spotlighted that users did not find the

exposure of all dark patterns necessarily problematic. Following up on these findings, the

authors discussed the legal situation of dark patterns in the context of US law, particularly

the Federal Trade Commission (FTC). While the context is complex and not always clear-cut,

Luguri and Strahilevitz (2021) noticed precedents were harmful design was already successfully

countered, making room for future legal work to connect.

In 2022, a series of major milestones in regulation happened. In the US, California’s

California Privacy Rights Act (CPRA) (California Privacy Protection Agency, 2022) as well as the

FTC addressed certain dark patterns directly, regulating certain deceptive designs in online

interfaces. Other regulatory bodies following this move include the UK’s Competition and

Market Authority Competition and Market Authority (CMA), the European Commission and

the European Data Protection Board (EDPB) (Board, March, 2022), as well as the Organisation

for Economic Co-operation and Development (OECD) (OECD, 2022). Also in 2022, the EU, for

the first time, incorporated the term “dark patterns” into its Digital Service Act (DSA) (European

Commission, 2022a), Digital Markets Act (DMA) (European Commission, 2022c), and the Data

Act (DA) (European Commission, 2022b), introducing stricter protection of users from harmful

interfaces. Shortly after, in 2023, the Department of Consumer Affairs in India followed up on

these efforts by releasing guidelines against dark patterns (Ministry of Consumer Affairs, Food

& Public Distribution, 2023). Importantly, these regulations provide guidelines for various

dark pattern types formerly brought up in academic research. These efforts could be seen as

a precedent for the benefits of HCI and law collaboration, following advice from Gray et al.

(2021b) and Gray et al. (2023c).

2.4.4 Design Countermeasures

Considering the increasing regulatory efforts in place, even codifying the term “dark pattern”

into legal statutes across nations, related HCI scholarship has done a tremendous job in

problematising unethical design and its consequences. However, the question remains of

alternative designs that offer simple-to-use interfaces while respecting user autonomy. Ethical

design concepts, such as VSD (Friedman et al., 2013), have been around for some time;

nonetheless, environmental constraints in which practitioners work (Gray and Chivukula,

2019; Chivukula et al., 2021a) often do not leave enough space for the implementation of

more human-centred design. According to a study included in this thesis (P5), practitioners



2.4 Countermeasures for Dark Patterns 31

echoed missing effective design guidelines and best practices as a go-to for designing without

deceptions.

Within the particular context of dark patterns, the work by Graßl et al. (2021) introduced

“bright patterns” as alternatives to their unethical counterparts. However, the technique relies

on the same underlying strategies exploited by dark patterns to redirect user choices. Referring

back to the definition provided by Mathur et al. (2019), dark patterns concern interactions

with unexpected or hidden consequences to the user. While their effects are often reported

as harmful consequences, arguably, it is the obfuscating and manipulating nature of dark

patterns that deceive users into interactions they would not have engaged with if given full

information about their consequences. To support this argument, work by Bielova et al.

(2024) spotlights that 46% of surveyed participants feel comfortable sharing their personal

data with service providers. If a design is utilised to create interactions governing decisions

without enabling users to assess the outcomes of their actions, even if deployed in good faith,

it becomes difficult to argue how that design differs from another dark pattern. Ultimately,

design should be crafted with the intent to support users’ decisions, fully respecting their

autonomy.

In an attempt to do so, in the same popular context of consent banners, Leimstädtner et al.

(2023) build on prior work on responsible nudging by Hansen and Jespersen (2013) and design

friction to assist users in reflecting on their decisions before taking actions. In a study with 297

participants, the authors compared four interface designs following Hansen and Jespersen’s

framework of four nudges reflectively: The first included manipulation of choice, the second

an influence of behaviour, the third was designed to include manipulation of choice, and

the fourth included prompting reflective choice. Their study’s findings imply that solely the

reflection prompt helped users make choices in line with their preferences. Although the

work does not directly link their work to usability issues noted as a result of design friction

(Mejtoft et al., 2023), Leimstädtner et al. (2023) illustrate the challenges arising when designing

for informed decision-making. Design friction is commonly used to interrupt user-flows to

aid users in acknowledging consequences before interactions and making them transparent

(Wang et al., 2013; Mejtoft et al., 2019). As a consequence, the interruptions increase the

cognitive load of users compared to nudges that deliver preselected choices (Mejtoft et al.,

2023).

2.4.5 Implications for the Guideline Angle

While regulatory bodies increased defensive measures against unethical and harmful online

practices, currently, the landscape of design alternatives as countermeasures is relatively

scarce. However, it may be our best line of defense to provide practitioners with alternatives

as we promote the need to foster user autonomy. Addressing this important gap, this thesis

entails frameworks to allow the assessment of dark patterns in interfaces (P2 P4). Other studies

attempt to bridge the expectations between users and systems (P5) as well as identify elements

of an intricate relationship between dark patterns and cognitive biases to deflect informed

decision-making P9. By contributing theory that offers answers to the diverse challenges
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behind developing ethical designs, I hope to inform fairer, human-centred interfaces in the

future.

2.5 Chapter Summary

Although dark pattern research is still in its infancy, the transdisciplinary work of the past

decade has established thorough understanding of underlying design mechanisms and con-

cepts exploited by dark patterns. Research in HCI on ethical design and dark patterns offer a

substantial contribution to landscaping the dark pattern terrain in a range of technologies. The

subsequent vocabulary describing 112 dark patterns (see Table 2.1) is one of many important

gains of this research. In response to these academic efforts, first regulatory bodies deployed

various counteracting design practices that harm users on various levels. With most efforts

gone into identifying dark patterns, surfacing the need for better user protection, practitioners

currently lack sufficient and practical alternatives while the user perspectives have yet to be

fully explored. The three angles, this thesis is structured around, aim to offer further insights

and responses for this otherwise complex and intertwined field. The publications included

in this thesis address these gaps and, collectively, answer the research questions as proposed

in Chapter 1. With this chapter setting the stage and providing a dense background of dark

pattern scholarship, the following three chapters will each tackle on answering the research

questions by following the Responsible Design Triangle’s angles — design, user, and guidelines

— respectively.
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The Design Angle
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Fig. 3.1 Responsible Design Triangle highlighting the design path covered in this chapter.

Expectations are essential when designing systems or interactions (P5) as they enable users to

develop plans and estimate consequences before engaging with a system. Affording realistic

expectations should thus be a distinct design goal. Nevertheless, many designs create false

beliefs, misleading users into unaccounted or undesired interactions. Importantly, expecta-

tions are often set before engaging with a system or an interaction for the first time (Luger

and Sellen, 2016). Advertisement for a product and its overall appeal strongly impact users’

expectations (Oliver, 1977; Oliver, 1980).

To this end, practitioners can devise certain design elements to capture and keep their

audience’s attention (O’Brien and Toms, 2008). Aesthetic appeal and easy access, for instance,

can be used to draw potential users toward a system (Bron et al., 2017). Convoluting emotional,

experiential, and enjoyable design dimensions, outside of sole pragmatic requirements, User

Experience (UX), in its complexity, provides further angles through which design can become

engaging (Hassenzahl and Tractinsky, 2006). Based on a literature review, O’Brien and Toms

(2008) developed a model to explain user engagement further, segmented into three phases:

An initial engaging point, an engagement period, and, lastly, disengagement. For each phase,

the authors provide attributes that impact the phases. These attributes indicate particular

influences practitioners can utilise to trigger and prolong user engagement and re-engage

them if they should disengage. In line with the disengagement attributes proposed by O’Brien

and Toms (2008), Frøkjær et al. (2000) shed light on particular design considerations to keep

users engaged. Users may stop using a system or service if individual aspects, such as effi-
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ciency, effectiveness, or satisfaction, are neglected. Conclusively, various mechanisms exist for

practitioners to create and control engagement and influence expectations.

In times of surveillance capitalism, where free-to-use services generate revenue by selling

data to advertisers and other third parties (Zuboff, 2023), user engagement is essential for

many service providers to secure a steady income. However, the task of designing long-lasting

engagement with services is all but an easy one. Perhaps to avoid otherwise difficult design

challenges, the body of work describing unethical and problematic dark patterns illustrates

the alternative routes some service providers choose to take (Gray et al., 2018; Gray et al., 2020).

Instead of fostering satisfaction, trust, and user autonomy, services have become deceptive

and manipulative through greedy and profit-maximising incentives (Gray and Chivukula, 2019;

Chivukula et al., 2023).

As highlighted in Figure 3.1, this chapter concerns the design angle and how applications

set expectations for the users — and break them. While the Responsible Design Triangle

incentivises user empowerment, it is built around research demonstrating harmful interac-

tions throughout interfaces. In this vein, this chapter seeks to answer the research question:

“RQ1: How can design be used to create and break expectations that lead to dark patterns?”

Understanding how applications manipulate expectations and deploy dark patterns opens

avenues for countermeasures as well as design strategies to align users’ intentions with system

capabilities. This chapter is based on contributions from the following publications:

P1 Mildner, T. and Savino, G.-L., “Ethical User Interfaces: Exploring the Effects of
Dark Patterns on Facebook,” in Extended Abstracts of the 2021 CHI Conference on
Human Factors in Computing Systems, 2021, pp. 1–7, ISBN: 978-1-4503-8095-9. DOI:
10.1145/3411763.3451659

P3 Mildner, T., Savino, G.-L., Doyle, P. R., Cowan, B. R., and Malaka, R., “About Engaging
and Governing Strategies: A Thematic Analysis of Dark Patterns in Social Networking
Services,” in Proceedings of the 2023 CHI Conference on Human Factors in Computing
Systems, 2023, ISBN: 9781450394215. DOI: 10.1145/3544548.3580695

P5 Mildner, T., Cooney, O., Meck, A.-M., Bartl, M., Savino, G.-L., Doyle, P. R., Garaialde,
D., Clark, L., Sloan, J., Wenig, N., Malaka, R., and Niess, J., “Listening to the voices:
Describing ethical caveats of conversational user interfaces according to experts and
frequent users,” in Proceedings of the CHI Conference on Human Factors in Computing
Systems, 2024, ISBN: 9798400703300. DOI: 10.1145/3613904.3642542

P6 Gray, C. M., Santos, C. T., Bielova, N., and Mildner, T., “An ontology of dark patterns
knowledge: Foundations, definitions, and a pathway for shared knowledge-building,”
in Proceedings of the CHI Conference on Human Factors in Computing Systems, 2024,
ISBN: 9798400703300. DOI: 10.1145/3613904.3642436

P7 Gray, C. M., Mildner, T., and Bielova, N., “Temporal Analysis of Dark Patterns: A
Case Study of a User’s Odyssey to Conquer Prime Membership Cancellation through
the “Iliad Flow”,” arXiv:2309.09635, 2023

https://doi.org/10.1145/3411763.3451659
https://doi.org/10.1145/3544548.3580695
https://doi.org/10.1145/3613904.3642542
https://doi.org/10.1145/3613904.3642436
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As the first author of P1, P3, and P5, my contributions were to provide the initial idea behind

the papers, the drafting and submission of the manuscripts, design and conduction of the

studies, data collection, as well as the analysis and interpretation of results or findings. For P6,

I contributed to the analysis of dark pattern types from various sources and their organisation

into the final ontology, including their definitions. Moreover, I contributed three case studies

to demonstrate the ontology’s application and possible expansion in the future, while writing

parts of the paper and approving the final draft before its submission. For P7, Colin Gray and

I designed the concept of Temporal Analysis of Dark Patterns (TADP) together, while I was

responsible for the content analysis of Amazon’s “Illiad Flow”. As with P6, I contributed to the

writing of the paper and approved the final manuscript before its submission for review.

3.1 Designing Deceptions

My interest in investigating dark patterns first ignited after reading studies that reported how

SNSs were responsible for their users’ decreased mental health and well-being in longitudinal

study contexts (Shakya and Christakis, 2017; Twenge et al., 2018). Meanwhile, HCI-related

research that took a design or user-centred perspective to consider harms resulting from SNS

interfaces was scarce. This lack motivated me to capture deceptive interface elements in

SNSs, with the first results published in P1. Beginning with Facebook, an almost historic yet

relevant platform in its field, we collected imagery material of its ever-changing UI between the

years 2004, when Facebook first went public, and 2020, when the last big update was released

before we conducted the study. Using this material, we conducted an interface analysis to

better understand the specific changes made by the platform. Figure 3.2 follows these changes

and illustrates the displacement of account and privacy-related features, obfuscating the

discoverability of critical settings. Notably, the “Account Settings” and “Privacy Settings” were

moved from a first-level view, where they were quickly accessible, to a nested menu, decreasing

their discoverability. Similarly, the “Logout-Button” and, later, the “Privacy Shortcuts” were

nested deeper within Facebook’s UI. The study revealed a host for dark patterns in Facebook

but required further research to explore how and where precisely dark patterns manifest in

various SNSs platforms.

To this end, I designed a comparative study to consider mobile applications of four popular

SNSs. Next to Facebook, P3 included the platforms Instagram, TikTok, and Twitter. Following a

more rigorous procedure that draws on work done by Di Geronimo et al. (2020), we conducted

a cognitive walkthrough of each application designed to explore features of SNSs to their full

extent. For the study, we recruited six participants, all of whom were PhD students in HCI at

the time. To prepare them for the study and ensure an equal understanding of the topic, each

received an introduction to dark patterns prior to executing their walkthroughs. Equipped

with a definition for dark patterns by Mathur et al. (2021) and a comprehensive taxonomy of

dark patterns, comprised of over 80 individual types from eight works, participants were tasked

to identify instances of dark pattern types throughout the SNSs. To gain deeper insights into

their decisions, we asked participants to comment on their decisions and what they perceived

in a think-aloud fashion (Jaspers et al., 2004).
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Fig. 3.2 This diagram describes the changes within Facebook’s interface between the years 2004 and 2020. The
figure contains multiple levels of data. Following the years, it shows the nesting of existing, introduction of new,
and exclusion of relevant account and privacy-related features across Facebook’s UI complemented by critical
junctions in the design of speech bubbles. The diagram also contains a bar chart reflecting the increasing user
count per year. This figure was published in Mildner and Savino (2021) (P1).

The choices for this study design were threefold: Firstly, it allowed us to observe previously

described dark patterns outside their original scopes to gain a dense overview of their preva-

lence and variety in alternative interfaces. Secondly, we were curious about the similarities

and differences between individual dark pattern types. We noticed instances where some work

carried over and refined dark patterns first described by others. For example, Brignull’s initial

Privacy Zuckering (Brignull, 2010) was later adopted, but slightly changed, by Bösch et al.

(2016); Brignull described his version of the dark pattern as a trick to mislead users into sharing

more personal information than intended, Bösch et al.’s adaptation concerns restricted access

to related settings and the ease with which users can control them. Thirdly, to our knowledge,

no other study has considered using a similarly rich corpus to investigate interfaces for the

presence of dark patterns.

After completing the study, we analysed the collected data in a combination of inductive

and deductive coding (Mayring, 2020) following a reflexive thematic analysis approach (Braun

and Clarke, 2006). The inductive codes consisted of the same dark pattern types previously

handed to our six participants for their walkthroughs. The deductive codebook was generated

based on open coding of the initial data and iterative discussions between two coders to

resolve possible disagreements (Blandford et al., 2016). Through this comprehensive research,

we garnered a unique experience using dark pattern taxonomies as tools to recognise prob-

lematic and unethical designs while adding dark patterns — that have not yet been captured —

meaningfully.
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3.1.1 Findings of the Deductive Coding

Author Dark Pattern F I Ti Tw Author Dark Pattern F I Ti Tw

B
ri

gn
u

ll
(2

01
0)

Bait And Switch • ◦ ◦ •

B
ö

sc
h

et
al

.(
20

16
)

Address Book Leeching • • • •
Confirmshaming • • • • Bad Defaults • • • •
Disguised Ads ◦ • ◦ • Forced Registration ◦ ◦ ◦ ◦
Forced Continuity ◦ ◦ ◦ ◦ Hidden Legalese Stipulations • • • •
Friend Spam ◦ ◦ ◦ ◦ Immortal Accounts ◦ ◦ ◦ ◦
Hidden Costs ◦ ◦ ◦ ◦ Information Milking • ◦ ◦ ◦
Misdirection • • • ◦ Privacy Zuckering • ◦ • ◦
Price Comparison Prevention ◦ ◦ ◦ ◦ Shadow User Profiles ◦ ◦ ◦ ◦
Privacy Zuckering • • • •

G
ra

y
et

al
.(

20
18

)

Forced Action • • • •
Roach Motel • • • • Gamification • • • •
Sneak Into Basket ◦ ◦ ◦ ◦ Social Pyramid • • • •
Trick Question ◦ ◦ ◦ ◦ Interface Interference • • • •

C
o

n
ti

an
d

So
b

ie
sk

(2
01

0)

Coercion ◦ ◦ ◦ ◦ Aesthetic Manipulation • • • •
Confusion • ◦ ◦ • False Hierarchy • • • •
Distraction • • • • Hidden Information • • • •
Exploiting Errors ◦ ◦ ◦ ◦ Preselection • • • •
Forced Work • • • • Toying With Emotions • • • •
Interruption • • • • Nagging • • • •
Manipulating Navigation • • • • Obstruction • • • •
Obfuscation • • • • Intermediate Currency • • • •
Restricting Functionalities • • ◦ ◦ Sneaking • • ◦ ◦
Shock ◦ • ◦ ◦

G
ra

y
et

al
.(

20
20

)

Automating The User • • ◦ •
Trick ◦ ◦ ◦ ◦ Controlling • • • •

Z
ag

al
et

al
.(

20
13

)

Grinding ◦ ◦ ◦ ◦ Entrapping ◦ ◦ ◦ ◦
Impersonation ◦ ◦ ◦ ◦ Misrepresenting • • • •
Monetized Rivalries ◦ ◦ ◦ ◦ Nickling-And-Diming ◦ ◦ ◦ ◦
Pay To Skip ◦ ◦ ◦ ◦ Two Faced ◦ ◦ ◦ ◦
Playing By Appointment ◦ ◦ ◦ ◦

M
at

h
u

r
et

al
.(

20
19

)

Forced Acrtion (see Gray et al. (2018))

Pre-Defined Content ◦ ◦ ◦ ◦ Forced Enrollment ◦ ◦ ◦ ◦
Social Pyramid Schemes ◦ ◦ ◦ ◦ Misdirection • • • •

G
re

en
b

er
g

et
al

.(
20

14
)

Attention Grabber • • • ◦ Pressured Selling • • • •
Bait And Switch ◦ ◦ ◦ ◦ Visual Interference • • • •
Captive Audience ◦ ◦ ◦ ◦ Obstruction (see Gray et al. (2018))

Disguised Data Collection ◦ ◦ ◦ ◦ Hard To Cancel • • • •
Making Personal Info. Public ◦ ◦ ◦ ◦ Scarcity • • • •
The Milk Factor ◦ ◦ ◦ • High-Demand Messages ◦ ◦ ◦ ◦
Unintended Relationships ◦ ◦ ◦ ◦ Low-Stock Messages ◦ ◦ ◦ ◦
We Never Forget ◦ ◦ ◦ ◦ Sneaking (see Gray et al. (2018))

Legend: F - Facebook Hidden Subscriptions ◦ ◦ ◦ ◦
I - Instagram Social Proof • • • •
Ti - TikTok Activity Notifications ◦ ◦ ◦ ◦
Tw - Twitter Testimonials ◦ ◦ ◦ ◦

Urgency • • • •
Countdown Timer ◦ ◦ ◦ ◦
Limited-Time Messages ◦ ◦ ◦ ◦

Table 3.1 Based on 80 deductive codes created from related research on dark patterns, this table visualises which
social media platforms deploy particular dark patterns. The deductive codes were applied in four SNSs (F -
Facebook, I - Instagram, Ti - TikTok, and Tw - Twitter). The presence of a particular dark pattern is highlighted
with a “ ” whereas “#” indicates its absence based on our analysis. This table was first published in Mildner et al.
(2023b) (P3).

The deductive approach resulted in a thorough overview of the prevalence of dark patterns

based on previous dark pattern typologies. Table 3.1 presents an overview in this regard.

In total, we noticed 44 types of dark patterns across the SNSs. However, we found certain

typologies more applicable than others. For instance, the more abstractly described dark

patterns by Gray et al. (2018) proved to be easily applicable, while others were not identified
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ENGAGING STRATEGIES GOVERNING STRATEGIES

Interactive Hook
Asymmetry
Covert

Deceptive
Hides Information

Restrictive
Disparate Treatment

Decision Uncertainty Labyrinthine Navigation Redirective ConditionSocial Brokering

Fig. 3.3 The results of the inductive coding, the engaging and governing strategies contain five types of SNS-specific
dark patterns. To situate the five dark patterns’ in existing research, we categorised each based on Mathur et al.
(2021) six dark pattern charactersitics (asymmetry, convert, deceptive, hides information, restrictive, and disparate
treatment). Following their originator’s application, “ ” highlights the presence of a characteristic, “G#” indicates
optional presence, and “#” the absence of a dark pattern characteristic. This figure was published in Mildner et al.
(2023b) (P3).

at all, as is the case with the game-related dark patterns described by Zagal et al. (2013). The

generalisability of dark patterns from Gray et al. (2018) allowed a diverse, almost interface

agnostic, application, whereas dark patterns from Zagal et al. (2013) were precisely described

in gaming contexts. Our decision to stay as close to original definitions as possible, to test

the utility of a taxonomy for revealing dark patterns, restricted us from simply transferring

domain-specific types to SNSs.

3.1.2 Findings of the Inductive Coding

Aside from existing dark pattern types, we recorded any instance where we noticed a problem-

atic interface design fitting the dark pattern definition by Mathur et al. (2021). After ensuring

that any prior descriptions did not already cover such instances, through the deductive code-

book, we analysed them by conducting a thematic analysis. Finally, this resulted in two

overarching strategies: Those that engaged users in interactions they did not plan to engage in,

and those that governed their decisions through presenting choices in a way that restricted

users from perceiving all available options. Figure 3.3 presents an overview of these two strate-

gies with five identified SNS-specific dark patterns subscribing to them. Learning from the

advantages of more abstractly defined dark patterns, we established our findings within this

hierarchy to enable future work to recognise them in alternative contexts as well. Moreover, we

grounded each dark pattern within the six dark pattern characteristics (asymmetry, convert,

deceptive, hides information, restrictive, and disparate treatment) introduced by Mathur et

al. (2019) and later expanded by Mathur et al. (2021), indicating in which dimensions they

manifest.

We noticed two dark pattern types that belong to the engaging strategies. First, Interactive

Hooks that, for example, use gamification elements for provoking unsolicited interactions to

get users to disclose personal information as seen in Figure 3.4. Second, Social Brokering, as
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Follow
Follow a topic

Let's set up your account

Add
Add contacts

Add
Add a profile picture

Currently 0/3 completed

Fig. 3.4 Example of a Interactive Hooks dark pattern.

Connect

Search

Find Friends to Follow and Message

Connect your contacts

Search for friends here

Find people you know

Find your friends who are 
already here

Fig. 3.5 Example of a Social Brokering dark pattern.

MoveCancel

Move Item to Trash?

Any items in your trash will be automatically 
deleted after a 30 day period in which you can 
restore them. If you want to delete items earlier, 
go to your trash and delete the items you want 
fully removed. 

Fig. 3.6 Example of a Redirective Condition dark pattern.

displayed in Figure 3.5 manifests in attempts to create artificial connections between SNS users

or ask them to share other peoples’ contact information. The latter is especially problematic

when non-users are not given the chance to withhold their consent before users share their

data with a service, similar to Addressbook Leeching (Bösch et al., 2016).

With regard to the governing strategies, we described three types of dark patterns. Unfor-

tunately, two describe instances that cannot be illustrated in still images. The first, Decision

Uncertainty uses overwhelming interface design to deflect or confuse users, denying informed

decision-making. Particularly when creating a new account on TikTok, our participants felt

distracted by video and music media playing. At the same time, the SNSs asked them to accept

their terms and conditions and allow the platform to use their data for advertising purposes.

Our participants described the interaction as problematic as it kept them from focusing and

making an informed decision. Second, Labyrinthine Navigation describes maze-like, obstruc-

tive interface structures commonly found in settings menus in the SNSs. The ease with which

users get lost and forget their initial goals, such as maintaining privacy settings, highlighted

the problems arising from inefficient interface design. Third, Redirective Conditions intercept

user interactions and redirect them toward service providers’ goals. Figure 3.6 demonstrates

an example where a user’s goal to delete personal data was disrupted, forcing them to wait for

30 days before their data is eventually deleted. We observed similar behaviours when trying to

delete an SNS account, which got unnecessarily postponed by 30 days before finalising the

process.
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Thank you for being 
a member with us. Take a look 

back at your journey.

You still have 16 days left to enjoy 
your benefits until the next billing cycle

Your benefits used:

Shipped packages for free. Click 
here for today's deals!

Movies and TV shows watched. 
Click here to start watching videos.

Songs listened to Click here to start 
watching videos.

26
245

1379

Keep My Benefits

Continue To Cancel

Remind Me Later

Remind me 3 days before my membership renews.

Save $40 over 21 months
by switching to annual 

payments.

Keep My Membership

Are you a student?
Have an EBT card/receive government assistance?

Continue To Cancel

Remind Me Later

Remind me 3 days before my membership renews.

Switch to annual payments

We're sorry to see you go. 
Please confirm the cancellation 

of your membership.

Pause on December 31, 2023

Remind me 3 days before my membership renews.

Your benefits access will continue until December 31, 
2023. After that date, billings and benefits will be paused. 

Use the quick-resume function to regain access.

Keep My Membership

Remind Me Later
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refunded for the remaining time of your membership.
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TEMPORAL APPEARANCE OF DARK PATTERNS
sequential impact and dependency

Visual Interference

Personalization Visual Interference

CANCELING SERVICEMisdirection

Toying With Emotion Misdirection
Choice Overload

Visual Interference
Misdirection

SOCIAL ENGINEERING SOCIAL ENGINEERING
INTERFACE INTERFERENCE INTERFACE INTERFERENCE

INTERFACE INTERFERENCE

Items tied to your membership will be affected if 
you cancel your membership.
You won't be eligible for your exclusive offers.

Roach Motel Adding Steps
SNEAKING · OBSTRUCTION SNEAKING · OBSTRUCTION OBSTRUCTION

Labyrinthine Navigation

End Now

Fig. 3.7 A summary of our temporal analysis of dark patterns in Amazon’s “Iliad Flow.” For brevity, we simplified
the interface complexity but maintained key options, including three screens users have to navigate to be able to
cancel their membership. Vertically underneath each page, we summarized co-occurring and amplifying dark
patterns. Horizontally, we follow the sequential impacts and dependency of dark patterns. Dark patterns in small
caps refer to high-level types, while lower-case dark patterns refer to meso- and low-level instances from P6. This
figure was published in Gray et al. (2023b) (P7).

3.2 Temporal Analysis of Dark Patterns

While contributing novel insights to dark pattern research, my investigations of SNSs included

the limitation that we evaluated interfaces mainly based on dark patterns as individual design

elements. While this is a common approach (see for example Bongard-Blanchy et al., 2021, or

Gray et al., 2018), it restricted us from assessing the accumulation of dark patterns throughout

user journeys. Yet, the analysis made it clear that dark patterns rarely come solely. In most

cases, users face a range of dark patterns both simultaneously and chronologically throughout

interaction sequences. This led to the conceptualisation of a novel, alternative approach to

evaluating the presence of dark patterns in UIs. Importantly, this approach could also be

relevant for regulatory bodies to show the different dimensions in which service providers

manipulate or deceive their users. To this end, we decided to not focus on SNSs, where P3 and

P4 partially discussed this phenomenon. Instead, the shift to other contexts where users are
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harmed allowed me to expand my research focus. To demonstrate the relevance of our TADP

for future dark pattern research as well as regulators, a complaint by the FTC (Federal Trade

Commission, 2023) against Amazon proved to be a perfect and timely case study.

In their complaint, the FTC criticised Amazon for its overly obstructive and complicated

account-deletion process, shedding light on the arising problems when users face highly

deceptive interaction sequences. While in 2022, EU citizens benefited from new EU regulations

(European Comission, 2022) requiring Amazon to simplify this process into a two-click option,

other users still had to complete the trial laid out by the online service — who internally

referred to their deletion process as “Iliad Flow”1 (Federal Trade Commission, 2023). Between

the attention it received and the obvious use of dark patterns, the “Iliad Flow” presented a

suitable scenario for a case study to explore our TADP (P7).

Before reaching the “Iliad Flow”, in order to delete an Amazon account, users had to

progress through various steps; the actual sequence then, however, only features three pages.

The diagram in Figure 3.7 illustrates the procedure in a simplified visualistion and highlights

the various dark patterns users encountered per interaction and across the entire scheme.

Briefly, Amazon designed the process to require users to click specific buttons to progress, as

any other option would terminate the process and force them to start over. These interactions

are aggravated by targeting a user’s memories to recall positive emotions, through social

engineering, as well as interface manipulations that would place the option to continue into

the background.

We described the methodology for TADP within three steps: First is the identification of

dark pattern type(s) deployed, including combination and sequence thereof. Second is the

identification of UI elements that are affected by dark patterns and the assessment of how

they amount to impact users. Third is the description of interactions between dark patterns in

terms of co-occurrence between types and amplifying effects. Using these steps, we identified

70 instances of dark patterns across the three pages of the “Iliad Flow”.

3.3 Organising Dark Patterns into an Ontology

The TADP continued some aspects of our SNS-based walkthrough study (P3) to identify dark

patterns in different kinds of contexts, derived into a methodological approach. However, it

relies on solid dark pattern typologies to be effective. Consequently, I idealised the benefits

of a thorough dark pattern ontology. In 2023, Gray et al. (2023d) have begun to synthesise

the existing dark pattern discourse into a preliminary ontology. Having started to pursue a

similar goal to simplify future studies through a uniform and consistent catalogue, I was happy

to join their endeavor and contribute to the development of the finalsied ontology (P6). At

the time of writing this thesis, the ontology offers the most comprehensive collection of dark

patterns from both academic and regulatory sources. Its hierarchical structure will support

future (transdiscipliary) work through a common basis and language.

1 Iliad is an ancient name for a city before it was replaced with its more commonly known name of Troy. The “Iliad
Flow” likely refers to the Greek epic by Homer centering around Achilles and the Trojan War (Britannica, The
Editors of Encyclopaedia., 2023).
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In order to continue using all 
features, you must consent to 

us storing personal and 
device-related data.

Cancel I agree

Fig. 3.8 Example of a Forced Action dark pat-
tern. Translated and adopted from from Mild-
ner et al. (2024d).

Create a new 
account

Continue with a 
Premium Account

Continue without additional features 
and benefits

The app may regularly send me exciting 
offers by Mail and SMS.

The app can access my contacts, 
location and system data.

The app may store personal data and 
pass it on to third parties.

When you create an account with us, you confirm that you 
have read our terms and conditions and privacy policy and 

agree to all conditions. 

Fig. 3.9 Example of a Interface Interference
dark pattern. Translated and adopted from
from Mildner et al. (2024d).

In line with the broad applicability of dark patterns by Gray et al. (2018) in our previous

SNS study, the five high-level dark patterns contained Forced Action (Figure 3.8), Interface

Interference (Figure 3.9), Obstruction (Figure 3.10), Sneaking (Figure 3.11), and, newly added,

Social Engineering (Figure 3.12). Unlike the preliminary ontology published a year in advance,

we decided to remove Nagging as a high-level dark pattern and, instead, embed it as a new

meso-level inside Forced Action. In the following, I will introduce each high-level strategy by

providing our original definitions from the ontology (Gray et al., 2024b) as well as examples2

to elaborate on how they manifest.

Forced Action. “Forced Action is a strategy which requires users to perform an additional

and/or tangential action or information to access (or continue to access) specific functionality,

preventing them from continuing their interaction with a system without performing that

action” (P6).Briefly, dark patterns under the Forced Action strategy restrict user choices, pro-

hibiting interactions unless users meet certain conditions, such as granting consent. Figure 3.8

shows an example for Forced Action in the form of an interface that requires the user to disclose

personal information before allowing them to use an otherwise free-to-use service. Especially,

if services are not dependent on those data to offer their users better functionality and may

sell it to third parties.

2 The examples are based on illustrations I created for a German article in the Bundesgesundheitsblatt (Mildner
et al., 2024d). Here, I translated them into English and made minor edits. As is the article, these images were
published under the Creative-Commons license, granting everyone permission to (re-)use them.
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Delete account now

Delete your account

Deletion request

For security reasons and to prevent accidental 
or unauthorised deletion of your account, your 
request must be confirmed by email. All 
further steps will be sent to your email.

Your account will only be completely deleted 
once all steps have been completed.

I understand the consequences of 
deleting my account and I have either 
downloaded my data or I will not use it.

Delete account now

Are you sure you want to delete your account 
and lose access to your personal training 
sessions and nutrition plans? Once we have 
deleted your account, you will no longer be 
able to access your data. 

The following account will be deleted if you 
continue: 

A. Einstein

Cancel

3 2

Bonn, Deutschland

Training plans Diet plans

Request account cancellation

Once the deletion of your account 
is complete, you will no longer be 
able to view or download your 
data.

Settings Account deletion Account deletionMail Inbox

AE

Delete account irrevocably now

Fig. 3.10 Example of an Obstruction dark pattern throughout a user journey. Translated and adopted from from
Mildner et al. (2024d).

Interface Interference. “Interface Interference is a strategy which privileges specific actions

over others through manipulation of the user interface, thereby confusing the user or limiting

discoverability of relevant action possibilities” (P6). Dark patterns exploiting Interface Interfer-

ence steer users’ perception to specific UI elements and thereby away from other choices. In

this sense, Figure 3.9 illustrates how some interfaces highlight premium options over other,

cheaper alternatives. The service provider prioritises their business incentives over users’

ability to make an unbiased decision.

Obstruction. “Obstruction is a strategy which impedes a user’s task flow, making an inter-

action more difficult than it inherently needs to be, dissuading a user from taking an action”

(P6). This strategy manifests in the form of obstacles that disrupt interaction flows or user

journeys. Consequently, they impede users’ ability to achieve their goals if it goes against a

service provider’s interests. Figure 3.10 presents a userjourney across different interactions,

throughout which a user experiences a series of obstacles when trying to delete their account

with a service.

Sneaking. “Sneaking is a strategy which hides, disguises, or delays the disclosure of important

information that, if made available to users, would cause a user to unintentionally take an

action they would likely object to” (P6). An example can be found in sales funnels that often

navigate users through multiple Bait and Switch instances, each contributing to small price

increases that amount to unwanted surprises at their end. In this vein, Figure 3.11 illustrates

how services try to trap users into expensive subscriptions, for instance, through conditionally

“free” trials (that are only free if a user subscribes to the service).

Social Engineering. “Social Engineering is a strategy which presents options or information

that causes a user to be more likely to perform a specific action based on their individual and/or

social cognitive biases, thereby leveraging a user’s desire to follow expected or imposed social
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Take advantage of 14 
days without stress!

Create an account now and get access to 
hundreds of meditation exercises

ANNUALLY

MONTHLY

Now 14-days free* trial

*The trial is only available in combination with a 
following subscription

Recommended

78,99€ (6,58€ per Month) after 14- days free* 
trial.

11,99€ after 7- day free* trial.

Fig. 3.11 Example of a Sneaking dark pattern.
Translated and adopted from Mildner et al.
(2024d).

Act Quick Or 
Miss Out!

Currently, 3 others are looking at the same 
apartment as you. We will hold it for a short 

time just for you!

Sec.Min.Hrs.Days
00:00:14:59

per night
289€

click to book

Fig. 3.12 Example of a Social Engineering dark
pattern. Inspired but changed from Mildner
et al. (2024d).

norms” (P6). Related dark patterns often rely on emotional pressure to gain users’ attention

and engage them in actions. To this end, Figure 3.12 includes text that aims to pressure users

through positive reinforcement while displaying a ticking clock to create urgency in users to

misguide them into quick instead of informed decisions.

3.3.1 Levels of Granulartiy

As outlined in Chapter 2, where I followed prior dark pattern research and its recognition of

a plethora of dark patterns, more than a decade of related research has fostered a thorough

understanding of types in various technologies and contexts. The scale of this discourse,

including the varying terminologies used to describe similar concepts, has led to the ontology

respecting a hierarchy among dark patterns.

To this end, the ontology organises dark patterns within a three-level hierarchy, listing five

high-level dark patterns at the top which describe general strategies as previously presented.

Low-level dark patterns, on the other end, describe domain or context-sepcfic means of

execution. Between high and low-level, we further describe meso-level dark patterns, which

describe a certain angle of attack through which high-level dark patterns manifest. This

granularity not only helps to place existing work within the same context but also aids future

work by offering a common language and a framework that can be expanded. We informed

the ontology by analysing 245 dark patterns from various academic and regulatory sources.

In a five-step methodology, we (1) aggregated various types of dark patterns, (2) traced their

provenance, and (3) clustered the sampled corpus based on direct citations, identical language,
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or inferred similarity. We (4) introduced “meso-level” dark patterns as an addition to already

used categories for high and low-level types and, eventually, (5) finalsed the ontology after

iterative and thorough discussions around definitions. The final ontology contains 65 dark

patterns (5 high-level, 25 meso-level, and 35 low-level). However, it is meant to become a living

and growing document to foster transdisciplinary work.

One of our primary aims was to recognise dark patterns as domain and context agnostic

while respecting instances that are domain and context-specific. The low-level Address Book

Leeching (Bösch et al., 2016), for example, describes a dark pattern where services ask users

to upload their contacts, often by promising to quickly connect them with existing contacts

and providing tailored services. This dark pattern is usually context-specific to SNSs and

similar applications, which profit from the collected data. On the meso-level, the dark pattern

subscribes to Forced Communication or Disclosure. As an angle of attack, it exploits users’

false expectations of gaining benefits or access to functionalities only if they share personal

data with a service provider. This meso-level dark pattern, again, belongs to the previously

outlined Forced Action strategy. By incorporating a hierarchy, the ontology caters to diverse

usage scenarios for transdisciplinary work and purposes. The full ontology and its definitions

are included in P6.

3.4 Expectations in Design

The aforementioned work outlines my contributions to understanding dark patterns as design

artefacts, occurring in a range of digital interfaces. Starting with a focus on SNSs, our work

captured particular, domain-specific strategies. The work motivated further research and

sparked the formalisation of a methodology (TADP) as well as a robust ontology for future

work to build upon. However, all these works share a common limitation: A certain neglect of

users’ expectations when using digital services, as we first noticed early in our investigation of

Facebook’s interface (P1). Before the next Chapter 4 dives into the user’s perspective, I want to

elaborate on what I mean when writing about user expectations — based on our findings from

interviewing researchers, practitioners, and users of CUI systems (see P5). For this chapter,

however, I will translate these findings into the scope of digital interfaces to better answer

this chapter’s research question, since the tensions between design and its users make their

expectations relevant here as well.

From the user’s point of view, expectations are complex and individual, drawing from past

experiences and projecting these onto something — possibly unfamiliar. When interacting

with a digital interface, we may be led by assumptions and anticipations, which decide how we

formulate plans and goals, followed by beliefs about possible outcomes. Additionally, we may

be guided by certain needs that motivate our plans and goals in the first place. Consequently,

expectations play a crucial role during decision-making processes. In Publication P5, we

described these factors as intrinsic, carried by users inside and shaping their expectations.

Following a design perspective, as is the focus of this chapter, expectations can be ac-

counted for — or, in the words of Peter-Paul Verbeek, can be inscribed into technologies by

the designer (Verbeek, 2006). In the terminology of HCI, affordances and signifiers, previ-

ously described in Chapter 1, play an important role here, as practitioners design a system to
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communicate its states and capabilities to its users, assisting them in navigating an interface

following their needs. If done well, their audience develops realistic expectations and goals that

they are able to carry out. This description for expectations is generally in line with usability

and UCD principles (Norman, 2013; Nielsen and Molich, 1990; Nielsen, 1994). In Publication

P5, we described these factors as extrinsic, influencing user expectations from the outside.

Both intrinsic and extrinsic factors yield implications that can negatively impact the user’s

expectations in the form of two delimiters: distrust and deception. Intrinsic factors draw from

experiences and biases that result in attitudes toward technologies that, for instance, stem

from prejudice or disappointment with the companies behind them. Extrinsic factors, on the

other hand, are the result of practitioners’ (bad) design choices trying to maneuver the user

to a specific goal without consolidating their interests or intentions enough. Understanding

that expectations can be specifically addressed through design has critical implications for

exploitative and manipulative design. This contribution of P5is important to answer this

chapter’s research question.

3.5 Breaking Expectations — Answers for Research Question 1

This chapter comprises a selection of work collectively exploring underlying design aspects

of dark patterns. The work identifies different sources in different digital interfaces but also

considers design aspects that lead to harmful interactions. As shown in Publications P1 and

P5, users engage with technologies with individual expectations that dark patterns break by

exploiting their assumptions or restricting the available choice architecture. The publications

as part of this chapter also show the varying contexts where dark patterns occur (P6). Offering

answers to the first research question of this thesis, these works describe the various dark

pattern strategies used to deflect expectations and coerce actions. Importantly, these strategies

differ depending on the context and environment.

Online shopping sites, for example, could show deflective price tags that do not reflect the

total cost (Mathur et al., 2019), which becomes apparent only when checking out. Alternatively,

services could sneak in additional items or lure customers into buying unneeded products. In

either case, the user sets out to do one thing, having specific expectations regarding a product

and its cost, but may experience problematic financial surprises. In many cases, the harm is

immediately noticeable, even if there is nothing the user can do to revert it.

Dark patterns in SNS-related contexts often have a different approach to breaking users’

expectations. Generating most of their revenue not through paid memberships but their users’

data and advertisement implies incentives to keep users engaged and satisfied for them to

return (P1 and P3). Consequently, engaging strategies keep users entertained while governing

strategies ensure that users stay within an SNS’s best interest by obstructing their choices if

users’ and platform’s interests are not aligned (P3). In this context, the resulting harm of dark

patterns may appear only after longer periods as users will not be able to notice it early (P4).

That time can be an issue is also shown in the TADP method proposed in P7. Even if a single

dark pattern might be unsuccessful in exploiting users’ actions, multiple instances appearing

both simultaneously and prolonged over multiple interactions are less likely to have no effect

on a user’s behaviour. Unlike many prior studies investigating dark patterns in the form of
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isolated artefacts (e.g. Gray et al., 2018; Bongard-Blanchy et al., 2021; Mildner et al., 2023a),

the additional temporal dimension adds relevance to the future of dark pattern research as

design is continuously leveraged to distort users’ expectations.

Practitioners, specifically designers, are equipped to shape and consolidate user expecta-

tions through design — and also break them. Consequently, to design ethical user interfaces,

they are also responsible for doing this adequately and with the users’ intentions and best

interest in mind. In the words of the uncle of a certain “friendly spider from the neighbour-

hood”: “With great power comes great responsibility” (Lee et al., 1962). With this in mind,

our analysis in Publication P5 opened a discussion for ethical caveats of CUI technologies

(further outlined in Chapter 5). Not intending to imply malice, our discussion further included

a warning of potential dark patterns that may be exploited if not cared for in this regard. With

reference to the intrinsic and extrinsic factors as well as delimiters in the form of deception

and trust, designers ought to be wary of any design choices that create tensions between

users’ expectations and system capabilities. Importantly, not all dark patterns break users’

expectations, as is shown in the work on SNSs. Instead, bending expectations can be all that

is needed to achieve similar results without the same risks of losing users who feel betrayed.

On the contrary, users may remain satisfied if their goals are now aligned with the service

provider’s incentives, as findings from P1 demonstrate. In cases where users follow their

personal intentions when using a service, the service provider may attempt to redirect them

through omissions of relevant information. In other cases, where users may have no initial

intentions, service providers may see an opportunity for exploitation and persuasion to steer

their users towards their goals, regardless of what is in the best interest of the user.
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Fig. 4.1 Responsible Design Triangle highlighting the user path covered in this chapter.

Users’ expectations arise from a mix of their perceptions, their intentions, and the design of an

interface. After I discussed how design is responsible for setting expectations in the first place

— or, in the event of dark patterns, exploiting users’ actions to their disadvantage, this chapter

is based on the user angle. To understand this angle and, thus, the user’s perspective better,

I first want to outline how users approach digital interfaces, develop goals, and attempt to

execute them. Drawing from traditional HCI literature, a commonly used model is the seven

stages of action by Norman (2013): It begins with the user (1) perceiving the world’s state,

followed by (2) their interpretation of what they perceive. Afterwards, they can (3) evaluate

these interpretations, leading to (4) setting a goal. Based on their goals, the user (5) creates

intentions for actions, which they (6) develop into a sequence. Last but not least, the user (7)

executes their sequenced actions, which cause a reaction with the world, changing its state.

From there, the model can restart with the first step where the user can reevaluate their actions

and develop new and adapted goals, turning the seven stages of action into a cycle.

These seven stages find support in several other works explaining how human perception

impacts people’s goals as well as their development (for example, Davis, 1993; Hilton and

Darley, 1991). For example, the cognitive walkthrough methodology for studying interface

design by Polson et al. (1992), which I used to study HCI experts’ ability to identify dark patterns

(P3, P4), relies on people’s perceptual abilities to construct plans and derive actions in order to

understand their interactions with (digital) interfaces. How this process can be intercepted

through design is shown in the previous chapter. In order to develop realistic goals, design has

to foster realistic expectations for users to perceive. Although Norman does not really mention
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the term “expectation” when describing the seven stages, I would argue that users develop

their expectations during the first three, between perceiving the world’s state and evaluating

their interpretation thereof. To their aid, the design’s purpose is to communicate an interface’s

capabilities effectively. This can happen, for instance, through affordances, feedback, and

signifiers (Norman, 2013). However, dark patterns set a strong example of how easily users

can be misguided or manipulated by diverting them from following their individual goals or

persuading them into developing pre-set ones that are rather beneficial for the service provider

(Gray et al., 2021b; Di Geronimo et al., 2020; Bongard-Blanchy et al., 2021).

To highlight the user’s importance and point of view, the Responsible Design Triangle pur-

posefully locates the user angle at its top. However, compared to the invaluable efforts that

have gone into capturing and describing dark patterns in various interfaces, we lack a similarly

dense understanding here as well. And, to that end, their ability to fend for themselves, with

few general studies investigating the issue (Di Geronimo et al., 2020; Maier and Harr, 2020;

Bongard-Blanchy et al., 2021). To better understand their challenges when faced with dark

patterns, this chapter offers answers to the research question: RQ2: To what degree are users

able to identify dark patterns in interfaces to safeguard themselves? Recognising vulner-

abilities among users elevates the importance of responsible design strategies and stricter

countermeasures against dark patterns to ensure users are not harmed. This chapter is based

on contributions from the following publications:

P1 Mildner, T. and Savino, G.-L., “Ethical User Interfaces: Exploring the Effects of
Dark Patterns on Facebook,” in Extended Abstracts of the 2021 CHI Conference on
Human Factors in Computing Systems, 2021, pp. 1–7, ISBN: 978-1-4503-8095-9. DOI:
10.1145/3411763.3451659

P4 Mildner, T., Freye, M., Savino, G.-L., Doyle, P. R., Cowan, B. R., and Malaka, R.,
“Defending Against the Dark Arts: Recognising Dark Patterns in Social Media,” in
Designing Interactive Systems Conference (DIS ’23), July 10–14, 2023, Pittsburgh, PA, USA,
2023. DOI: 1010.1145/3563657.3595964

P5 Mildner, T., Cooney, O., Meck, A.-M., Bartl, M., Savino, G.-L., Doyle, P. R., Garaialde,
D., Clark, L., Sloan, J., Wenig, N., Malaka, R., and Niess, J., “Listening to the voices:
Describing ethical caveats of conversational user interfaces according to experts and
frequent users,” in Proceedings of the CHI Conference on Human Factors in Computing
Systems, 2024, ISBN: 9798400703300. DOI: 10.1145/3613904.3642542

P8 Mildner, T., Savino, G.-L., Putze, S., and Malaka, R., “Finding a Way Through the
Social Media Labyrinth: Guiding Design Through User Expectations,” arXiv:2405.07305
[cs], 2024

As the first author of the publications P1, P4, and P5, my contributions were to provide the

initial idea behind the papers, the drafting of the manuscripts, the design and conduction of

the studies, data collection, as well as the analysis and interpretation of results or findings. For

https://doi.org/10.1145/3411763.3451659
https://doi.org/1010.1145/3563657.3595964
https://doi.org/10.1145/3613904.3642542
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Fig. 4.2 This graphic shows the incongruity between SNS users’ priorities to control their data versus their actual
feeling of being in control. The questions asked were a) How important is it for you to be in control over the
information other people can see about you on Facebook, b) How important is it for you to be in control over
the information about you which Facebook uses for targeted advertisement?, c) Do you feel in control over the
information other people can see about you on Facebook? and d) Do you feel in control over the information about
you which Facebook uses for targeted advertising. This figure is published in Mildner and Savino (2021) (P1).

P3 and P5 specifically, I drafted the theoretical contributions before discussing them among

co-authors. With the helpful assistance of my co-authors, I was responsible for the writing of

the papers and submitting them. P8 is the result of equal efforts between Gian-Luca Savino

and myself. The idea to view SNS UIs from a navigable network perspective is the result of

many fruitful discussions. The resulting study design, analysis, and writing of the manuscript

were also equally distributed among us.

4.1 Users’ Perception on SNS

Users’ behaviour, including their interactions with digital media, depends on their perception

(Hilton and Darley, 1991; Davis, 1993). However, research outside dark pattern scholarship has

shown for some time now that users do not always act in line with their beliefs or preferences.

Particularly on SNS platforms, users regularly engage with features, but later regret their activi-

ties (Wang et al., 2011). In a similar vein, users show misaligned values and behaviour when

it comes to their privacy. In this regard, the privacy paradox (Barth and Jong, 2017) is a well-

studied and understood phenomenon. The paradox concerns users’ awareness regarding their

online data, including their desire to protect themselves. However, users frequently disregard

these values if actions taken to secure their data become overly cumbersome or an obstacle

to other desires — like to keep using SNS applications. Depending on the circumstances,

conflicts between values and goals (privacy preferences versus using SNSs) often result in

neglecting the values. As a consequence, the user quite knowingly disregards their beliefs to

accomplish their goals.

P1 is not only chronologically the first but also reflects my initial interest to better grasp

people’s behaviour on SNS. Ultimately, its results sparked my motivation to pursue research

on dark patterns in this domain. Based on an online survey, we asked 94 Facebook users

about their usage behaviour, including their values regarding control of their data and their

feelings regarding their ability to control how it is seen or used by Facebook. Furthermore,

we prompted them to reply both for personal data and data used for advertising purposes.

Figure 4.2 demonstrates their perceptions in this regard. The responses show that a majority

of our participants generally desire control of their data. However, while 63% actually replied
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that they feel in control of personal data, only 13% were similarly confident when it comes to

data used for advertising.

In addition to these value-focused questions, we were interested in their motivation and

satisfaction when using Facebook. In line with other work on this matter (Lin and Lu, 2011),

our participants reported the strongest motivations in staying in touch with family and friends,

participating in groups of interest, retrieving news, or using the messaging feature. In terms

of satisfaction, we found that, collectively, 63% use Facebook sometimes or generally more

than wanted. This is reflected by another 80% who would not want to use the platform more

than they currently do. When asked whether they think they overuse the SNSs, however, 68%

see themselves not spending too much time there. Hinting at another incongruence, we

learned that the majority of our participants were either extremely satisfied (29%) or somewhat

satisfied (39%) with their time spent on Facebook. Another 20% stated neutrality in this regard,

leaving only 12% reporting some dissatisfaction. Interestingly, no participant answered with

extreme dissatisfaction. Consequently, Facebook’s users generally seem satisfied with their

time on the platform.

4.2 Understanding Users’ Expectations in SNS

The incongruencies in users’ beliefs and actions, as shown in P1, open dangerous opportuni-

ties for exploitation through unethical design. Interactions can (purposefully) hinder users

from following through on their preferences but still offer easy access to fulfill their current in-

tentions. The dark pattern we described as Labyrinthine Navigation presents a fitting example

here: A difficult-to-navigate interface obstructs users from finding certain UI features. At the

same time, engaging elements offer users alternatives that draw them away from their goals

but keep them satisfied nonetheless.

Eager to understand the Labyrinthine Navigation dark pattern better through investigating

SNS users’ general expectations about relevant features, I designed a card sorting study based

on Facebook’s mobile interface (see Publication P8, Mildner et al. (2024c)). The study included

58 common features that we sampled from a total of 102 UI elements. Extending the traditional

card sorting method of grouping related features together, we asked participants to also rate

each feature in terms of its “importance” to be included in SNSs as well as the “frequency”

with which they use it. These additional insights allowed us to consider each feature within

additional dimensions, both individually as well as within their respective groups. Based on

hierarchical clustering, our findings capture six sensible UI feature groups: User support; legal

and policy compliance; data security and privacy; profile and account management; visibility

control; and user experience customisation. Visualised in Figure 4.3, each group is situated

within four quadrants that spanned between our participants’ importance and frequency

ratings. In the figure, each dot represents a single UI feature. Convex hulls further highlight

the groups’ locations within this space.

Generally, our findings support the values of user-centred design principles to align digital

interfaces with their users’ expectations. As a dark pattern, Labyrinthine Navigation obstructs

users’ from customising settings in line with their preferences (Mildner et al., 2023b) or leaves

them in the dark regarding Bad Defaults (Bösch et al., 2016) when privacy settings default to
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Fig. 4.3 This figure contains a scatterplot and their convex hulls for each of the six UI feature groups. Each subfigure
describes one group and its distribution across the importance and frequency dimensions. This figure was first
published in Mildner et al. (2024c) (P8).

meet service providers’ interests instead of their users’. Moreover, the interface analysis con-

ducted in P1, previously described in Section 3.1 suggests that many features our participants

deemed important are not readily accessible, such as UI features allowing users to log out or

delete their accounts. By not aligning UI features with user preferences, labyrinthine interfaces

enhance the effects of the privacy paradox and similar incongruent behaviour between users’

values and behaviour.

4.3 Recognising Dark Patterns

Guided by the findings of P1 and continuing prior efforts from P3, I wanted to investigate the

ability of users to identify dark patterns in the context of SNSs. In fact, the studies in P4 were

conducted simultaneously with those in P3, aiming to detail the presence of dark patterns in

SNSs and their impact on users. Thus, P4 also concerns the four SNSs platforms: Facebook,

Instagram, TikTok, and Twitter. As described in Section 2.3, a general problematic among

users to recognise dark patterns has previously been studied, with critical work spearheaded

by Di Geronimo et al. (2020) and Bongard-Blanchy et al. (2021). However, at the time, no

particular study has investigated SNSs to the same degree we aimed to do. The relevance for

an SNS-specific study received additional support after learning about certain conceptual

differences between dark patterns deployed in SNSs and elsewhere.

In the first study, six expert participants demonstrated that schooled eyes were able to

recognise dark patterns. However, each participant would miss certain instances, with only

the accumulated data allowing a sense of completion. Still, the hidden nature of dark patterns

leaves doubts about whether the experts were able to capture all dark patterns deployed by
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Mathur et al. (2019)

Dark Pattern Characteristics

Characteristic Question

Asymmetric Does the user interface design impose unequal weights or burdens on
the available choices presented to the user in the interface?

Covert Is the effect of the user interface design choice hidden from the user?

Deceptive Does the user interface design induce false beliefs either through affir-
mative misstatements, misleading statements, or omissions?

Hides Information Does the user interface obscure or delay the presentation of necessary
information to the user?

Restrictive Does the user interface restrict the set of choices available to users?

Table 4.1 This table lists the introductory questions Mathur et al. (2019) gave for each dark pattern characteristic.
We used these questions in P4 to detail SNS users’ ability to recognise dark patterns from screenshots.

the four SNSs. This expert analysis, based on a cognitive walkthrough (Polson et al., 1992) and

taking inspiration from prior work conducted by Di Geronimo et al. (2020), formed a baseline

for this work.

In a second study, we proceeded to research SNS users’ ability in this respect. Instead of

conducting further cognitive walkthroughs, I designed an online study by sampling screen-

shots from the video material recorded during the expert analysis and asking 193 participants

to rate various SNS UI screenshots during an online survey. Each participant rated a total

of sixteen images, eight of which contained dark patterns based on the experts’ reviews and

another eight that did not contain any dark patterns. In all instances, we revised the screen-

shots to ensure the presence or absence of dark patterns. Figure 4.4 contains a subset of four

screenshots used in the study. The highlights around dark patterns served for clarity in the

context of the publication and this thesis and were not included in the actual survey.

Participants rated each screenshot based on a custom questionnaire that drew from the

five dark pattern characteristics as described by Mathur et al. (2019). The original authors

introduced each characteristic through a brief introductory question that allowed an easy

application for responses in a Likert-scale format (see Table 4.1). Moreover, the survey included

a definition of dark patterns (as described in Mathur et al. (2021)) and a general question asking

about any presence of dark patterns per screenshot1.

While the generalised question opened a binary scope into participants’ abilities to recog-

nise dark patterns, the five characteristic-based questions allowed detailed observations across

five dimensions, as proposed by Mathur et al. (2019): (1) Asymmetry; (2) covert; (3) restrictive;

(4) deceptive; and (5) hides information. In both cases, we identified significant differences

in our participants’ ratings between the groups of screenshots. Consequently, SNS users are

generally able to recognise dark patterns. However, the results spotlight the vagueness with

1 In the survey, we replaced the term “dark pattern” with “malicious design” as we suspected most participants
being unfamiliar with this subject’s terminology.
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(c) Facebook Screenshot Without Dark Pat-
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(d) Instagram Screenshot Without Dark Pat-
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Fig. 4.4 Among others, these four screenshots were used in Study 2 and sampled from Study 1 of P4. Figure 4.4a
contains the dark patterns Interface Interference (A), Confirmshaming (B), Address-Book Leeching (C), Privacy
Zuckering (D), andVisual Interference (E). Figure 4.4b contains the dark patterns Interface Interference (A), and
Visual Interference (B). Importantly, Figure 4.4a and Figure 4.4b were presented to participants without annotations.
Neither Figure 4.4c nor Figure 4.4d contain any dark patterns. In total, sixteen screenshots were used in Study 2 of
P4 — eight containing dark patterns and eight that do not. The figure was published in Mildner et al. (2023a) (P4).
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Fig. 4.5 This boxplot graphic compares users’ ability to identify problematic design in SNSs screenshots containing
dark patterns and screenshots that do not. Ratings on the y-axis were determined by accumulating five individual
scores that were based on the dark pattern characteristics proposed by Mathur et al. (2019). Per characteristic,
participants were asked a question in a Likert-scale fashion from 0 (“Not at all”) to 4 (“Extremely”). This boxplot is
published in Mildner et al. (2023a) (P4).

which our participants were able to do so. Visualising the small difference, Figure 4.5 compares

the accumulated ratings of the characteristic questions. Although the ratings show significant

differences, both mean ratings remain close together with standard deviations spreading

widely. This finding is in line with Bongard-Blanchy et al. (2021), who also observed users’

ability to identify dark patterns across multiple digital interfaces but noted similar challenges.

Together, the studies investigating users’ inability to effectively safeguard themselves from

dark patterns foreshadow a necessity for other safeguarding measures to protect them instead.

The limitation across these studies to mainly focus on still images further informed the idea

of temporal analysis of dark patterns (TADP) to concentrate on more realistic user scenarios

where dark patterns appear together and in sequential as discussed in P7.

These results already present answers to the second research question of this thesis. But

at the same time, I missed some of the reasons explaining the struggles among users. While

Publication P4 spotlighted the challenges to avoid dark patterns, P1 and P8 surfaced certain

limitations regarding users’ expectations with digital interfaces as well as incongruent be-

haviour. To this end, I wanted to gain additional qualitative insights into the perspective of

users that may provide explanations for the misalignment of design and users’ expectations.

4.4 Listening to Users

The apparent gap between the design and user angles, with respect to establishing and break-

ing expectations as well as harming users through dark patterns, has motivated me to devise a

qualitative interview study inviting researchers, practitioners, and users to share their views,

published as P5. Shifting the focus away from SNSs towards CUIs systems, I saw the opportu-

nity to get a headstart on identifying potential ethical design problems as the technology was

still in its infancy, as compared to widespread GUI-based dark patterns. In Section 3.4, I previ-

ously delved into the study, particularly into the role design plays in establishing expectations.

Here, I want to focus on the users’ perception and setting of expectations.
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Fig. 4.6 Created to be agnostic of specific domains, the CUI Expectation Cycle (CEC) comprises the gap between
user and CUI expectations. The model adopts Norman (2013) gulf of execution and evaluation to bridge the
Expectation Gap. Either bridge includes a delimiter, both intrinsic and extrinsic in nature, impairing the bridges’
purposes: Deception delimits the Evaluation Bridge and Distrust the Execution Bridge. The CEC was first published
in Mildner et al. (2024a) (see Publication P5).

While practitioners iterated over the diverse capabilities contemporary CUIs were able to

perform, users faced frustration as their devices did not react to prompts the way they would

imagine. The responses from interviewed users brought forth a series of design issues, some of

which were based on misconceptions; other issues, however, manifested as dark patterns. We

noticed particular challenges for vulnerable users, including elderly or technologically illiterate

users who do not always understand the consequences of their actions, leaving further room for

exploitation. Collectively, the interviews across the three cohorts — researchers, practitioners,

and users — led to constructing the CUI Expectation Cycle (CEC), a model bridging the

gap between CUI design and user expectations (see Figure 4.6). Thereby, the model adopts

established concepts from Norman’s Action Cycle (Norman, 2013) and Oliver’s Expectation

Confirmation Theory (Oliver, 1977; Oliver, 1980). As a model that guides the development of

CUIs technologies, the CEC is part of the guideline angle in Chapter 5. However, just as the

Responsible Design Triangle describes a loop with no single starting point to set it off, the CEC

is ideal for looping into each of its angles, offering particular insights into the users’ angle.

The CEC is the result of a qualitative analysis of interview data involving researchers, prac-

titioners, and users of CUI technology and was inspired by contemporary work on unethical

design at the time. After analysing the transcripts, we noticed different perspectives across

cohorts regarding interactions with CUIs. To accommodate these individual points of view,

the CEC considers the system on one side and its users on the other, divided by the Expecta-

tion Gap. The model provides two bridges to overcome this gap: The Evaluation Bridge and

Execution Bridge. These bridges adopt Norman’s gulfs of evaluation and expectation (Norman,

2013), demonstrating how a system should communicate its capabilities to allow users to

shape realistic goals. However, two delimiters negatively impact these bridges. Deception

endangers the Evaluation Bridge when design choices are not truthful to a system’s capabili-

ties, obfuscating a user’s expectations. On the other side, Distrust can disable the Execution
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Bridge, infringing user goals through opaque consequences. Both of these delimiters can be

extrinsic and intrinsic in nature — as previously described Section 3.4. This means that past

experience with companies and devices (intrinsic) as well as design choices (extrinsic) impact

users’ perception when engaging with CUIs.

4.5 Avoiding Dark Patterns — Answers for Research Question 2

In this chapter, I followed four studies illuminating a recurrent detachment of the design of

digital interfaces and users’ expectations. Mirroring certain design implications of breaking

user expectations, made in Chapter 3, the Publications P1 and P8 showcase users’ behaviours

and preferences in the context on SNS interfaces. The work further elaborates how incongruent

user goals and actions add design challenges while leaving space for exploitation in the form

of dark patterns. Taking a user-centric view throughout these works, I identified roots partially

in the negligence of user needs and their perceptions of system capabilities (P5), as well as

the implementation of unethical design and dark patterns that exploit errors P4. Collectively,

the publications included in this chapter provide answers to reflect on the second research

question about users’ ability to safeguard themselves.

To this end, the work done in P4 is central in providing an answer to this research question.

Reproducing similar studies (Di Geronimo et al., 2020; Bongard-Blanchy et al., 2021) within

the context of SNSs, this body of research observed users’ inability to avoid dark patterns well

enough to not fall victim to their trapping practices in several instances. Although the study

showed that users generally noticed differences between the screenshots containing dark

patterns and those that did not, the relatively low scores with which they were rated suggest

that most users would not be able to avoid harm from dark patterns. Whether intentionally

deployed or by mistake, the harm remains with the users. As a consequence, the burden to

protect themselves must not fall solely on the users’ end.

However, P4 presents an interesting opportunity to investigate possible reasons. While the

incongruent user behaviour in P1 misses insights that would explain their willingness to spend

more time on SNSs than planned for, the domain-specific dark patterns described in P3 and

the inability to recognise those in P4 suggest certain design mechanisms that coerce SNS users’

behaviour while keeping their satisfaction with the platforms high enough to keep using them.

Returning to this phenomenon, P8 revealed the important role SNS users’ expectations play

when designing ethical user interfaces. Obfuscating interfaces dissuade users from reaching

their goals by amplifying their struggles to navigate complex digital interfaces successfully.

The Labyrinthine Navigation dark pattern (P3), further demonstrated in the study included in

P8 presents a clear example in this regard. With hindsight to P1, the study showed that many

features were not necessarily placed to be easily accessible.

The role of user expectations and their relationship with dark patterns when misguided or

being broken recurred throughout my work and led to the development of the CEC, part of P5.

Although expectations are critical for users in order to develop goals from their perceptions

(Norman, 2013), dark pattern scholarship leaves no doubt about how easily users can get

manipulated or deceived. Addressing ethical caveats for the design of CUIs while attempting

to be domain agnostic, the overall purpose of this model is to serve as a guiding tool for
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practitioners, uncover design problems, and avoid unethical design in their systems. As such,

it will also be relevant in the following Chapter 5. Here, its purpose is to offer additional insights

explaining the cause for unrealistic expectations through deceptive design practices or trust

issues from a user’s point of view. The findings of P5, including the CEC, help to fill the gaps

left by P1 and P8 by elevating user expectations, shaped through their perceptions of a design

and therefore what it offers them. A constant reminder in this thesis is the pertinence of good

design to allow users to make realistic assumptions of capabilities, informing realisable goals.

However, as a tool, the model is limited to only concern design problems not resulting from

malintent. While the CUI can serve to protect users when used alongside design development,

it is up to practitioners to pick it up and utilise it willingly.

Although more work is needed to fully grasp how users are affected by dark patterns,

specifically vulnerable populations, this chapter has shown that users are not equipped to

safeguard themselves from dark patterns and their harmful effects. It further dug up a root

issue in misaligned user expectations and surfaced a gap between users and practitioners,

particularly designers, with room left for better, user-centred dialogues.





CHAPTER 5

The Guideline Angle

USER

GUIDELINEDESIGN

Se
tti

ng
 E

xp
ec

ta
tio

ns

Empower-
ment

Usability

Inform Development 

Understanding Problem
s

Fig. 5.1 Responsible Design Triangle highlighting the guideline path covered in this chapter.

Some dark patterns cause immediate harm and frustration (Gray et al., 2018), while others

maintain user satisfaction over periods of time (P3, P6). Nonetheless, by collectively restrict-

ing users’ choice architecture (P3), breaking their expectations (P5), and being difficult to

avoid (P4), the topic demands special requirements in order to protect users. Therefore, I in-

cluded the guideline angle in the Responsible Design Triagnle to instantiate a third perspective

whenever design harms its users who are incapable of protecting themselves. In such cases,

guidelines can function as mediators that inform ethical and user-centred design through

consulting the needs and expectations of users. Because this thesis’ scope is in HCI, I want to

reiterate that my main concern is guidelines for designers and other practitioners to consider

during development phases. Still, recent movements from regulatory bodies and policymak-

ers across the globe1 reflect shortcomings of guidelines when greed and malintent dictate

service providers’ incentives to neglect their users’ well-being. Thus, I see an opportunity

for the guideline angle to include legal statutes when design guidelines are not sufficient in

safeguarding users.

Any regulatory intervention yields certain risks in our Western economic systems (Majone,

1999). Thus, the focus on promoting ethical and responsible design guidelines, that cater both

to service providers and users by aligning their incentives, is a crucial step for safeguarding.

Before diving deep into the publications part of this chapter, I want to take a step back and

look at certain milestones for responsible, sustainable, and ethical design in HCI.

1 For example, European Commission (2022a), European Commission (2022b), California State Legislature (2018),
California Privacy Protection Agency (2022), Ministry of Consumer Affairs, Food & Public Distribution (2023)
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A centrepiece to every following work on ethical design in the field of HCI, work by Fried-

man and Nissenbaum (1997) set the foundation for VSD by pointing toward the relevance of

systems to increase their users’ autonomy. Continuing this strand of work, Friedman later

collaborated with colleagues to establish the VSD principles (Friedman and Kahn, 2002). More

than two decades later, this discipline can look back at flourishing work interested in increasing

people’s mental and physical health (Alqahtani et al., 2021; Wagener et al., 2023), well-being

(Fleck and Fitzpatrick, 2010), and happiness (Desmet and Hassenzahl, 2012). Meanwhile, the

term ‘positive computing’ (Calvo and Peters, 2014) has been fostered to describe supportive

technologies whose aim is to impact people’s lives positively. Following this trend, designers

and developers have branched out to make technology more accessible for, but not limited to,

marginalised demographics (Harrington et al., 2022) or people with disabilities (Pradhan et al.,

2018). Fortunately, great work has been done to improve situations for many people through

technology. Unfortunately, mentioning all noteworthy contributions of this kind would exceed

the bounds of this dissertation.

On the other side of these positive ambitions are current efforts to fight unfair technolo-

gies and unethical design practices. Important work — that keeps motivating my research —

stems from the non-profit organisation Algorithmic Justice League (Buolamwini et al., 2016),

founded by Joy Buolamwini in 2016. The team behind this fantastic project noticed potential

discrimination and harm caused by technologies that neglected fundamental principles of

inclusiveness and fairness. Surveillance technologies, for instance, were developed including

strong racial biases (Gray, 2020; Benjamin, 2023) that present disadvantages to many pop-

ulations who are not represented adequately and do not fall under the categories “white”,

“cis”, “male”, and “western” (Harrington et al., 2022). In a similar vein, work by (Henrich et

al., 2010) explores diversity in research — and the lack thereof. With the acronym W.E.I.R.D.

(“western”, “educated”, “industrialised”, “rich”, “democratic”), the authors describe sampling

issues of psychology and behaviour-related research in cross-cultural contexts. Even though

the acronym does not include equally important factors, such as race, it shines a light on the

often ignored gap between technologies and their users, which aligns well with findings in P5.

On the shoulders of these important works, this chapter looks forward to providing ethically

aligned tools for practitioners to develop designs that meet users’ expectations and afford their

needs. In doing so, it offers answers to the third research question of this thesis: RQ3: Which

ethical design considerations are necessary to avoid the implementation of dark patterns? .

Although my work is largely situated in SNS or CUI contexts, these works also carry relevant

implications for the design of any ethical UI. While staying truthful to their origins, this chapter

discusses underlying implications in a more general scope. Understanding the challenges

raised in the design and user angle, this chapter aids the identification of dark patterns while

surfacing root mechanisms that enable their exploitative nature. This chapter is based on

contributions from the following publications:
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P2 Mildner, T., Doyle, P., Savino, G.-L., and Malaka, R., “Rules Of Engagement: Levelling
Up To Combat Unethical CUI Design,” in Proceedings of the 4th Conference on Conver-
sational User Interfaces, 2022, ISBN: 9781450397391. DOI: 10.1145/3543829.3544528

P4 Mildner, T., Freye, M., Savino, G.-L., Doyle, P. R., Cowan, B. R., and Malaka, R.,
“Defending Against the Dark Arts: Recognising Dark Patterns in Social Media,” in
Designing Interactive Systems Conference (DIS ’23), July 10–14, 2023, Pittsburgh, PA, USA,
2023. DOI: 1010.1145/3563657.3595964

P5 Mildner, T., Cooney, O., Meck, A.-M., Bartl, M., Savino, G.-L., Doyle, P. R., Garaialde,
D., Clark, L., Sloan, J., Wenig, N., Malaka, R., and Niess, J., “Listening to the voices:
Describing ethical caveats of conversational user interfaces according to experts and
frequent users,” in Proceedings of the CHI Conference on Human Factors in Computing
Systems, 2024, ISBN: 9798400703300. DOI: 10.1145/3613904.3642542

P9 Mildner, T., Inkoom, A., Malaka, R., and Niess, J., “Hell is Paved with Good In-
tentions: The Intricate Relationship Between Cognitive Biases and Dark Patterns,”
arXiv:2405.07378 [cs], 2024

As the first author of the publications P2, P4, P5, and P9, my contributions were to provide

the initial idea behind the papers, the drafting of the manuscripts, design and conduction of

the studies, data collection, as well as the analysis and interpretation of results or findings. I

was further responsible for submitting the final manuscripts.

5.1 Ethical Caveats for CUI Design

Unlike dark patterns in SNSs, or other GUI contexts where their manifestation has been

relatively well understood, other domains lack the same depth of research. Exploring ethical

implications of language or speech-based interactions as well as the mitigation of dark patterns

in underlying technologies, P2 opens the discussion for potential dark patterns in CUI contexts.

As the technology is still in its infancy, P2 conceptualises how interactions can be designed to

exploit users in order to raise awareness about unethical practices. Moreover, with this work,

we wanted to get a head start to understand the ethical caveats for CUI design and warn about

potential design exploitations.

Picking up the provocations made in P2, the interview study in P5 contributed to each angle

of the Responsbile Design Triangle.As a key contribution to answering RQ1, this publication

describes the importance of user expectations and their implications on ethical caveats for

CUIs. On one hand, the work highlights the relevance of maintaining expectations while

staying truthful to a system’s capabilities. On the other, it further outlines the implications of

exploiting, breaking, or bending expectations, leading to dark patterns. Relevant to RQ2, we

built on these implications to construct our CEC model. The CEC offers guidance for designers

to acknowledge users’ expectations as discussed in Section 4.4.

Finally, the work makes considerable contributions to answering RQ3. To this end, I want

to focus on the findings the CEC is based on, namely, what we coined as five ethical caveats

https://doi.org/10.1145/3543829.3544528
https://doi.org/1010.1145/3563657.3595964
https://doi.org/10.1145/3613904.3642542
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Theme Ethical Caveat Guiding Question

Building Trust
and Guarding
Privacy

Users feel vulnerable to use CUIs,
posing a need for CUI developers
to prioritise transparency and con-
trol over data handling.

Does the system/interaction pro-
vide accessible and transparent
information about personal data
with easy control thereof?

Guiding Through
Interactions

Guidelines and frameworks need
to educate developers to develop
accessible CUIs that empower
users with diverse technological lit-
eracy to confidently interact with
available features.

Does the system/interaction ade-
quately inform users about its tech-
nical capabilities to enable full util-
isation of its features?

Human-like Har-
mony

Anthropomorphic features should
be implemented with care and in
line with a CUI’s capabilities to sup-
port intuitive and authentic inter-
actions, preventing unrealistic ex-
pectations.

Does the system/interaction clarify
the presence of anthropomorphic
features to avoid misconceptions
and unrealistic expectations?

Inclusivity and Di-
versity

The development and design
of CUI interactions need to
consider individual needs and
characteristics of users, especially
marginalised groups, ensuring
equitable CUI interactions.

Does the system/interaction cater
towards users with diverse needs,
potentially through alternative in-
teractions where otherwise inac-
cessible?

Setting Expecta-
tions

CUI capabilities should avoid de-
ceptive interactions and, instead,
be transparent to users to prevent
frustration and mistrust.

Does the system/interaction han-
dle user prompts truthfully, clarify-
ing the scope of its capabilities to
provide realistic expectations?

Table 5.1 This table summarises the five identified themes and design questions per ethical caveat. It was published
in Mildner et al. (2024a) (P5).

for CUI design. These ethical caveats are the result of a thematic analysis of all 27 interviews

conducted between researchers, practitioners, and users of CUI systems. Table 5.1 lists each

ethical caveat per theme alongside a guiding question that we propose for practitioners to

reflect upon during the development stages of their systems. Below, I introduce each of the

five themes and their ethical caveats based on their introduction in P5:

Building Trust and Guarding Privacy: Operating Extrinsic and Intrinsic Factors This theme

spotlights extrinsic and intrinsic challenges that result in trust and privacy deficits in CUI

interactions. Across cohorts, a reoccurring theme echoed fears of untrustworthy handling of

personal data, kindled by prior negative experiences and the reputation of companies and

practitioners. A call from researchers to increase transparency to bridge users’ concerns was

underlined by users’ mention of their own safeguarding strategies, which limit interactions to

basic functionalities and do not require them to disclose private information. Practitioners
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acknowledged these problems but noted counterintuitive regulations and design limitations

obscuring access to settings rooted in speech-based interactions.

Guiding Through Interactions: Overcoming Knowledge Gaps This theme illuminates the

importance of providing users with informed guidance about possible CUI interactions, as a

lack of technological literacy and limited experience results in difficulties in accessing available

features. While researchers noted that research findings need to be better aligned with industry

development, practitioners echoed a desire for further guidelines.

Human-like Harmony: Providing Authentic Anthropomorphism This theme describes the

importance of implementing an appropriate amount of human-like features so that a system

can support intuitive interaction without eliciting false beliefs that may leave users feeling

deceived. Finding the right balance between humanness and technological limitations is

challenged by the phenomena of anthropomorphism. That is the tendency to attribute human

characteristics to non-human objects that most people engage into some degree (Waytz et al.,

2010) from early childhood (Piaget, 1997). Anthropomorphous behaviour appears significantly

heightened in dialogue with technological devices endowed with gendered voices and names

(Gong and Nass, 2007). Other influences that might encourage anthropomorphous behaviour

in this context include: expectations for social affordances implied by representations of

speech interfaces in media and advertising (Murad and Munteanu, 2020); the fact that these

systems conduct tasks typically carried out by humans using human language (Nass et al.,

1994); and that language use itself might be inherently social and agentic (Fausey et al., 2010; Jia

et al., 2013). When developing CUIs, practitioners should conscientiously navigate the amount

of human-like features to avoid inadvertently manipulating our bias for anthropomorphic

characteristics.

Inclusivity and Diversity: CUIs in the Wild This theme delves into the unexpected design

and interaction challenges emerging when CUIs are introduced to diverse user groups with

distinct characteristics and needs. Participants spotlighted several groups susceptible to poor

design choices or technical limitations within CUI interactions. They emphasised a regression

towards the mean, acknowledging how CUIs are designed with an “average” user in mind,

leading to the “othering” (Mengesha et al., 2021) — the marginalisation or exclusion of certain

people — of individuals and groups that do not fit this profile. This encompasses users with

stronger accents, colloquial dialects, second language users, people with deficits in speech or

cognition, or users with lower technical literacy.

Setting Expectations: Transparency to Mitigate Frustration This theme emphasises the

pivotal role of transparency when designing CUI interactions to set realistic expectations.

Unintended device reactions can result in disappointment and frustration in the user when

a device appears more capable than it actually is. To deliver users an optimal experience,

commercial incentives should be aligned with human-centred practices of HCI to avoid ethical

concerns tied to deceptive and manipulative interactions. Instead, transparent and evident

CUI capabilities should empower users to use the system autonomously and easily.
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Setting the foundation for the CEC, these five ethical caveats provide practitioners with

grounding resources and create awareness for avoiding unethical CUI design. Thereby, each

ethical caveat includes topics that draw from previous related work and align with the core

principles of VSD. Conclusively, they promote the development of truthful and accessible

(CUI) technologies that empower users to use them on their own terms. Moreover, they can be

useful for the design of any UI. I phrased the guiding questions (see Table 5.1) deliberately to be

agnostic of specific technologies to support designers of different systems or interfaces. Users’

trust and privacy, for instance, are just as relevant for SNSs or any online application, as it is for

CUIs. The importance of guidelines to empower users with diverse technological literacy can

also be extracted from CUI contexts, as users should be kept aware of any system’s capabilities

and features. Anthropomorphism is part of the innate nature of every human, making the third

theme important for any UI where its users may allocate human traits. Diverse user needs

also require special catering in non-CUI interactions. Here, screenreaders or haptic feedback

are excellent examples of supporting blind or visually impaired users to access GUI elements.

Finally, representing capabilities truthfully, as prompted by the fifth guiding question, is an

important consideration for any GUI as well. While all contributions of P5 are the result of CUI-

based research, the work adds to the overall understanding of design and how dark patterns

manifest. Nevertheless, any such implications should be taken tentatively when considered

outside their original contexts.

5.2 Identifying Dark Patterns

While P2 and P5 provide insights into ethical considerations to avoid dark patterns, particularly

for CUIs, P4 explores how to identify the presence of dark patterns. Although we conducted the

work across SNS platforms, it promotes an approach to assess dark patterns in any UI. While

effective, the process used in P3 to identify existing and uncaptured dark patterns in SNSs, by

utilising a comprehensive dark pattern taxonomy, was lengthy and would likely be inefficient

in any other scope. After reflecting on the implications for identifying dark patterns, I found

that this approach may not be feasible in practice, especially in regulatory procedures, and may

introduce a cumbersome task instead. While P6 addresses the issues of differing terminologies

by offering a shared vocabulary in the form of an ontology, P4 considers a streamlined and

simplified process for their identification.

Building on the proposition made in P2, we tested the feasibility of dark pattern charac-

teristics by Mathur et al. (2019)2 as dimensions in this regard. The results from our online

survey, described in Section 4.3, indicated that these dark pattern characteristics can be used

to distinguish between interfaces that do and those that do not contain dark patterns. To

this end, Figure 5.2 envisions a possible implementation to assess dark patterns across the

five dimensions in UIs. The included diagram follows each of the five dimensions based on

2 The five characteristics include asymmetry, covert, deception, information hiding, and restriction. For their
full descriptions, Table 4.1 in Chapter 4 presents each characteristic individually. In 2021, Mathur et al. (2021)
introduced a sixth characteristic with disparate treatment, mainly based on the gaming dark patterns from Zagal
et al. (2013).
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Fig. 5.2 This diagram demonstrates how the dark pattern characteristics by Mathur et al. (2019) can be used to
determine a dark pattern score, using five questions with Likert-scale ratings. This Figure was published in Mildner
et al. (2023a) (P4).

the same sample screenshot. For each dimension, a subsequent question is answered in a

Likert-scale fashion from “Not at all” to “Extremely”, resulting in a score.

In our analysis in P4, we considered the multiple dimensions individually as well as an

accumulated score. The differentiation of dimensions could be useful to identify specific

causes of unethical design, whereas a mean would allow a more general estimate of interfaces.

Finally, the resulting score(s) allow assessments of interfaces in the complex continuum

between dark patterns and responsible design, further explored by the expanded Responsible

Design Triangle in Figure 1.3, Chapter 1. Thereby, this process offers a flexible determination

of acceptable interfaces and what should be deemed unethical and problematic. In regulatory

contexts, the threshold between dark patterns and responsible design could be set depending

on the context and constraints.

Although the result of studying e-commerce websites, a benefit of the characteristics by

Mathur et al. (2019) lies in their domain-agnostic nature. Thus, they allow for our proposed

procedure to work outside GUIs as well as in TADP contexts, when dark patterns become

emergent after sequential interactions. Moreover, the procedure could be extended by new

characteristics in the future. Since conducting our study, Mathur et al. (2021) published a sixth

characteristic to introduce a dimension for “disparate treatment” of users. While not included

in our diagram, additional dimensions could offer more granulated insights into dark patterns’

presence. Furthermore, our dark pattern ontology (P6) could serve in a similar way.

5.3 Relationship between Cognitive Biases and Dark Patterns

While analysing digital interfaces for the presence of dark patterns offers one way to safeguard

users, it is just as important to understand the underlying mechanisms through which dark

patterns affect the choice architecture of their users. A considerable amount of effort has gone

into research that studies persuasive techniques that influence people’s choice architecture

— most prominently surrounding the concept of nudges (Thaler and Sunstein, 2008). As

potential enablers for dark patterns, as shown in Publication P9, I want to dive into the

underlying concepts before continuing to describe our findings.
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5.3.1 The Discourse Surrounding Nudges

In the words of their originators, a nudge is “is any aspect of the choice architecture that

alters people’s behavior in a predictable way without forbidding any options or significantly

changing their economic incentives. To count as a mere nudge, the intervention must be easy

and cheap to avoid. Nudges are not mandates. Putting fruit at eye level counts as a nudge.

Banning junk food does not” (Thaler and Sunstein, 2008). As this quote makes apparent, a core

concept of nudges lies in their avoidability. A prominent positive and frequently referenced

example stems from public health strategies of various nations regarding organ donorships as

opt-in or opt-out choices (Sharif and Moorlock, 2018; Molina-Pérez et al., 2019). Germany, for

instance, asks its citizens to actively decide to become organ donors. Other countries, such

as Austria or France, consider all citizens donors unless they actively decide against it. Here,

anchoring and pre-selection biases positively impact public health aspects of nations when

strategies deploy an opt-out approach.

Despite such positive notions, exploitation of nudges has been shown to negatively impact

people’s choice architecture with adverse effects on Thaler and Sunstein’s original aims. Fore-

shadowing harmful implications, Munson et al. (2015) demonstrated how certain nudges can

hinder people from achieving their goals. After publically sharing their personal aims, people’s

commitments decreased in order to avoid being criticised. These two examples hint at the

responsibility necessary when choosing to use design tools as powerful as nudges.

Thaler and Sunstein’s (Thaler and Sunstein, 2008) nudge theory illustrates the effectiveness

of design decisions by altering people’s choice architecture. Later work of the original authors

reflects on critics against paternalistic and ethical implications on agency or exploitation of

cognitive biases (e.g., (Rizzo, 2009; Hausman and Welch, 2010; McCrudden and King, 2015)).

Appreciative of the concerns, Sunstein (2015) responded that a good nudge does not affect

people’s agency at all and, instead, provides healthy or good defaults. Thaler (2018) later

explained how nudges were meant to help people make choices that they themselves feel

good about. Instead, he proposed the term ‘sludges’ for negative and harmful exploitation.

Following up on the dual-process model (Tversky and Kahneman, 1974), Hansen and Jespersen

(2013) entered the discourse considerate of both streams and proposed two types of nudges in

the form of an “epistemic distinction between transparent and non-transparent nudges” that

accounts for unethical, manipulative exploitation. Recent work by Leimstädtner et al. (2023)

built on this concept to study responsible nudges with results demonstrating the effectiveness

of design friction to positively affect participants in making informed decisions.

Generally implicating the power and responsibility designers have, the Fogg Behavior

Model (FBM) (Fogg, 2009) demonstrates how users’ decisions can be steered toward desired

goals using persuasive design techniques. While the definition of nudges provides the impor-

tant criteria that they should be “easy to avoid” (Thaler and Sunstein, 2008), upholding users’

autonomy, persuasive design includes a recipe to address motivation and ability to afford a

desired action. Although the aforementioned work includes often recited fundamentals of HCI

scholarship, recent studies highlight their consistent impact on today’s research (e.g., (Caraban

et al., 2019; Kornfield et al., 2022)) and industry impact (e.g., (Souza-Neto et al., 2023)). While

studies utilise the FBM and derived methods to assist people in, for instance, health-related
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contexts (Diethei et al., 2021; Alexandrovsky et al., 2021; Agapie et al., 2022), it is important

to recognise that participants made an autonomous decision and consented before giving

up full autonomy of assistive health-care interventions. However, the same strategies can be

exploited unknowingly by a user, posing ethical questions about intent and consequences.

The work on dark patterns introduced a plethora of examples of exploitation of trust and

non-transparent display of options. While HCI research has predominantly concerned design

artefacts to study the effects of dark patterns (Gray et al., 2018; Gray et al., 2024b), from a

human cognition standpoint, it is often users’ perception and decision-making that is of

interest. In this vein, Chen et al. (2022a) investigated the role dual-process theory (Kahneman,

2003) plays in motivating impulsive purchases without giving customers much opportunity

to rationally evaluate their decision. While effective for (online) sellers, the exploitation of

cognitive biases and manipulation of users’ decision-making poses serious ethical problems

(Chen et al., 2022b), which are only further enhanced through the misuse of personal data, as

described by Nabbosa and Kaar (2021).

5.3.2 The Relationship Model of Cognitive Biases and Dark Patterns

The ethical tensions surrounding nudges and other persuasive techniques led me to design a

study investigating a possible relationship with dark patterns. To this end, we conducted a

focus group study involving dark pattern scholars and experts in psychology and cognitive sci-

ence to explore the relationship dark patterns have with cognitive biases. The study concerns

cognitive biases specifically, as nudges rely on them as well. Also, prior works have discussed

that dark patterns exploit cognitive biases (Mathur et al., 2019; Waldman, 2020). Building on

these works, we were the first, to our knowledge, to investigate the particularities of the two

domains at the time of conducting the study. In total, we conducted four focus groups with 15

participants, eight with backgrounds in dark pattern research and seven with backgrounds

in psychology or cognitive science. Except for one, each focus group paired two experts from

each domain to discuss similarities, differences, and possible facilitators between the two

subjects.

We conducted a thematic analysis based on the focus groups’ transcripts which resulted in

the “Relationship Model of Cognitive Biases and Dark Patterns”. Before finalising the model, we

validated it through collected feedback gained from participants of the focus groups. Outlined

in Figure 5.3, the final model comprises three stages encompassing five phases while following

a process from design to its real-world impacts. Drawing inspiration from Verbeek’s theory of

technology mediation (Verbeek, 2005; Verbeek, 2006), the three stages of our model include:

(1) Inscription/delegation from a designer’s perspective, (2) mediation of the technology or

particular interface, and (3) users’ interpretation thereof. The model demonstrates how dark

patterns emerge from exploiting cognitive biases.

To this end, our model breaks the three stages down into five phases. The first stage

describes the designer’s perspective to inscribe or delegate functionalities. Happening in

phases one and two, design addresses particular cognitive biases determining the balance

between autonomy versus coercion. The second stage — mediation — contains the third phase:

the exploitation of cognitive biases, which can ultimately lead to deceptive practices and harm.
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Fig. 5.3 This Figure presents the Relationship Model of Cognitive Biases and Dark Patterns. Following a continuum
from (potentially unethical) design to real-world applications, the model comprises three stages spanning five
phases. Adopting Verbeek’s theory of technology mediation (Verbeek, 2005; Verbeek, 2006), the model follows
designers’ inscription of functionalities into technology to users’ interpretation, leading to the questioning of
responsibilities. Depending on the impact and implications of the (unethical) design, end-users may need
safeguarding measures, while policy and regulation may be required for their protection. This Figure was first
published in Mildner et al. (2024b).

The third stage focuses on the users’ point of view, interpreting the design throughout the

fourth and fifth phases. First, users experience the design’s implications, leading them to

question the responsibility of its cause. Furthermore, we identified crossroads for safeguarding

strategies of end-users as well as opportunities for organisations to limit harmful design

through exploiting cognitive biases. In the following subsections, we outline each phase in

detail. We support the descriptions for each phase through quotes from our participants and

connect individual phases to related work where applicable. For improved readability, we

slightly altered some statements, ensuring words and sentiment were maintained.

We intended the Relationship Model of Cognitive Biases and Dark Patterns to support both

researchers and practitioners by providing them with reflective phases that can support them

in considering the ethical caveats and impacts of their designs. It is not meant to be prescriptive

or paternalistic but provides a roadmap that highlights ethical implications throughout the

design’s lifespan and the interplay of cognitive biases and dark patterns. While the aim of our

model cannot change any malicious objectives of practitioners, it can serve as a tool to reveal

implied consequences of utilising cognitive biases in design and can guide toward potential

countermeasures. The model can, therefore, be applied in situations where dark patterns

are observed. Especially in the early development stages of designs, the Relationship Model

of Cognitive Biases and Dark Patterns can complement decisions made alongside existing,

traditional design paradigms that may not always prioritize user agency and autonomy. As

such, it complements the CEC that takes a more user-centred approach.

5.4 Understanding Dark Patterns — Answers for Research Question 3

Covering the third angle of the Responsible Design Triangle, this chapter followed publications

that produced tools to guide the design of ethical interfaces. When design fails to meet users’
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needs or expectations and users cannot avoid exploitative techniques of digital interfaces,

design guidelines can offer the necessary support and pave the way for safer interactions.

Looking through a design lens in these studies, I presented means for practitioners to under-

stand the ethical caveats of their work (P5) and identified underlying problems (P2, P4) before

their designs enter the real world (P9). Thus, these publications present answers to the third

research question of this thesis, asking about the ethical design considerations necessary to

avoid implementing dark patterns.

In a first line of defense, P2 conceptualised a process to derive a dark pattern score based

on the dark pattern characteristics by Gray and Chivukula (2019). Soon after, I continued

developing this idea in P4, where I described it more systematically. It supports anyone in

evaluating digital interfaces for the presence of dark patterns. This includes users curious

about the design of systems they are using, practitioners who may want to confirm that their

design does not expose their users to unethical design, or potentially regulatory bodies who

require an efficient tool to estimate the harms caused by problematic interfaces. Overall, the

possibility to asses digital interfaces through dark pattern characteristics informs about the

unethical dimensions included in their design.

To avoid the deployment of unethical design from the start, P5 promotes five ethical caveats

and respective guiding questions. Drawing on a growing body of value-centred research

(e.g., Friedman et al., 2013; Luger and Sellen, 2016; Harrington et al., 2022), the findings in

P5 amplified voices that called for increased alignment of design with users’ expectations.

Collectively, each ethical caveat provides a partial response to this chapter’s research question.

Developing systems that are truthful to their capabilities and offer inclusive and accessible

interactions cater to diverse user needs while affording realistic user goals. Leading to the

creation of the CEC, this publication demonstrates how to align users’ expectations with

system capabilities to support design processes with ethical considerations.

Fostering our conceptions of the foundational mechanisms that enable dark patterns, P9

further explores the intricate relationship between dark patterns and cognitive biases. The

work contributes a model that presents a roadmap following design from its development to its

implications when entering the real world. Acknowledging that all design relies on perceptual

factors and human cognition, including cognitive biases and heuristics, the Relationship

Model of Cognitive Biases and Dark Patterns further draws practitioners’ attention towards the

(im)balance between user autonomy and coercion as the latter leads to harmful interactions

through exploitation of cognitive biases. Adopting the theory of technology mediation by

Verbeek (2006), the model further reminds that once a designed interface is released into

the real world, it is out of the control of its designer to mitigate negative consequences or

inevitable harm. If respecting the phases of this model, practitioners will be reminded of their

responsibilities to avoid unethical design practices that exploit cognitive biases.

Based on the ethical considerations provided by these works, I hope to offer practitioners

sufficient guidance to reflect on the implications of their designs and avoid utilising dark

patterns. Unfortunately, all these and other design countermeasures are without effect if

practitioners cannot or will not use them. Aside from this, the ecosystem in which practitioners

operate does not always allow the production of ethical designs (Gray and Chivukula, 2019;
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Chivukula et al., 2023). With hindsight to the limitations of this angle to remain within an HCI

context, I do believe that it requires legal statutes if users’ safety cannot otherwise be ensured.
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Fig. 6.1 Responsible Design Triangle highlighting the centre showing empowerment above usability covered in this
chapter.

Everything artificial is designed (Ulrich, 2011; Norman, 2023). However, if everything artificial

is designed, why does the design process seem so difficult? At least this thesis may make it

seem so and leave the impression that the design of “good” UIs is rather rare. Fortunately, the

discipline of HCI has blossomed throughout the past decades widening its original scope of

human factors and user-centred aims, including traditional UCD goals, towards considering

the impacts technologies have on societal scales (Dombrowski et al., 2016) as well as individual

and social well-being (Friedman et al., 2013; Niess and Woźniak, 2020).

I would like to think that the publications included in this thesis do their part in making

digital interfaces safer for their users. Nonetheless, I want to emphasise that technologies,

such as SNSs, are not inherently “bad” or “evil” (Allen et al., 2014; Given et al., 2017). Whether

unintentional harm of well-meant persuasion (Brynjarsdottir et al., 2012) or greed-driven

intentions in a surveillance capitalistic system (Zuboff, 2023), it is not necessarily the tech-

nology but its design that exposes unethical consequences on its users. Picking up critical

voices (e.g., Gray et al., 2018; Mathur et al., 2019; Beyens et al., 2020; Velthoven et al., 2018)

that echo negative consequences as a result of problematic designs, this thesis focused on the

responsibility of designing interfaces that, rather than diminish user agency, empower them to

use technologies for their individual means. Following the Responsible Design Triangle from

my motivation in Chapter 1, I posed the research question: RQ: How can the responsibility

of designs and their impacts be distributed between actors to protect users from deceptive,
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Fig. 6.2 The Irresponsible Design Triangle illustrates how incentive-oriented design may override users’ autonomy
by deploying dark patterns to establish false expectations. These lead to erroneous interactions that service
providers can exploit.

unethical design practices and dark patterns? To allow for a detailed and thorough answer to

this research question, I divided it into three questions and structured their answers around

respective chapters, each tackling one angle of the Responsible Design Triangle.

Each angle takes a particular perspective relevant to describing the shared responsibility

between actors. In doing so, they outline the centre of the triangle, which will be part of

the focus of this chapter: the extension of usability through empowerment. Traditionally, to

evaluate the design of systems or interfaces, usability is an often-used metric for commenting

on the ease with which users can access and utilise functionalities. Today, usability has become

a widely used application for understanding systems both in research and industry terms

(Brooke, 2013). However, usability does not directly account for experience or emotional

attachment to a system. Moreover, it fails to provide any ethical implications of a design. And

while a plethora of metrics exist to evaluate UX (Laugwitz et al., 2008) or, to a degree, emotions

(Watson and Clark, 1988), ethics is a seemingly tricky topic to approach in this prospect (Gray

and Chivukula, 2019; Gray et al., 2023a; Sánchez Chamorro et al., 2023), although a range

of work provides numerous methods which include ethical considerations (Chivukula et al.,

2021b).

6.1 Empowering Users — Answers for the Meta Research Question

While raising the importance of including ethical considerations in design, the Responsible

Design Triangle can be viewed as an ecosystem between its three actors. Any change needs

careful reflection as — with any ecosystem — critical change may result in severe repercussions

and cause a stable system to fall out of balance. In this vein, the current presence of dark pat-

terns from the design angle poses a serious risk to the users’ angle and requires compensation

from the guideline angle. For demonstration, Figure 6.2 (showing the Irresponsible Design

Triangle as a nod to incentive-oriented design restricting user autonomy) draws on the ethical

mediators proposed by Gray and Chivukula (2019), exemplifying possibilities for dark patterns

to occur when service providers’ incentives become main drivers to inform design instead of



6.1 Empowering Users — Answers for the Meta Research Question 75

following human-centred or UCD practices or design guidelines that advocate design ethics.

While the Responsible Design Triangle elevates user empowerment, dark patterns paternalise

user choices and restrict autonomy. If service providers disregard user autonomy to accom-

plish their goals, design can devolve into exploitative dark patterns that set false expectations,

resulting in erroneous user interactions. Reiterating this thesis’ structure, I want to emphasise

the responsibilities of each angle of the Responsible Design Triangle.

The Design Angle’s Responsibility. As the emergent environment for digital interfaces, the

design angle attributes all capabilities into interfaces, or in terms of Verbeek (2006), designers

inscribe functionalities onto technologies. As any implications are out of the designers’ hands,

once their products leave their desks and fall into the hands of users, every precaution needs

to be taken beforehand. Chapter 3 demonstrates the array of dark patterns in digital interfaces.

The line between design aiding users through systems that present, at best, satisfying and

enjoyable experiences and dictating persuasive technologies that govern their actions by

restricting autonomy is often a fine one. As the degree to which users require assistance varies

between contexts and situations, it remains within the design angle’s responsibility to ensure

no harm is done through developed technologies. This can be achieved through rigorous user

studies and consultation of ethical design guidelines.

The User Angle’s Responsibility. Along others (Di Geronimo et al., 2020; Bongard-Blanchy

et al., 2021), the publications mentioned in Chapter 4 imply that users’ are not sufficiently

equipped to recognise and avoid dark patterns before getting harmed. Consequently, these

findings remove any responsibility from users to ensure their own safety, as they cannot

be burdened to protect themselves. However, the user angle is responsible for giving users

opportunities to voice their expectations, especially when digital interfaces fail to transparently

communicate capabilities or deceive through deceptive design strategies. Echoing broken

expectations and experienced harm is exceptionally important for vulnerable and too often

overseen populations, especially with regard to design produced for the masses. Through

understanding the roots of unethical design practices and caused problems, additional means

can safeguard users where they are incapable of protecting themselves.

The Guideline Angle’s Responsibility. The necessity of additional guidelines becomes evi-

dent considering the current dark pattern landscape, spreading throughout technologies. As

long as the design angle fails to ensure user safety and continues to deploy unethical practices

unavoidable to users, a mediating entity needs to ensure users’ safety instead. This mediating

role can be taken by design guidelines and aiding tools, such as those presented in Chapter 5.

Alongside user-centred design processes, ethical design guidelines can remind practitioners

about ramifications and inform the development of empowering interfaces that do not restrict

users’ choices. It is thus within the responsibility of the guideline angle to understand users’

righteous concerns and provide the design angle with all necessary tools to avoid unethical

designs, like dark patterns.
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Collectively, each angle encompasses aspects of the shared distribution of responsibility

and, thus, respective answers to my meta research question. This leaves the centre of the

Responsible Design Triangle for me to discuss. The results and findings of the included publi-

cations spread across the three angles share a common theme of user-centred approaches for

aligning technologies with users’ values and intentions. Traditionally, usability is commonly

attributed to five core dimensions: efficient, effective, error tolerant, engaging, and easy to

learn (Quesenbery, 2003) which are sometimes slightly altered (Nielsen, 2012; Komninos,

2020). Together, these attributes translate to interfaces users should find accessible, easy to

learn and to use, and appealing. Although error handling includes requirements for users to

revert choices, the key aspects of usability do not necessarily empower users or facilitate their

well-being.

By using the term empowerment, I am referring to the autonomy to make reflected and

informed decisions and the enablement of self-determination that allows people to achieve

personal goals. In terms of digital technologies and interfaces, they can empower users by

retaining their autonomy and affording their goals. The concept is thereby very close to VSD

(Friedman et al., 2013). I acknowledge that not all technologies can be empowering in every

sense their users may desire. Nonetheless, they can subscribe to empowering elements within

their capabilities and avoid deception that may otherwise obfuscate users’ perceptions.

Importantly, I do not intend to extend the concept of usability by another term. It conveys

perfectly well what it attempts to do. Instead, I want to elevate user empowerment above

usability as a superior goal for responsible and ethical design. While digital interfaces should

maintain usability goals, arguably, dark patterns are very usable except for the error-handling

dimension. Hence, additional ethical considerations for user empowerment could introduce

the necessary constraints for mitigating dark patterns.

6.2 The Responsible Design Triangle Falling Out of Balance

Earlier, I described the Responsible Design Triangle as an ecosystem where each actor carries

responsibilities that secure its overall stability. From a critical design perspective (Bardzell

and Bardzell, 2013; Dunne and Raby, 2013), I want to discuss the ramifications of the model

more reflectively when it falls out of balance. Not in the sense where malintent and incentive-

oriented design leads to dark patterns (as shown in Figure 6.2), but where one angle fails to

support the others.

Considering the responsibilities I ascribed to each angle, the design angle creates and

releases design into the world, often following organisational goals or commercial imperatives

(Chivukula et al., 2023). If practitioners are, for whatever reason, unable to ensure that their

designs foster ethical practices that empower their users, particularly vulnerable populations,

before introducing them to the public, it is out of their control to stop immediate consequences.

Revisiting Verbeek’s theory of technology mediation (Verbeek, 2005; Verbeek, 2006), this lack

of control highlights the necessity for reflexivity within the design angle, where designers

critically examine underlying motives, values, and impacts in the real world.

Designs that are not necessarily dark pattern-related may still pose risks to users. These

risks could leave them vulnerable to, for example, privacy issues without their or the practi-
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tioner’s awareness. Here, the user angle becomes critical. Users must be empowered to identify

and articulate any issues they encounter. To this end, they would have to have the agency and

knowledge to recognise the problems and communicate their concerns.

For smaller issues, designers could try to directly fix their design by understanding their

users’ perspective. In cases of more severe issues, it may make sense for the guideline angle

to translate users’ concerns and experiences into actionable design guidelines. This could

ensure that similar issues do not reoccur in the future, if the practitioners in the design

angle incorporate them into their future developments. By incorporating users’ concerns

and feedback into design practices, practitioners can build more responsible and sustainable

solutions.

Depending on the magnitude of a problematic design, the Responsbile Design Triangle can

be brought back into balance through the other angles, as long as only one fails. However, if

multiple angles are unable to inform the others about a design’s issues, the overall balance

would be terminally endangered. When design causes problems to a user without their or the

practitioner’s awareness, even existing guidelines would be unable to rectify the causes.

6.3 Limitations

As with most academic work, this thesis and the included publications are limited in various

ways. Most importantly, the proposed Responsible Design Triangle is an abstraction of con-

cepts and relationships between its angles. It is an attempt to illustrate opportune moments to

avoid dark patterns and utilise ethical design principles. As an abstraction, it may, however,

oversimplify otherwise complex backgrounds. The development of design is constrained

by various factors, such as organisational stipulations (Chivukula et al., 2023). At the same

time, users may not perceive their surroundings, including UIs, equally, changing the way

dark patterns may impact individuals. Moreover, the thesis is the result of work done in the

field of HCI. While it draws from relevant work in human psychology and cognition as well as

regulatory and policy work, it is limited by my expertise as the author. Furthermore, Chapter 2,

providing a background into dark pattern scholarship, is limited by focusing mostly on aca-

demic research in the context of HCI, neglecting equally important pushes from the hands of

policy-makers and regulators that were not in the direct scope of this thesis. Also, additional

surrounding work continues to foster ethical design alternatives by investigating technological

problems that impair users’ well-being, security, or privacy. For example, contributions to

general design theory but also more specific research fields like usable security. Unfortunately,

taking these works into account would have exceeded the scope of the chapter, whose aim is

to give an introduction to the topic of dark patterns. As each publication contains a detailed

discussion of its individual limitations, this thesis naturally adopts them as it constantly draws

from their findings. To avoid unnecessary limitations, all study designs conducted across the

publications included specific precautions. Yet, certain limitations remain stemming from

the context in which studies took place, available resources, and the COVID-19 pandemic as a

steady companion during most of these efforts.
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6.4 Implications for Future Technologies

While this thesis makes a series of theoretical contributions to our understanding of design and

its ethical considerations to mitigate dark patterns in different technological contexts, based

on several quantitative and qualitative user-centred studies, it lacks foundational technological

contributions. A reason for this is the relatively young research area surrounding dark patterns.

Starting in 2010, the first years were spent exploring design phenomena that harmed users

with the aim of understanding deployed strategies, mainly in the context of online GUIs. This

research has since expanded to describing dark patterns in alternative technologies, including

CUIs, with our ontology published in (P6) representing the currently most comprehensive

corpus of dark patterns since the beginning of this body of research.

Now, with the theoretical groundwork laid, future dark pattern research is equipped to

advance the field and build more fair and ethical technologies. To this end, my contributions,

such as the CEC, the Relationship Model of Cognitive Biases and Dark Patterns, and finally the

Responsible Design Triangle can help pave the way in this regard. Specific to SNSs, included

work could spark the development of UIs that gives users autonomy over their data, allowing

them to enhance their social connectedness and online well-being. Despite (and at the same

time because of) my research, I believe that if done responsibly, SNSs have the potential to offer

its users media to express and share ideas, engage in communities, and entertain meaningful

relationships across the world.

I also found that CUIs are currently not meeting the high expectations of their users. How-

ever, as a technology that enables hands-off and verbal interactions, it has immense potential

as an accessible and inclusive technology. If done in line with the theoretical contributions and

ethical considerations shared in this thesis, future iterations could offer users context-aware

and timely access to otherwise unavailable information and interactions.

But also outside this thesis’ scope, its contents can have positive impacts on future tech-

nologies. As AI technologies become more powerful, just recently through the vast availability

of generative AI and Large Language Models (LLMs), ethical and responsible considerations

are crucial to ensure the empowerment of users through transparent and fair implementations,

for example by informing them about the origins of content. Although these technologies

have several useful implications for assistive interactions, instances of misuse for deception

have already been shown (Zhou et al., 2023; Hua et al., 2024). These risks make responsible

implementation and handling of future AI-based technologies a necessity to ensure people’s

safety and well-being. But we could also utilise AI to our advantage for combatting dark

patterns, as we discuss in P6. The established ontology can be the foundation for building

automated systems that can identify dark patterns in various digital interfaces. This would not

only support future research but also aid regulators in their work to protect users.

6.5 Outlook

The background provided in Chapter 2 shows how far the dark pattern scholarship has come in

just over a decade of research. Still, there is much to be done with respect to these related works

and the publications in this thesis. The ontology included in Publication P6 consists of a dense
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catalogue of various dark patterns sorted in a granulated structure. As such, it presents various

opportunities for future research to build on it and extend it through novel considerations

of underrepresented technologies. Moreover, it opens avenues for transdisciplinary work by

offering a common baseline that different works can utilise. Specifically, in the crossroads

between regulation and HCI, impactful work can actively ensure users’ safety.

A large portion of this thesis inspects SNS, whose users require those additional protections

because SNSs constantly confront them with engaging and governing design strategies. As

these UI choices overshadow otherwise existing benefits, it would be interesting to see if the

findings included in this thesis can aid the development of an alternative, ethics-driven SNSs.

A careful design could empower people to maintain relationships across the globe and provide

them with a shared platform to voice opinions or access news. Without being exposed to the

ethical caveats of today’s SNSs, platforms could foster people’s well-being — a goal that could

be expanded to all technologies (Calvo and Peters, 2014).

Some of the publications, specifically P4, P5, and P9, contain guidelines or suggestions

to avoid dark patterns and other unethical designs. It will be interesting to see future work

building on the CEC or the Relationship Model of Cognitive Biases and Dark Patterns to foster

ethical design with an impact outside of research. Overall, the nine publications included in

this thesis, alongside the plethora of research contributing to the dark pattern scholarship,

have paved the way for exciting research. The theoretical contributions prepare future studies

to develop holistic or specific frameworks for detecting dark patterns or scales that allow

quantifiable measurements. They also prepare effective regulatory protection for people by

codifying this knowledge into legal statutes.

Conclusively, the Responsible Design Triangle situates the individual responsibilities shared

between design, user, and guideline angles. It describes each angle’s influence on another to

raise awareness about concerning design practices while offering considerations to mitigate

deceptive design and dark patterns. Supported by nine publications that detail backgrounds

for the respective angles, it makes its contribution to the discipline of HCI by reminding

about the importance of user-centred design, elevating empowerment to enable users make

informed and reflected choices.
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Conclusion

More than a decade ago, Brignull (2010) first set of twelve dark patterns marked the beginning

of research studying unethical design practices across digital interfaces. The continuing body

of work investigates unethical design resulting from a neglect of user needs and interests as well

as profit maximising greed of service providers. Inspired by this work and driven to understand

underlying mechanisms as the root cause of users’ harm, this thesis focuses on responsible

design. As a concept to mitigate dark patterns by elevating user empowerment, the thesis

follows nine publications investigating dark patterns, particularly in Social Networking Services

(SNSs) and Conversational User Interfaces (CUIs). Divided into three perspectives, this thesis

considers design, user, and guideline angles to construct the Responsible Design Triangle.

This framework situates the included publications alongside its angles while highlighting

opportunities to focus on user-centred approaches that empower users of digital interfaces.

The thesis includes a comprehensive summary of contemporary dark pattern scholarship

that is extended by findings in SNS and CUI technologies. Thus, the thesis builds up a thorough

understanding of where dark patterns emerge and provides detailed information about their

exploiting strategies. Following up on past work (Di Geronimo et al., 2020; Bongard-Blanchy et

al., 2021), the studies included in this thesis describe the inability of users to recognise and

avoid harm when facing dark patterns. To this end, the thesis discusses how design can be

utilised to raise expectations in their users, which dark patterns exploit through misguidance

or break to cause frustrations. In this vein, this thesis emphasises the importance of design

that is truthful to its capabilities and, thus, allows realistic goals for users to achieve. Offering

guidance for practitioners to consult, the thesis contains publications that propose additional

frameworks and models that can be used to expose ethical implications of design. After

highlighting the intertwined interactions between the design, user, and guideline angles of the

Responsible Design Triangle, the thesis discusses the individual responsibilities respectively.

Nonetheless, this thesis makes a contribution to uncovering and understanding dark

patterns and developing countermeasures to safeguard users. Although included guidelines

remain propositions for ethical design, future work has yet to consult them during design stages

to demonstrate their effectiveness. The variety of dark pattern types shows how widestretched

mischievous strategies in online domains can be. Still, they all have one thing in common: They

harm users. Regulators and legislation already have powerful tools to ensure the protection of

end-users. However, not all regulations are equally effective. To support this, findings from

HCI research on dark patterns can aid existing approaches to protect peoples’ privacy on

problematic designs. With a focus on Human-Computer Interaction (HCI), the thesis could

pave the way for regulators and policy-makers through its insights leading to the Responsible
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Design Triangle. Recent pushes within the European Union (EU)1, for instance, foreshadow the

positive impact this kind of work can have to protect users in online interfaces in the future.

Enhanced by growth hacking, particularly in contexts of surveillance capitalism, dark

patterns have spread throughout domains like a pandemic of manipulative, coercive, and

deceptive design strategies. As a countermeasure, responsible design must reflect on the

implications design has in real-world scenarios. It should empower users to engage with

technologies based on the truthful representation of functional capabilities and consequences,

prioritising humans’ well-being. If design, however, falls short of delivering systems that users

can navigate without experiencing harm, additional guidelines, and ultimately regulations,

need to ensure users’ safeguarding instead. This thesis includes empirical observations into

the root causes of dark patterns and offers guidelines based on user-centred principles to help

avoid them in digital interfaces.

1 For example European Comission (2022), European Parliament (2024), and European Commission (2024).
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ABSTRACT 
Many researchers have been concerned with whether social media 
has a negative impact on the well-being of their audience. With 
the popularity of social networking sites (SNS) steadily increas-
ing, psychological and social sciences have shown great interest 
in their efects and consequences on humans. In this work, we 
investigate Facebook using the tools of HCI to fnd connections 
between interface features and the concerns raised by these do-
mains. Using an empirical design analysis, we identify interface 
interferences impacting users’ online privacy. Through a subse-
quent survey (n = 116), we fnd usage behaviour changes due to 
increased privacy concerns and report individual cases of addiction 
and mental health issues. These observations are the results of a 
rapidly changing SNS creating a gap of understanding between 
users’ interactions with the platform and future consequences. We 
explore how HCI can help close this gap and work towards more 
ethical user interfaces in the future. 
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1 INTRODUCTION & MOTIVATION 
During the rapid rise of social networking sites (SNS) and the num-
ber of people using them in a little more than a decade, an increase 
of mental health issues among their audiences has been recorded 
and published [23, 27, 29, 33], while further studies looked at their 
impacts on social capital and connectedness [1, 2, 25]. Although 
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participants of longitude studies self-reported a negative impact 
on physical and mental health when using Facebook [30], they still 
kept using the application regularly. A possible explanation can 
be derived from existing research on internet addiction [5, 19, 26]. 
Christakis et al. has further linked an experienced decrease of future 
well-being in Facebook users to the disease in earlier works. [7, 8]. 
Other researchers, however, did not fnd a reason to believe that SNS 
cause their audience to experience higher risks of mental health 
problems, such as depression [17]. Moreover, signifcant fndings 
show that audiences of SNS may perceive higher levels of social 
connectedness [1, 15, 31] and improved overall well-being with 
regards to reduced stress and social support [21]. 

As people perceive and interact with SNS on the level of user 
interfaces, we believe that the perspective of the HCI community 
can add important insights to describe the relationship between a 
person and an interface with a focus on well-being. Recent research 
in HCI has already shown some interest in social media and their 
features. The ‘liking’ behaviour of people on SNS, for example, 
has been investigated, noticing specifc elements that infuence the 
count of likes received [16]. With a focus on the social network Face-
book, Wang et al. found that people often feel regret about certain 
content that they have shared which ultimately caused them disad-
vantages in social and professional areas [35]. In a follow-up study, 
Wang et al. implemented additional interface features that gave 
people the chance to review and correct content while displaying 
all recipients before publishing [34]. They found that most partici-
pants approved their features and thus demonstrated possibilities in 
which interface design can respond to people’s concerns. A recent 
study from Andalibi et al. describes anxiety among interviewees 
concerning emotion recognition technologies that is expected to 
become a big part in SNS perhaps giving new possibilities to show 
ftting content [3]. 

As a result of the fast changes and growth in technology, includ-
ing SNS, society and research have fallen behind to provide ethical 
guidelines creating a ‘cultural lag’ [14, 22]. This lag is especially 
problematic when people are being misguided into doing something 
that they either did not expect or even tricked into actions with 
harmful results. With regards to Brignull’s et al. work defning Dark 
Patterns [6], Grey et al. have showcased such occurrences in vari-
ous digital interfaces. Often, Dark Patterns utilise knowledge about 
human psychology in combination with usable design to create 
deceiving design practices which do not have the user’s interests 
in mind [14]. Because SNS want their audience to be recurring and 
promoting their service, it is unlikely that they want them to be 
associated with any form of harm. Thus, traditional Dark Patterns 
as defned by Brignull et al. [6] mostly seem unft for SNS. 
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Prominent SNS, such as Facebook, Twitter, and Instagram, ofer 
their services for free and generate their revenue through adver-
tisement [11, 18]. The more time people spend on them, the more 
income can thus be generated. This motivates our research to take a 
look at design and interface strategies of SNS that may be linked to 
the decreased well-being through Dark Patterns or features similar 
to them. We, therefore, investigate Facebook, the currently largest 
social networking site, using common HCI methods like interface 
and user behaviour analysis. In this work, we present two studies: 
(1) In an empirical design analysis we identify and describe Face-
book’s key interface features and their changes in the past 16 years. 
(2) Through a survey with 116 participants, we analyse people’s 
usage behaviour of Facebook with a particular focus on motiva-
tion, satisfaction, and privacy concerns. Based on these studies, 
we highlight scopes in which Facebook implements Dark Patterns, 
especially interface interferences. We further noticed a change in 
people’s motivation to use Facebook due to privacy concerns and 
that those increase with age. Thus, especially younger generations 
might be exposed to harm through loose privacy settings and harm-
ful features like ‘endless scrolling’. Eventually, we noticed a few 
general behavioural patterns but found worrying behaviour espe-
cially in individual cases, which we urge to further investigate in 
future research. With this paper we hope to spark the interest of the 
scientifc community and contribute (1) an analysis of Dark Patterns 
in Facebook’s desktop interface and (2) a discussion on how HCI 
can help to identify potential impacts of user interfaces to peoples’ 
well-being based on the responses of 116 survey participants. 

2 METHODOLOGY 
Since their launch date in 2004, Facebook’s interface received mul-
tiple updates. Meanwhile, additional features brought new options 
for people to engage with others and the application itself. In our 
research, we take a close look at Facebook’s interface, its changes, 
and their efects on Facebook’s audience while considering previous 
research in HCI, psychology, and social sciences. The presented 
study is split into two parts: (1) An empirical design analysis of 
Facebook’s user interface and (2) a survey asking about people’s 
Facebook usage. 

2.1 Empirical Design Study 
Two HCI researchers analysed Facebook’s desktop user interface 
on an empirical level. To collect the necessary images of past UI 
iterations we used manual web crawling and collected screenshots 
of Facebook’s desktop interface from a wide range of years and 
were crosschecking screenshots from diferent sources to ensure 
their accuracy. Further analysis focused mainly on Dark Patterns 
and privacy concerns. It included tracking certain UI-elements like 
the logout button and its positioning in the navigation bar as well 
as several iterations of the ‘account’ menu. The understandings 
gained through this empirical approach led to the design of the 
Facebook user survey. 

2.2 Facebook Usage Survey 
To understand people’s motivation, satisfaction, and privacy con-
cerns when using Facebook, we created a questionnaire compris-
ing of 30 questions including attention checks. The questionnaire 

consisted of ‘yes/no/maybe’, 5-point Likert scale, and open-ended 
questions. We structured it in four sections: (1) demographics, (2) 
current/past motivation to use Facebook and most used features, 
(3) satisfaction of the time spent on Facebook and specifc features, 
and (4) the participants’ attitudes towards privacy concerns. We re-
cruited participants through SurveySwap and Reddit, and hosted the 
surveys on Qualtrics [24]. We received 126 responses from which 
we excluded 10 due to failed attention checks or double entries. 
In the following results section, we analyse the data of these 116 
survey respondents. 

3 RESULTS 

3.1 Empirical Design Analysis 
Developed as a student network at Harvard University in 2004, 
Facebook received their most recent visual update in 2019. In the 
following paragraphs, we recorded notable changes to Facebook’s 
desktop interface made within these years. For readability, the 
most prominent fndings are visualised in Figure 1. The following 
paragraphs present an overview of relevant changes to the logout 
button, the privacy settings, and the Privacy Checkup. 

3.1.1 Interface Interference. Although being moved around the 
applications’ interface, most of Facebook’s features remained to 
be constant elements of the application. The logout button, for 
example, was part of the top-navigation until 2010. With an update, 
the button was moved into the ‘Account’ menu, limiting discov-
erability. The privacy settings have experienced similar changes. 
Shortly after Facebook was opened to a wider audience, the pri-
vacy settings were moved from the navigation bar into the site’s 
settings drop-down menu in 2008. In 2012, Facebook ofered users 
an alternative on the frst-level view, the Privacy Shortcuts. This 
feature allowed them to quickly access selected privacy settings 
and tools and was removed from the frst-level interface with Face-
book’s latest redesign in 2019. Even though these changes could 
be natural consequences of responsive interface design, it is im-
portant to note that Facebook does beneft from users not logging 
out or sharing more information due to lighter privacy settings. 
This way Facebook is able to track their users across the web and 
use the information to create content and targeted advertisement. 
Intentionally moving these buttons to limit their discoverability 
and prevent certain user actions (i.e. logouts) would be considered 
interface interference in the Dark Pattern terminology [14]. 

3.1.2 Novel Dark Paterns. During their latest redesign, Facebook 
introduced a new feature called Privacy Checkup. It allows users 
to edit privacy settings for pre-selected categories during a guided 
step-by-step process. Changes made in this feature directly afect 
the privacy settings, albeit with incomplete coverage. In addition 
to the privacy settings, users are further able to control ad-related 
settings. These also do not include the full spectrum of settings that 
are available in the general settings. Especially ad-related settings 
can interfere with Facebook’s advertisement strategies. By ofering 
a guided settings feature Facebook is able to curate which settings 
users will manage. If this is used intentionally to keep users from 
certain settings, it could be seen as a novel way of interface inter-
ference. While placing all privacy settings behind several interface 
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layers, Facebook actively ofers a well designed but incomplete 
alternative to handle them. 

3.1.3 Summary. The goal of the empirical study was to fnd in-
dications for Dark Patterns within Facebook’s interface. Moving 
the logout button and privacy settings into drop-down menus can 
be classifed as interface interference [14]. Given that Facebook 
directly benefts from users not logging out (by being able to track 
them across the web as long as they are logged in), this can be a 
conscious choice to limit discoverability and thus prevent certain 
user actions (i.e. logouts). Traditionally, Dark Patterns cause some 
degree of harm to their audience. As SNS aim to keep theirs enter-
tained and satisfed, this creates a contradiction to what is typically 
described by Dark Patterns. We did, however, fnd a novel way in 
which Facebook guides their users’ actions in their interest. Past 
research has shown that managing privacy settings on Facebook is 
not an easy task for their users and most often does not result in 
the level of security that they expect [20]. Facebook now ofers a 
feature which makes this process easier, but potentially still leaves 
the user with wrong expectations. This design choice leaves the 
impression of traditional Dark Patterns but is not yet covered by 
their terminology. 

3.2 Facebook Survey 
The following results were extracted from the survey and present 
people’s usage of Facebook, as well as our three main focal points 
on their motivation, satisfaction, and privacy concerns when us-
ing Facebook. Since our survey is exploratory, we primarily used 
descriptive statistics. 

3.2.1 Demographics. Of the 116 respondents 46 (40%) identify as 
male, 67 (58%) as female, one identifed as other, and two did not 
prefer to say. Their age ranged from 16 to 52 with a mean age of 
26 (SD = 7.4). Respondents were situated in 29 diferent countries 
with roughly half coming from the UK (n = 19), the US (n = 23) and 
the Netherlands (n = 27). Of all participants, 81% (n = 94) actually 
use Facebook currently and 19% (n = 22) do not. Of those who 
use Facebook, 74% joined the network between 2005 and 2012. The 
majority (65%) of respondents use Facebook on mobile more than 
on desktop, for 17% it is the other way round. 18% use it the same 
amount on both. 

3.2.2 Motivation. To get an understanding of people’s general mo-
tivation to use Facebook, we asked participants about their current 
and original motivation (why they initially signed up) as well as 
their most-used and most-regrettable features. The 94 active Face-
book users were allowed to give multiple replies and named a total 
of 133 current motivations. We identifed six main categories: (1) 
’Keeping in Touch with Family and Friends’ (31%); (2) ’Groups of In-
terest’ (14%); (3) ’News/Information’ (13%); (4) ’Messenger/Chatting 
Feature’ (12%); (5) ’Events’ (8%); and (6) ’Entertainment’ (7%). 21 
replies (15%) did not ft those categories and comprise of individual 
motivations. Regarding the original motivation (when frst joining 
Facebook) respondents named a total of 88 which were sorted in the 
same six main categories: (1) ’Keeping in Touch with Family and 
Friends’ (41%); (2) ’Groups of Interest’ (3%); (3) ’News/Information’ 
(0%); (4) ’Messenger/Chatting Feature’ (6%); (5) ’Events’ (2%); and (6) 
’Entertainment’ (3%). Within the remaining 39 replies we identifed 

two other large categories: (1) ’Like/Share’ (20%); (2) ’Peer Pressure’ 
(11%). ’Keeping in Touch with Family and Friends’ remains an im-
portant feature of Facebook from back when people original started 
using it to today. While Facebook’s ’Groups of Interest’ feature is 
mentioned more often as a current motivation compared to the orig-
inal one, ’Like/Share’ seems to have declined being mentioned only 
once as a current motivation. The participants were further asked 
to state their most used and most regrettable Facebook features. 
The two most used features of a total of 181 features mentioned, 
were (1) ’Messenger’ (29%) and (2) ’Groups of Interest’ (21%). Other 
notable features comprised of: (3) ’Like/Share’ (8%); (4) ’Newsfeed’ 
(8%); and (5) ’Entertainment’ (7%). Additionally, participants men-
tioned 29 features they regret spending too much time on. People 
mostly regret spending time on ’Entertainment’ (34%) features on 
Facebook, followed by the ’News Feed’ feature (24%). Together ’En-
tertainment’ and ’News Feed’ makeup 15% of people’s most used 
features. Thus, they are among the lesser-used features compared 
to others. Still, some people use them while, at the same time, regret 
spending too much time on them. 

3.2.3 Satisfaction. We further asked participants about their sat-
isfaction with the time they spent on Facebook and whether they 
would like to change something about it. Most users were extremely 
(29%) and somewhat (39%) satisfed with the time they spent on 
Facebook. 20% answered that they were neither satisfed nor dis-
satisfed and the remaining 12% were somewhat dissatisfed. No 
participant was extremely dissatisfed which was mostly due to 
them wanting to spend less time on Facebook rather than more 
time. 49% of respondents reported to sometimes fnd themselves 
longer on Facebook than they had planned to and 13% about half the 
time or more often. Only 37% never fnd themselves using it longer 
than they planned to. In contrast, 80% of respondents never want to 
spend more time on Facebook than they already have. When asked 
directly, 14% think they spend too much time on Facebook, 18% 
think they maybe do, and 68% do not think they spend too much 
time on Facebook. 

The 32% (n = 30) who think that they do or maybe do spend 
too much time on Facebook listed the following reasons for why 
they think this is the case: 7 participants answered that they use 
Facebook to procrastinate and distract themselves from tasks they 
should be doing; 4 answered that it is addictive or has addictive 
features and that they would like to stop using it but still use it 
every day; 4 mentioned that they often mindlessly scroll and that 
the infnite scrolling behaviour of the timeline supports this habit. 
Other responses included that it is just entertaining, boring, or a 
waste of time. Finally, we asked all 94 participants if they would 
like to actually spend less time on Facebook. To this, 50% answered 
that they do not want to spend less time, 21% replied with maybe, 
and 29% do would like to spend less time. 

3.2.4 Privacy Concerns. In order to learn more about people’s pri-
vacy concerns, our questionnaire comprised four directed question 
items. We distinguished between social interaction and business 
related incentives from Facebook by asking targeted questions in 
a 5-point Likert-Scheme. A majority of the participants generally 
want to be in control over the information that other people can 
see about them. For 50% of them, this is an extremely important 
desire while 1% do not fnd this control important at all. When 
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Figure 1: This diagram visualises Facebook’s interface changes between 2004-2020. With increasing popularity the interface 
was extended in multiple iterations. Because no ofcial and complete data-set was present at the time of writing this work, 
the data of monthly Facebook users was collected from two sources. Firstly, the data for the years between 2004-2008 were 
retrieved from Facebook Newsroom [13, 28]. As Facebook Newsroom no longer features their original data, an article from 
The Guardian that relies on the same source is cross-referenced for support. However, comparisons need to be tentative and 
taken with caution. Secondly, the data representing the years from 2008-2020 was gathered from Statista.com [9]. 

asked about whether they actually feel in control over such infor-
mation, 63% agree while 23% rather do not. When instead asking 
about the control over the information that Facebook uses for ad-
vertisement, 29% fnd it extremely important whereas 6% fnd it 
not important at all. We again asked about whether they feel in 
control over Facebook’s use of their data for advertisement. While 
13% actually feel in control over the information that Facebook uses 
for advertisement, (defnitely yes - 4%), 70% of our participants do 
not feel in control (defnitely no - 34%). This is further visualised 
in Figure 2. Eventually, we asked participants to state their logout 
behaviour as well as their general concern about internet security. 
Most of the participants (79%) never log out of Facebook, 7% log out 
regularly, and 5% do so always. When it comes to internet security, 
73% are generally concerned whereas 11% are not. 

4 DISCUSSION 
Research is divided on what efects social media and SNS have on 
people’s mental health. While some results show small positive 
efects when spending time on social media, others yield small 
negative efects, or did not identify any efect at all. On one hand, 
various studies have found connections between increased depres-
sive symptoms, that in occasions tragically resulted in suicides, and 
increased screen-time, new media, and SNS [32]. On the other hand, 
researchers did not identify any such links [10] or instead observed 
overall positive efects on people’s well-being [1, 15, 31]. 

As so often in technology, SNS change quickly and thus require 
research to regularly re-evaluate their impact. HCI has the utili-
ties to continuously analyse SNS and their efects on users with 
a particular focus on human-centred design. It can describe the 
relationship a person has with an interface and actively propose 

design guidelines to prevent possibly harmful design choices such 
as Dark Patterns. 

In this work, we focused on this relationship between people 
and interfaces. We highlighted Facebook’s continuous interface 
changes and noticed that design choices have led to potential Dark 
Patterns. In the presented empirical design study, we have identifed 
two interface interferences. As can be seen in Figure 1, Facebook 
has changed the location of the logout button as well as the link to 
the privacy settings multiple times while ofering alternative but 
incomplete features. Although the cause for these changes may be 
reasoned through aesthetics, they result in unnecessary obstacles 
that users have to overcome. In the following discussion, we aim 
to create possible links between the presented studies. Our inter-
face analysis only focuses on Facebook’s desktop application while 
most participants of our survey preferred the mobile application. 
Thus, the conclusions drawn from these comparison should not be 
generalised as they refect only on a smaller portion of our sample. 

Even though they might not be intentionally developed, Dark 
Patterns can be used to evaluate the ethical principles of interfaces 
by assessing the difculty of, for example, basic user actions. In the 
case of Facebook’s logout button, it could explain why a majority of 
the participants never log out of Facebook, while also showing con-
cern about internet security. Since Facebook uses cookies to track 
personal data within and outside their website [12], our fndings 
demonstrate an incongruity between people’s privacy concerns and 
their actual activities when using SNS. As can be seen in Figure 
2, our results show that participants want control over the data 
that they share with others. This preference also exists for the data 
which Facebook uses for advertisement, although to a lesser extent. 
During their updates, Facebook chose to implement their Privacy 
Shortcuts and Privacy Checkup as alternatives to regular settings. 
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Figure 2: This graphic shows the results of the questions: a) ’How important is it for you to be in control over the information 
other people can see about you on Facebook?’; b) ’How important is it for you to be in control over the information about you 
which Facebook uses for targeted advertising?’; c) ’Do you feel in control over the information other people can see about you 
on Facebook?’; d) ’Do you feel in control over the information about you which Facebook uses for targeted advertising?’ of the 
survey. 

With both, they provide their audience with controls over the gen-
eral privacy settings. However, by limiting the number of options 
Facebook governs over the settings that their audience will adjust. 
Although such alternative interfaces are not covered by traditional 
Dark Patterns, they create interferences that allow Facebook to nav-
igate their audience’s decision-making without causing immediate 
harm. 

Governing, but never harming, users makes it possible to keep 
their general satisfaction with Facebook high. Even though the ma-
jority of participants are generally satisfed with their time spent on 
Facebook, most of them spend more time than they actually plan to. 
Those who actually think they do spend too much time mention rea-
sons like procrastination, distraction, mindless scrolling and even 
addiction. This shows a worrying development in which individual 
participants even realise their bad habits: “No time at all would be 
the ideal time, but the fact that I still open the app once a day shows 
a bad habit.” P(102). Facebook seems to keep general satisfaction 
up, but it is the individual person who develops problematic usage 
behaviours through features like endless scrolling (“infnite scroll 
makes me stay longer” (P113)). Investigation of such features ofer 
insights into how user interfaces may afect people’s well-being. 

An important part of this process is to understand people’s incen-
tives and motivations when using a service. By understanding what 
features people use or do not use or how their usage behaviour 
has changed over time, we are able to identify user groups and can 
connect them to behaviours and habits. Individual comments of the 
participants describe a perceptional change in their motivation to 
use Facebook. Sharing content, for example, made up 20% of peo-
ple’s original motivation to create a Facebook account: “To [...] post 
about my social life” (P44). Interestingly, it was only mentioned by 
one participant as their current motivation. A potential reason for 
this change could be the increased privacy concern as people grew 
up: “[I] used to be more active to share my life with others, but I don’t 
anymore due to the privacy concern” (P52). Our results show that 
with age participants’ privacy concern also increased (r = 0.23, p-
value = 0.029). Unfortunately, we were not able to show statistically 
signifcant relationships between features or motivations and users’ 
satisfaction. Still, this analysis helped us to understand what people 
do on Facebook and why they might quit the service or never even 

use it in the frst place. We asked the 22 participants (19% of our 
participants), who do not use Facebook actively, why they either 
stopped using the SNS or never even registered. Although their 
replies are highly individual, they foreshadow a link to the concerns 
of psychological and social science scholars, namely to well-being. 
P11 stated, that “it was bad for [their] mental health” while P13 felt 
“judged by likes and comments”. Although still a Facebook user, P24 
wrote: “I felt bad about myself and my life”, as a reason for why 
their motivation has changed. 

In this work, we explored how standard HCI methods like inter-
face and user behaviour analysis can be used to identify potentially 
harmful aspects of Facebook’s user interface and discuss how those 
could relate to efects on people’s well-being. We do not fnd large 
numbers indicating general problems with SNS, but individual users 
show worrying usage behaviour and even specifcally state mental 
health issues. As Beyens et al. [4] show, there can be vast individ-
ual diferences, especially between adolescent users, in the way 
SNS afect their well-being. We, therefore, argue that researching 
the individual is just as important as the large scale studies which 
are already available. Through our approaches, we propose a frst 
guideline for ethical interface design, namely considering users’ 
motivation and expectations while testing user interfaces for Dark 
Patterns. Practitioners should further understand that high user 
satisfaction and usability is not necessary a result of ethical user 
interfaces. 

5 LIMITATIONS & FUTURE WORK 
The empirical design analysis focuses only on Facebook’s desktop 
interface, as it proved to be difcult to fnd enough authentic screen-
shots for all mobile versions due to various screen layouts based on 
diferent device sizes and operating systems (iOS and Android). An 
in-depth analysis of the mobile interface was thus out of scope for 
our work. Yet, the results of the survey show that most participants 
prefer Facebook’s mobile application. While Facebook’s latest in-
terface update makes comparison between both interfaces easier, 
since both layouts show little to no diferences, caution should 
be excersised when drawing conclusions. Future research should 
distinguish between all interface variations. 
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As with most studies utilising qualitative surveys, participants 
assessed their experience with Facebook. Comparing users’ cur-
rent usage behaviour with Facebook to their original motivation is 
necessary to understand how design changes may alter people’s 
handling of a system. Nevertheless, the presented study asked par-
ticipants to recall their experiences making these replies susceptible 
to recall bias. Moreover, chosen terminology, especially regarding 
one’s well-being, are subjective. This subjective assessment allowed 
us to conduct in-depth analyses. We do, however, acknowledge that 
our sample was too small to fnd signifcant results in other parts 
of the evaluation. Especially for the results on participants’ moti-
vation larger sample sizes are necessary to fully understand their 
relevance. 

The presented research only focuses on Facebook since it is still 
the most widely used SNS. While more thorough research should 
continue to study Facebook, similar studies should investigate other 
SNS as the range of available SNS has grown in recent years. The 
research on the protection of human’s well-being on SNS is an 
interdisciplinary efort. HCI adds a range of utilities that help to 
understand the interaction between people and SNS on the level of 
interface and technology. This community can thus support psy-
chological and social sciences by actively impacting future design 
development and providing ethical guidelines while advancing its 
interdisciplinary eforts. 

6 CONCLUSION 
This paper presents two studies investigating the social medium 
Facebook. The frst describes an empirical study analysing Face-
book’s continuous interface changes throughout recent years. We 
fnd cases of interface interference that Facebook has implemented 
with respect to the logout button and the privacy settings. In con-
trast to traditional Dark Patterns, these do not cause direct conse-
quences but indirectly govern how they interact with the interface. 
Through a survey with 116 participants, the second study fnds 
that users’ motivation changed over time, making them share less 
personal data than they used to, due to increased privacy concerns. 
While being concerned about their private and ad-related data, 
users only partly feel in control about the amount they share. This 
feeling could be a result of the interface interference through which 
Facebook actively limits users’ choices and guides their behaviour. 
This negatively impacts users (e.g. sharing information by not log-
ging out), demonstrating an example for Dark Patterns on SNS. 
With this contribution, we explore diferent methods to show how 
HCI can contribute to investigating the well-being of social media 
users and hope to spark the interest of the scientifc community to 
engage in this research. 
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ABSTRACT
While a central goal of HCI has always been to create and develop
interfaces that are easy to use, a deeper focus has been set more
recently on designing interfaces more ethically. However, the exact
meaning and measurement of ethical design has yet to be estab-
lished both within the CUI community and among HCI researchers
more broadly. In this provocation paper we propose a simplified
methodology to assess interfaces based on five dimensions taken
from prior research on so-called dark patterns. As a result, our
approach offers a numeric score to its users representing the manip-
ulative nature of evaluated interfaces. It is hoped that the approach
- which draws a distinction between persuasion and manipulative
design, and focuses on how the latter functions rather than how
it manifests - will provide a viable way for quantifying instances
of unethical interface design that will prove useful to researchers,
regulators and potentially even users.
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1 INTRODUCTION
Although ethical interface design has been a concern in HCI for
some time, researchers are only beginning to formulate ways to
understand, define and measure occurrences of unethical interface
design. In terms of attempts to build knowledge around this issue,
most progress can be found in literature on dark patterns, which
began just over a decade ago. In 2010, Brignull introduced the term
of dark patterns as “tricks used in websites and apps that make you
do things that you didn’t mean to” [3]. Throughout the past decade,
many examples of dark patterns have been identified, generating
a rich taxonomy of specific dark pattern types and dark pattern
strategies [2, 3, 7, 10, 11, 13, 19, 31]. While this is a positive move in
terms of better understanding unethical interface design practises,
the body of work suffers somewhat from a lack of consensus, conti-
nuity, and clear definition about what exactly is being examined
across various different studies. This creates a significant problem
when trying to devise ways to protect users against their potentially
harmful effects, including efforts to help users identify unethical
design practises more easily, and attempts to regulate them.

This lack of consensus and continuity in how concepts are de-
fined also echoes a general problem in human-machine dialogue
(HMD) research, which has been highlighted in a number of recent
reviews of research in the field [4, 5, 28, 29]. The aim of this provo-
cation paper is to draw attention to the potential for learning from
the problems within these bodies of work and to further encourage
efforts to bring clarity to how we define and measure examples of
unethical design in CUIs. As a research community, we might then
be able to establish more effective ways of identifying and measur-
ing unethical design practises in the context of CUI development
before they become as common and problematic as they already in
graphical interface interaction.

2 FUNDAMENTALS: PERSUASION &
MANIPULATION

To a certain degree persuasion is a fundamental feature of design.
Ideally, the aim is to design objects that signify their potential uses
and constraints so people can interact with them as intuitively as
possible. That is, we look to create objects that gently nudge people
toward using them in a certain way. This is a common general
understanding of design in HCI research, and echoes widely known
basic principles for ensuring alignment between a user’s mental
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model and a system forwarded by Norman in ’The Design of Every-
day Things’ [22]. Yet, in recent years the notion of persuasive design
has begun to acquire negative connotations, largely due to a rise
in design techniques aimed at governing and exploiting peoples’
decision-making. Thaler and Sunstein provide an example of this
type of design technique when introducing the term of Nudges [17]
to describe interventions that alternate peoples’ decision making
process in a predictable way, allowing design to be used to navigate
a users’ focus into a predefined direction or goal. However, ap-
proaches of this nature, that take advantage of our cognitive biases,
can be used equally efficiently for benevolent or malevolent ends;
as is evidenced by the growth in research on dark patternsacross
numerous domains.

This raises questions about how we define persuasive design,
and indeed, how we draw distinctions between designs regarded
as persuasive versus manipulative. Nudges have certainly been
used in beneficial ways, including improving peoples’ eating [27],
healthcare [32], fitness [21], sleep [15] and relaxation practices [30].
It would also be inaccurate to assume people are naive to how these
systems work, with the implicit nature of persuasive cognitive ap-
proaches being both part of the appeal and part of the reason they
are effective [18]. However, they also share fundamental similarities
with designs used to encourage users to make potentially harmful
decisions; so-called dark patterns. They disarm a person of their
autonomy, albeit temporarily, by encouraging them to make choices
they might not have made otherwise. Therein lies our ethical obli-
gation and challenges as HCI researchers: to ensure we combat
unethical acts of manipulative interface design, whilst ensuring we
continue to deliver persuasive interface designs that improve the
lives of people who use them. We argue that establishing clear con-
ceptual definitions is the first step toward consistent identification
and measurement of unethical interface design in CUIs.

Based on established psychological definitions, we suggest draw-
ing a distinction between persuasive design and manipulative de-
sign. Here, persuasion is defined as, “an active attempt by one person
to change another person’s attitudes, beliefs, or emotions associated
with some issue, person, concept, or object” [23]. To bring this into
context with HCI research, we suggest a slight adaptation, defining
persuasive design as, ‘an active attempt to influence a person’s be-
haviours, attitudes, beliefs, or emotions associated through interface
design’. On the other hand, manipulation is described in psychology
as, ‘behaviour designed to exploit, control or otherwise influence oth-
ers to one’s own advantage’ [24]; or in the context of HCI, ‘designs
aimed at exploiting, controlling or otherwise influencing users to one’s
own advantage’. Our challenge in bringing clarity to this distinction
lies in developing ways to identify and measure occurrences of
unethical manipulative design, which will aid us in defending the
benefits of using psychological knowledge to improve people’s lives
through technology also.

3 UNDERSTANDING AND MEASURING
UNETHICAL DESIGN: LESSONS FROM
DARK PATTERNS

Research into unethical interface design practises beganwith exami-
nations of e-commerce websites by Brignull [3]. The work identified
twelve specific examples of unethical design aimed at inhibiting

people’s ability to make informed choices. These include, Sneak
into Basket, Hidden Costs, and Price Comparison Prevention, which
all operate on the premise of obscuring information and potentially
misleading users into buying unwanted or unnecessarily expensive
products. Other dark patterns defined by the author include, Forced
Continuity, Privacy Zuckering, and Roach Motel, which are all tactics
aimed at forcing people to sign-up, or stay signed up for accounts
and services they might not require anymore. These examples are
also used by service providers to gain access to private data without
fully informing users why it is being collected, who has access to
it, or even what it might be used for. Since then, researchers have
described and defined a plethora of other examples, with a recent re-
view of the literature from Mathur et al. [20] identifying 62 specific
types of dark patterns. For readability, Table 1 offers a complete
overview. Understanding how these existing dark patterns were
established and how they are used to facilitate unethical design in
graphical user interfaces (GUIs) could allow us to prevent similar
developments in CUIs.

While it may seem like unethical GUI design has been a perennial
problem for HCI researchers, literature on dark patterns shows that
these tactics and the form they take develop and change over time
through conscious efforts made by interface design practitioners.
Grey et al. [9, 11] identified multiple dark patterns as well as design
constraints of practitioners which lead to their creation. In a first
study, the authors analysed an image-based corpus to define five
types of dark patterns that practitioners engage in when develop-
ing manipulative designs [11]. Most of Gray at al.’s dark patterns
include descriptions from prior works. For example, the Obstruc-
tion dark pattern, used to make processes unnecessarily difficult,
incorporates Brignull’s Roach Motel, Price Comparison Prevention,
and Intermediate Currency [3]. In a follow up to this work, Gray et
al. also analysed 4775 user-generated posts of the Reddit sub-forum
r/assholedesign [9]. Analysis resulted in identifying six properties
of “asshole designers”. The work is particularly useful for under-
standing the origins of dark patterns and how they emerge from
constraints under which practitioners work.

While many of the previously described dark patterns are appli-
cable to different domains, research has also found domain specific
examples. For example, Zagal et al. identified seven dark patterns
that related to video gamemechanics [31].While certain patterns ex-
ploit a game’s ecosystem of connected users, such as Social Pyramid
Schemes and Impersonation, others impact game-play experience
like Grinding and Playing by Appointment. Elsewhere, Greenberg
et al. [13] consider dark patterns in conjunction with proxemics
theory [14]. Identifying nine types of dark pattern in total, the
authors discuss interactions with manipulative design in spatial
environments. The Attention Grabber and Disguised Data Collection
dark patterns, for instance, could be used in the design of digital bill-
boards that exploit people’s proximity and personal data to deliver
personalised advertising.

Understanding the creation of dark patterns and analysing their
occurrences helps to close the “cultural lag” [25] where the creation
of ethical guidelines inevitably lags behind the release of novel dark
patterns and even novel technologies. However, recent attempts by
the authors to apply the aforementioned corpus of dark patterns
in the domain of social media highlight a central problem in this
body of work: it is hallmarked by a high degree of overlap between
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Brignull
2010 [3]

Conti & Sobiesk
2010 [7]

Zagal et al.
2013 [31]

Greenberg et al.
2014 [13]

Bösch et al.
2016 [2]

Gray et al.
2018 [11]

Gray et al.
2020 [10]

Mathur et al.
2019 [19]

· Trick Questions
· Sneak Into Basket
· Roach Motel
· Privacy Zuckering
· Confirmshaming
· Disguised Ads

· Price Comparison
Prevention

· Misdirection
· Hidden Costs
· Bait and Switch
· Forced Continuity
· Friend Spam

· Coercion
· Distraction
· Forced Work

· Manipulating
Navigation

· Restricting
Functionality

· Trick
· Confusion
· Exploiting Errors
· Interruption
· Obfuscation
· Shock

· Grinding
· Impersonation
· Monetized Rivalries
· Pay to Skip

· Playing by
Appointment

· Pre-Delivered
Content

· Social Pyramid
Schemes

· Attention Grabber
· Bait and Switch

· The Social Network
Of Proxemic Contracts
Or Unintended
Relationships

· Captive Audience
· We Never Forget

· Disguised Data
Collection

· Making Personal
Information Public

· The Milk Factor

· Privacy Zuckering

· Hidden Legalese
Stipulations

· Shadow User Profiles
· Bad Defaults
· Immortal Accounts
· Information Milking
· Forced Registration

· Address Book
Leeching

· Nagging
· Obstruction
· Sneaking
· Interface Interference
· Forced Action

· Automating the User
· Two-Faced
· Controlling
· Entrapping
· Nickling-And-Diming
· Misrepresenting

· Countdown Timers

· Limited-time
Messages

· High-demand
Messages

· Activity Notifications
· Confirmshaming

· Testimonials
of Uncertain
Origins

· Hard to Cancel
· Visual Interference
· Low-stock Messages
· Hidden Subscriptions
· Pressured Selling
· Forced Enrollment

Table 1: This table lists 62 types of dark pattern described in prior research.

definitions, inconsistent terminology, and descriptions that operate
on different levels often without explicit acknowledgement. That
is, the difference between specific dark pattern designs and broader
dark pattern strategies is not always recognised. Attempts to apply
taxonomies of dark patterns also shows that while some established
dark patterns types are applicable to other domains, it is also likely
that novel CUI specific dark patterns types and strategies will need
to be described and defined. Further, while this is particularly prob-
lematic from a research perspective, we see an even more urgent
need to begin this work so we might also better protect users.

4 WAYS TO COMBAT UNETHICAL
INTERFACE DESIGN

With regards to technology, particularly online interfaces, studies
have shown that the burden to counteract dark patterns often falls
on users [1, 8]. Although regulations, such as the GDPR [6] or the
CCPA [16], aim to protect users in online environments, the previ-
ously mentioned cultural lag [25] means these efforts are struggling
to counter all problematic designs described under the umbrella
of manipulative design. Indeed, one could argue they have led to
the creation of new dark patterns. The design of cookie consent
banners that favour ’accept all’ options over offering users greater
control, shows how design can be used to easily negate efforts
to combat dark patterns, and how current regulatory efforts fail
to address the fundamental nature of manipulative design. This
has lead to designs exploiting cognitive biases not covered by the
GDPR, such as anchoring effects, to steer users into giving consent
that they might not have given were they provided with a neutral
choice [12, 19].

In January 2022, the European Union proposed a new article
13a, as part of the Digital Service Act [26], to address previous con-
cerns. Offering a generalised definition of problematic design that
is closely worded to Mathur et al’s. [20] definition of dark patterns,
article 13a contains an extendable list of specific interface designs
to be regulated. However, we argue that this approach may lead to a
similar problem seen in attempts to apply dark pattern taxonomies
across different interfaces and domains. That is, the taxonomies
quickly become very large, difficult to maintain, and not always
appropriate across interfaces types and use cases. Further, creating

an ever growing list of examples may also deepen this problem
over-complicating crucial efforts to combat unethical design.

Mathur et al. 2019 [19]

Dark Pattern Characteristics

Characteristic Question

Asymmetric Does the user interface design impose unequal
weights or burdens on the available choices
presented to the user in the interface?

Covert Is the effect of the user interface design choice
hidden from the user?

Deceptive Does the user interface design induce false be-
liefs either through affirmative misstatements,
misleading statements, or omissions?

Hides Informa-
tion

Does the user interface obscure or delay the
presentation of necessary information to the
user?

Restrictive Does the user interface restrict the set of
choices available to users?

Table 2: This table lists the introductory questions Mathur et al.
(2019) [19] gave for each dark pattern characteristic.

5 LEVELLING UP TO UNETHICAL
INTERFACE DESIGN

By categorising specific dark pattern types into five broad charac-
teristics, Mathur et al. [19] offer an alternative and potential useful
avenue for combating manipulative designs. This higher level cat-
egorisation is based on the cognitive biases specific designs are
developed to exploit. By relying on more fundamental concepts,
which are much less interchangeable than specific interface layouts,
the approach offers a way to understand manipulative design that
focuses on their impact on users, in a broadly applicable fashion,
whilst remaining agnostic to the interface or domain in question. By
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INTERFACE ATTRIBUTES SCORE RESULT SCALE

[5,3,5,1,1] 3.0

5 manipulative
design

persuasive
design

4

3

2

1

5Asymmetry

Covert 3

5Deception

Information Hiding

Restriction

My Profile

SyncNot now

Find Friends
Upload your personal contacts to
find them here. You can also
sync friends from other social
networks to connect to them.

1

1

Figure 1: This figure demonstrates the derivation of a five-dimensional dark pattern vector, which can further be reduced into a single digit
value, inspired by Mathur et al.’s five dark pattern characteristics and attributes [19]. Although the example is based on a screenshot of a
mobile interface, it could be easily adapted for any conversational user interface.

being based on cognitive biases, instead of mere dark pattern defi-
nitions that stem from GUI domains, this model allows enhanced
evaluation outside its original scope, such as CUIs.

In an attempt to advance their model and differentiate between
manipulative and persuasive designs (i.e, between dark patterns
and bright patterns), we developed a technique that allows us to
evaluate individual examples based on characteristics that stem
from the cognitive biases they target. We therefore consider each of
the five characteristic by asking a specific question to assess impact
on each of these dimensions, as seen in Table 2. By assigning each
a value from 1 (not at all) to 5 (extremely), we are able to evaluate
persuasive designs across the five dimensions, indicating the degree
to which they might be regarded as persuasive or manipulative.
The benefit of this approach is that we gain an overall score that
can be used to determine the degree to which a specific design is
either persuasive or manipulative, whilst identifying which dimen-
sions of persuasion a manipulative design targets. Depending on
the context and situation in which a design is evaluated, the score
determining the degree of persuasive versus manipulative design
can be adapted by alternating the threshold set to identify what is
acceptable design depending on the score. Figure 1 visualises the
steps of this process. By providing this clearly defined and measur-
able conceptualisation of persuasive and manipulative design, this
model yields a certain duality. On one hand, we might help regu-
lators combat unethical interface design practices in a consistent
and broadly applicable fashion, whilst protecting the benefits of
persuasion. On the other, this approach could allow practitioners
to evaluate their own designs through user studies.

6 CURRENT CAVEATS TO KEEP IN MIND
This provocation paper addresses unethical design in CUIs but dis-
cusses the topic with the means of manipulation and exploitation
of cognitive biases. We understand a distinction between ethical
design and measurement of unethical practices. Yet, we argue that
by learning which unethical practices are at play, we are able to
compare and understand practitioners’ strategies better while pro-
moting more conscious handling of design techniques that, in the

wrong context, may exploit cognitive biases harming the user. The
currently available amount of tools to assess the good or bad in
design is limited while a growing demand to evaluate interfaces eth-
ically can be seen across disciplines. By utilising knowledge about
cognitive biases, and exploitation thereof, we are able to under-
stand malicious interface strategies better and can further classify
them to share new knowledge between research communities. As
a basis for this research, cognitive biases describe basic behaviour
traits, certain strategies and heuristics under which decisions are
formed, shared among all humans. Building on this existing knowl-
edge, we aim to establish a robust measurement that also allows
for comparison of interfaces.

We acknowledge the early stage of this endeavour and are aware
of current limitations. Arguably, a numeric and finite score as a
determiner for how ethical an interface is may be appealing to dif-
ferent cohorts, whether in the context of regulation or user interface
design. As all ordinal scales, however, the proposed approach can
only represent a limited abstraction of manipulative dimensions in
an interface. Moreover, the questionnaire has not yet been verified
and thus it is uncertain how effective it will prove to be in action.
In this early stage, we rely on the five characteristics proposed
by Mathur et al. [19]. By rooting their characteristics in cognitive
bias research, they gain the advantage of being similarly effective
across domains. Still, it is questionable whether these exact five
dimensions are as effective in the context of CUIs when compared
to their origin in GUIs. This could easily be addressed in future
research by investigating the differences and unanimity between
cognitive biases exploited throughout different kinds of interface
modalities. Further studies could then look at the variety of de-
scribed cognitive biases to identify exploitation across domains to
offer alternative sets of questions and target each modality pre-
cisely. For example, where colourisation of certain buttons may
promote some choices over others in GUI contexts, in voice based
CUIs colour of voice, emotional speech, and pitch could be misused
for similar deceptions.
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7 CONCLUSION
In this provocation piece, we argue that current attempts to account
for manipulative interface design are curtailed by a lack of clarity
and continuity around how concepts are defined; hampering ef-
forts to measure and combat their use. We also argue that there are
valuable lessons to learn from previous work on GUI dark patterns
that might help us head off these problems in the realm of CUIs.
Indeed, the approach we suggest may prove useful across multiple
domains and interface contexts, and stands to benefit researchers,
regulators and potentially users also. Further, by aligning the con-
ceptualisation with how manipulative designs function, rather than
how they manifest, we hope to make it much more difficult for
designers to circumnavigate. Manipulative design that targets our
cognitive biases represents a real and pertinent danger to people,
and difficulties faced, even by knowledgeable users and regulators,
highlight an urgent need to develop quantifiable approaches that
can be easily understood by a range of stakeholders involved in the
fight against unethical interface design practices.
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ABSTRACT 
Research in HCI has shown a growing interest in unethical design 
practices across numerous domains, often referred to as “dark pat-
terns”. There is, however, a gap in related literature regarding social 
networking services (SNSs). In this context, studies emphasise a 
lack of users’ self-determination regarding control over personal 
data and time spent on SNSs. We collected over 16 hours of screen 
recordings from Facebook’s, Instagram’s, TikTok’s, and Twitter’s 
mobile applications to understand how dark patterns manifest in 
these SNSs. For this task, we turned towards HCI experts to mitigate 
possible difculties of non-expert participants in recognising dark 
patterns, as prior studies have noticed. Supported by the recordings, 
two authors of this paper conducted a thematic analysis based on 
previously described taxonomies, manually classifying the recorded 
material while delivering two key fndings: We observed which 
instances occur in SNSs and identifed two strategies — engaging 
and governing — with fve dark patterns undiscovered before. 
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1 INTRODUCTION 
“Reading this paper makes you a better person!” Emotionally pres-
suring language is just one example of a growing body of unethical 
and malicious design practices, often referred to as “dark patterns”. 
Brignull [7] frst introduced the term over a decade ago, describing 
dark patterns as interface design strategies that coerce or steer 
people into actions they would not necessarily engage in if fully 
informed [31]. Since then, signifcant efort has been expended on 
identifying, capturing, and describing examples of dark patterns, 
most notably in the domain of e-commerce websites where a large 
corpus of dark patterns has been catalogued [31]. There is, however, 
a need to extend this work further to capture dark patterns across 
other domains, such as social networking services (SNSs). Although 
SNSs are used extensively across the globe, a clear view as to the 
types of patterns used on these sites and how these vary between 
major SNSs platforms has yet to be defned. Existing literature does 
not focus exclusively on SNSs [4, 12, 15, 21] or focuses on specifc 
elements only, for instance advertising dark patterns only [22] and 
SNSs’ deletion processes [39]. The work does, however, emphasise 
an urgent need to deepen our understanding of how SNSs harm 
their users through unethical design practices [12, 21, 22, 39]. 

Gaining this understanding is a critical step in informing current 
eforts to legislate against such practices. Current legislation often 
limits regulation to data and privacy protection, in many cases 
neglecting potentially harmful consequences interface designs can 
have on individuals. For instance, both the GDPR [8] and CCPA [27] 
require website providers to make their reasons for collecting data 
transparently whilst also ofering users the option to decline any 
storage of personal data. However, interface designs that encourage 
excessive use of social media or designs that obfuscate account 
deletion are currently unregulated. To support future regulatory 
endeavours, such as a proposed draft for guidelines by the European 
Data Protection Board (EDPB) [3], we frst need to understand how 
SNSs use dark patterns and identify what domain-specifc dark 
patterns might be used on these platforms. 
Our work contributes to this understanding by answering two key 
research questions: 

RQ1 What types of dark patterns are currently used in the four 
SNSs Facebook, Instagram, TikTok, and Twitter? 

RQ2 Do SNSs contain dark patterns currently unique to their 
domain? 
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To address these questions, we had six HCI researchers con-
duct reviews across four widely used SNS platforms, based on their 
mobile applications: Facebook, Instagram, TikTok, and Twitter. Re-
viewers were assigned to identify instances of dark patterns whilst 
completing a range of tasks commonly carried out by users on these 
platforms. The decision fell on HCI researchers as the ability to not 
only recognise dark patterns but also to refect and react to them 
was deemed a crucial requirement for reviewers to generate best 
possible results. Prior studies researching non-expert users’ ability 
to recognise dark patterns demonstrate a signifcant difculty for 
such tasks [4, 12] which we aim to mitigate by relying on experts 
instead. These sessions were recorded, producing 16 hours of in-
teraction data, which was then evaluated using thematic analysis. 
Based on screen recordings created during the study, instances of 
44 out of 80 previously established dark patterns were identifed. 
Thematic analysis of these identifed fve consistent themes the 
describe SNS-specifc dark patterns: (1) interactive hooks; (2) social 
brokering; (3) decision uncertainty; (4) labyrinthine navigation; and 
(5) redirective conditions. These themes were then further organ-
ised into two overarching strategies that cover more high-level 
incentives allowing for broader application: engaging strategies 
and governing strategies. These emerge from SNS-specifc incen-
tives that difer from how dark patterns are used in other domains. 
The strategies include two and three types of the SNS-specifc dark 
patterns. Falling under the umbrella of engaging strategies are the 
interactive hooks and social brokering dark patterns, which are de-
signed to keep users occupied and entertained with SNS for as long 
as possible. Whereas, SNS dark patterns that can be considered 
governing strategies include decision uncertainty, labyrinthine nav-
igation, and redirective conditions, which are designed to navigate 
users’ decision-making ability on these platforms. We contribute to 
the current dark pattern discourse and literature by considering the 
impact dark patterns have on four popular SNSs, and by extending 
current taxonomies with instances specifc to this domain. 

2 RELATED WORK 
In this section, we will review the relationship between research 
on dark patterns and work on the persuasive design in social me-
dia. We highlight the necessity to carry the dark pattern discourse 
over to SNSs, bridging the current gap between these two strands 
of research. The frst two subsections present a brief overview of 
current dark pattern taxonomies, which were used to guide the 
thematic analysis conducted in this study. The overview also high-
lights approaches and methodologies used in previous work aimed 
at identifying dark patterns. Some of these are adopted in this study 
which builds on previous work to better understand dark patterns, 
specifcally within the context of SNS interface design. We then con-
tinue with work that dealt with users’ perception of dark patterns 
and their ability to recognise them in diferent environments. Lastly, 
we establish the importance of considering dark patterns in social 
media while following the discourse of SNS interface strategies that 
lead to problematic or even harmful usage behaviour. 

2.1 Early Research On Dark Patterns 
The past decade of research into dark patterns has defned and de-
scribed a comprehensive taxonomy of diferent types across several 

diferent domains. In recent work, Mathur et al. [32] ofer a sum-
mary of the current dark pattern landscape resulting in a dense 
taxonomy comprising relevant works. This taxonomy is the result 
of their attempt to characterise dark patterns based on the cognitive 
biases that they exploit. As this corpus depicts a thorough overview 
of past dark pattern collections, we decided to use this corpus as 
the basis for our study. However, we decided only to include work 
based on empirical research, which means that we excluded reports, 
such as the NCC [10] and the CNIL [14] that promote dark patterns 
to the public while recommending guidelines to make informed 
decisions. 

One of the earliest pieces of research on dark patterns was con-
ducted by Brignull [7], who captured and described interface strate-
gies used to harm people through interface tricks. Producing the 
frst taxonomy of dark pattern types, Brignull described twelve 
interface tricks designed to misguide users. Among these were dark 
patterns, such as sneak into basket, hidden costs, and Price Compari-
son Prevention, which all operate by obscuring certain information 
from users of online shopping sites. The intention here is to inhibit 
customers’ ability to make informed decisions and potentially mis-
lead them into buying unwanted products. Alternately, the dark 
patterns forced continuity, privacy zuckering, and roach motel use 
strategies that limit the options and decisions available to people 
when using online services. In the same year as, Brignull, Conti 
and Sobiesk introduced their own taxonomy based on fndings 
from a twelve-month-long study aimed at cataloguing a wide range 
of malicious interface practices. This second taxonomy includes 
eleven types of dark patterns, such as coercion, which describes 
interfaces that mandate users’ decisions by restricting alternative 
options and enforcing compliance. Other techniques noted by the 
authors include interruptions that interfere with a user’s task fow 
and the obfuscation of important information, both of which oper-
ate by hindering informed decision-making. Elsewhere, Zagal et 
al. examined dark patterns in video games, identifying seven types 
of dark patterns that specifcally focus on game mechanics [47]. 
The research shows that while certain patterns exploit a game’s 
ecosystem of connected users, such as social pyramid schemes and 
impersonation, others impact game-play experience like grinding 
and playing by appointment. 

Elsewhere, Greenberg et al. [20] consider dark patterns in con-
junction with proxemics theory [23]. Identifying nine types of dark 
patterns in total, the authors discuss interactions with potentially 
abusive systems in spatial environments. For example, the attention 
grabber and disguised data collection dark patterns could be used 
in the design of digital billboards and involves brands exploiting 
people’s proximity and personal data to deliver personalised ad-
vertising to specifc pedestrians as they pass by. In a similar vein – 
inspired by the concept of Privacy by Design project [24] – Bösch 
et al. introduce nine further types of dark patterns, which are ef-
fectively inverse strategies to the privacy strategies developed in 
the Privacy by Design project. The work also highlights the role 
design strategies can play in manipulating users both for good and 
for nefarious reasons. Collectively, these early studies show that 
dark patterns can appear in a variety of contexts and situations, 
highlighting the importance of establishing a broad understanding 
of their origins. 
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2.2 Understanding the Origins of Dark Patterns 
Refecting on Brignull’s original work [7], Gray et al. looked to 
investigate how dark patterns are created in the frst place. Here, 
researchers adopted a qualitative approach, using established tax-
onomies to analyse an image-based corpus of potential types of 
dark patterns [19]. The work defnes fve high-level strategies that 
practitioners engage in when developing manipulative designs. 
For instance, the obstruction dark pattern was used to make pro-
cesses unnecessarily difcult, and incorporates Brignull’s roach 
motel, price comparison prevention, and intermediate currency [7]. In 
later work that adopts a similar approach, Gray et al. analysed 4775 
user-generated posts of the Reddit sub-forum r/assholedesign [17]. 
Following multiple iterations of content analysis, the authors de-
scribe a set of six properties of “asshole designers” that portray 
malicious motivations of designers. The two-faced property, for 
instance, describes designers who ofer conficting information that 
limits users’ ability to make an informed decision. Understanding 
the origins of dark patterns as constraints under which practition-
ers work ofers relevant insights into where to look when trying to 
recognise dark patterns anywhere. 

Focusing more centrally on the frequency with which dark pat-
terns are embedded in online interfaces, Mathur et al. [31] built a 
web-crawler application to collect data from over 11K shopping 
websites. The work identifes instances of dark patterns in more 
than 11% of their samples. Although this percentile already presents 
a signifcant number of occurrences, the authors limited the breadth 
of their analysis by not analysing imagery material and suggest 
that many more dark patterns could be identifed had other factors 
been taken into account. Nonetheless, guided by prior works from 
Gray et al. [19] and Brignull [7], the authors were able to compose a 
taxonomy of ffteen types of dark patterns. Extending these works 
further, Mathur et al. [32] more recently looked to identify clusters 
or relationships among established dark patterns, setting the basis 
for this work’s thematic analysis. Taking the existing fve high-level 
characteristics from their previous work [31], the authors added a 
sixth characteristic that incorporates Zagal et al.’s online gaming 
dark pattern disparate treatment [47]. Their proposed model further 
categorises these six dark pattern characteristics into two choice 
architectures that distinctly afect users: (1) modifcation of deci-
sion space and (2) manipulation of information fow. The authors 
thus propose an interesting three-tiered hierarchical framework 
(choice architectures > high-level dark pattern characteristics > 
specifc manifestations of dark pattern designs) under which dis-
covered and yet-to-be-defned dark patterns can ft into. Overall, 
the above-mentioned work collectively describe 81 specifc types 
of dark patterns from various domains, mostly unique in how they 
operate. However, we noticed an omission in regard to SNSs. Filling 
this gap, we build on previous work by developing a deductive 
codebook containing this taxonomy, which was then used during 
the execution of the thematic analysis. 

2.3 Recognising and Identifying Dark Patterns 
With a more central focus on end-users’ perspectives of dark pat-
terns, Di Geronimo et al. [12] inspected popular mobile applications 
sampled from the Google Play Store. The authors use a cognitive 
walkthrough [37] to identify dark patterns across a total of 240 

apps, each used for ten minutes. Findings showed that 95% of the 
tested applications contained dark patterns. In a second study, the 
authors evaluate users’ ability to recognise dark patterns. Using an 
online survey, the work suggests most users had problems recog-
nising dark patterns. Adopting a similar user-centred approach, 
Bongard-Blanchy et al. study peoples’ awareness of manipulative 
interface designs and their recognition of dark patterns [4]. The 
study, which consisted of an online survey of 413 participants, also 
found that 59% of their participants were able to identify “interface 
elements that can infuence users’ choices” more than half of the 
time, suggesting that they were somewhat able to recognise dark 
patterns. This aligns with previous results from Di Geronimo et 
al. [12] and Maier and Harr [30]. However, the work also showed 
that while participants understood what dark patterns were and 
how they might manifest, they were still deceived by them during 
interactions. Elsewhere, Gunawan et al. [21] use thematic analysis 
based on video recordings of online services to study diferences 
between the various web modalities and resulting dark patterns. 
A contribution of their analysis is the addition of a further twelve 
specifc types of dark patterns to the body of work. Their account 
deletion roadblocks dark pattern, for instance, describes the insuf-
cient communication between the service provider and user when 
the latter is trying to delete their account. Together, these works 
demonstrate processes for assessing and evaluating dark patterns 
and how they manifest. In this work, we consider a wider corpus of 
dark patterns on a relatively small set of applications. This allows 
us to ofer profound insights in SNS-specifc dark patterns while 
building on established work and their methodologies. 

2.4 Design Strategies on SNSs 
Social media plays a major role in the daily lives of millions of peo-
ple worldwide. Although prior dark pattern work has considered 
SNS in their research [12, 21, 22], we still lack a thorough under-
standing of social media-specifc dark patterns and the diferent 
kinds of harm they might present compared to malicious practices 
observed in other domains. In this context, early work by Rofarello 
and De Russis [35] proposes fve dark patterns in Facebook and 
YouTube which aim to capture their users’ attention. Although 
ofering insights into SNS specifc strategies, dark patterns that 
exploit alternative strategies than attention-capturing have yet to 
be described. Aside from work with an explicit focus on dark pat-
terns, a growing body of work suggests certain uses and users of 
SNS may be prone to negative consequences in terms of mental 
health and well-being [1, 41, 43, 45]. A well-documented reason for 
this may be found in research comparing users’ self-reported time 
spent on SNS to actual times, suggesting a lack of self-control and 
self-determination. Indeed, numerous studies have demonstrated a 
lack in users’ ability to self-report accurately the time they spent 
on any SNS [13, 26, 40]. By showing that users generally spend 
less time on Facebook than they think while opening the appli-
cation more often than realised, both Junco’s and Ernala et al.’s 
works highlight a problem around self-awareness when it comes 
to frequency and length of social media use. A similar disparity 
was described by Mildner and Savino [34], where a contradiction 
in people’s perceived and actual usage behaviour was observed 
among 116 participants. Most Facebook users who participated in 
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the study admitted that they spent more time on Facebook than 
planned, though most also declared they had no desire to spend 
less time on the platform. Another interesting result of their survey 
is noted in participants’ perceived feeling of low control over ad-
related data. These fndings are in line with prior research noting a 
general dissatisfaction in users seems to arise from limited options 
to protect their privacy combined with an urge to have more control 
over their personal data [11, 44]. Investigating advertising controls 
on Facebook, Habib et al. [22] consider the impacts of dark patterns 
when conducting an online survey to support a thematic analysis 
identifying users’ desired advertisement controls. The authors de-
scribed users’ difculty in fnding Facebook’s Ad Preference section, 
to begin with. These fndings afrm a prior suggestion by Gunawan 
et al. [21], who argue that the granularity of interfaces may discour-
age users from making desired changes to their preferences. Both 
users’ difculty in self-reporting the amount of time spent on SNSs 
and their lack of agency to control personal settings outline un-
ethical practices that may fall under the umbrella of dark patterns. 
Consequently, we see an urgent need to better understand dark 
patterns in SNSs considering domain-specifc strategies. This neces-
sity is further highlighted by Schafner et al. [39], who demonstrate 
how difcult account deletion is across 20 popular SNSs. Not only 
does the possibility to entirely delete an account vary depending on 
the modality of a particular service, but the authors further notice 
a difculty among users to follow through with a deletion process. 
In our research, we further investigate this problem by recording 
and analysing reviewers’ usage of four SNSs, a deletion process, 
allowing for detailed insights. 

3 EXPERT REVIEW & DATA COLLECTION 
To collect necessary data of SNS usage for the thematic analysis, 
we asked six HCI experts to record their usage of four mobile SNS 
applications. By expanding the scope, we gain a general under-
standing of common practices across SNSs. The decision fell on 
Facebook, Instagram, TikTok, and Twitter, as they present some of 
the most popular SNSs while satisfying comparable user needs. To 
assist their review in targeting potential unethical practices, each 
expert reviewer was provided ten tasks that aforded them to use 
the mobile applications of each SNS intensively. To get a better 
understanding of their actions, we also asked them to narrate their 
decisions to retrieve data in the form of a think-aloud protocol [25]. 
As we estimated that 30 minutes were required to complete all tasks, 
we asked each reviewer to record their usage of two of the four 
SNS. Thus, three independent recordings per SNS were collected. 
As the experiment was conducted during the COVID-19 pandemic, 
reviewers completed the study without supervision. 

3.1 Reviewers 
For reviewers, we reached out to HCI researchers, choosing six 
to investigate the four SNSs (3 female, 3 male, mean age = 28.33 
years, �� = 1.63). All have multiple years of experience in HCI 
research, with backgrounds in cognitive science, computer science, 
and media science. At the time of the study, their years of expe-
rience varied from two to six years, with a mean of 3.83 years 
(�� = 1.47). At the time of conducting this research, all reviewers 
were employed as researchers at academic research faculties based 

in Germany, focusing on HCI related topics. Five reviewers are 
German citizens, while one is of Russian nationality. Except for one 
reviewer, participants did not have prior experience conducting 
dark pattern related research although all shared a general concep-
tualisation of the feld. Participation in this study was voluntary 
and without compensation. The decision fell on HCI researchers to 
conduct this study as regular users have been repeatedly shown to 
have difculties in detecting dark patterns [4, 12]. In contrast, the 
researcher’s strong expertise of usability best practices and design 
heuristics makes them more sensitive towards interface strategies, 
enabling them to uncover and discuss persuasive techniques better. 
Hence, their expertise allows them to identify a wider variety of 
dark patterns than regular users would be able to. Nonetheless, we 
acknowledge that this qualitative research was conducted entirely 
by people with strong HCI backgrounds, possibly infuencing our 
fndings and interpretations. 

3.2 Preparation 
To counter any systematic issues caused by a particular operating 
system, each reviewer was provided with two smartphone devices: 
an iPhone X with iOS and an Android running Google Pixel 2 
device. Reviewers were asked to use both devices simultaneously 
and to pay attention to device-specifc diferences when solving the 
tasks. Before giving them the devices, each phone was factory reset 
and only contained fresh installations of the SNS1 and some media 
content containing photos with creative-commons licenses. Each 
participant was also provided with a new phone number and email 
address, allowing them to create a new social media account while 
protecting their privacy. For the same reason, the media content 
was provided, as some of the tasks required the participants to 
create and post content. 

3.3 Tasks 
Each evaluator was asked to execute ten tasks during their recording 
sessions. We decided to implement fve tasks similar to Di Geronimo 
et al.’s [12] tasks as they were shown to be efective for this kind 
of study. To ensure coverage of SNS-specifc interface problems, 
we also added fve additional tasks tailored to this domain. Before 
employing the tasks to the reviewers, they were tested to ensure 
their accuracy and ability to cover a wide range of SNS-specifc 
functionalities. After minor revisions following piloting, the ten 
tasks comprised the following exercises (whereas tasks that were 
taken from or worded closely to Di Geronimo et al.’s experiment 
are highlighted by an asterisk): 

1. Turn on screen recording on each device. 
*2. Open the app and create an account to log in and then out. 
*3. Close and reopen the app. 
4. Create any kind of content, post it, and delete it. 
5. Follow and unfollow other accounts. 
*6. Visit the personal settings. 
*7. Visit the ad-related settings. 
*8. Use the application for its intended use (minimum of fve min-

utes): 

1Installed versions consistent throughout the study: Facebook (iOS: 321.0.0.53.119; An-
droid: 321.0.0.37.119); Instagram: (iOS: 191.0.0.25.122; Android: 191.1.0.41.124); TikTok 
(iOS:19.3.0; Android: 19.3.4); Twitter (iOS: 8.69.2; Android: 8.95.0-release.00). 
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I Describe the natural fow of the app – what did you use it 
for? 

II Could you use the app as you wanted, or did some features 
’guide’ your interactions? 

III how easy was it to get distracted, and if so, what distracted 
you? 

9. Delete your account. 
10. Turn of screen recording and save the recording. 

3.4 Procedure 
Before completing their walkthrough of the SNSs, reviewers were 
prepared for the study via a one-hour introduction session, outlin-
ing recent research on dark patterns and established taxonomies. 
This took the form of an online meeting. The introduction involved 
instructions around the 81 dark pattern types provided in the related 
work section, which was followed by an open discussion aimed at 
answering any unresolved questions reviewers may have. After-
wards, each reviewer was provided with a copy of the information, 
including a detailed list of dark patterns described in the introduc-
tion session. This material is included in the supplementary mate-
rial of this work. Even though all participants have backgrounds 
in the feld, this preparation ensured a common understanding of 
current conceptualizations of dark patterns. Information provided 
to reviewers also included a sheet explaining the cognitive biases 
particular dark patterns were designed to exploit [31]. This was 
included to help them identify dark patterns that were not already 
described in taxonomies. Each reviewer was then randomly as-
signed two of the four SNSs, ensuring that each SNS was examined 
independently three times by three diferent HCI researchers. The 
SNS applications that reviewers used were randomly assigned while 
ensuring that collectively reviewers did every possible sequential 
permutation. 

Reviewers then conducted their reviews without supervision, 
following a detailed step-by-step guide they were provided with. 
The steps can be seen in Figure 1, and explain each task along 
with when to start and end the screen and audio recording. The 
manual further reminded reviewers to openly discuss their actions 
allowing us to retrieve data in the form of a think-aloud protocol, 
which we later evaluated to understand their decisions. The quality 
of the reviews are twofold: (1) The tasks were designed to get 
detailed insights into SNSs, afording reviewers to engage with the 
available features of each platform. (2) By recording the reviewers’ 
commentary, we also gained information about their perception and 
judgement of potentially malicious artifacts. All recordings were 
automatically stored on each device and retrieved when reviewers 
returned both smartphones. 

4 FINDINGS 
As a result of this data collection, the recordings provided over 
16 hours of video and audio material, including the think-aloud 
commentary from reviewers. On average, each session lasted 41 
minutes (�� = 19) for each device. Between the six participants, 
each SNS was thus used for an average of 247 minutes. Looking 
at diferent approaches to identifying dark patterns, we noticed 
varying methodologies in prior work. Of the eight taxonomies 
considered here, two relied on crowd-sourced or user-generated 

imagery material to apply qualitative methodologies, such as the 
constant comparative method [17, 19], whereas another used a web 
crawler to generate a large enough corpus to apply hierarchical 
clustering [31]. Although highlighting important interface issues 
that need to be addressed, the remaining fve works provide limited 
information to recreate their results. We decided to follow prior 
works and conducted a thematic analysis based on the 81 dark 
pattern types contained in this literature while further relying on 
screen recordings and audio commentary of participants. Further-
more, by limiting the scope of this research to four applications 
only, we were able to study each service more extensively. 

4.1 Analysis of the Data 
To answer our research questions, two researchers conducted a 
thematic analysis supported by the resulting data from the screen 
and audio recordings [6]. While the screen recordings contained 
the visual captures of dark patterns and interactions thereof, the 
audio served as complementary material, which allowed the coders 
to get a detailed impression of reviewers’ perception and judgement 
of a scene. This aided the coding process in a supportive role. How-
ever, all labelling was conducted by the two coders. The thematic 
analysis was carried out through a combination of deductive and 
inductive coding [33] using the software ATLAS.ti [16]. In line with 
works from Di Geronimo et al. [12] and Gunawan et al. [21], we 
applied codes whenever an interface was perceived problematic, 
rather than being driven by a concern with designer intent. This 
allows for the identifcation of dark patterns that emerge from both 
intentionally manipulative and unintended yet potentially harm-
ful design choices. The thematic analysis was conducted by two 
researchers who designed and administered the experiment and 
aimed to identify indications of dark patterns present in the four 
SNSs. Although the recorded sessions were coded independently, 
both coders met for discussions after each session to align their 
interpretations of dark pattern defnitions, rendering testing for 
inter-rater reliability unnecessary [2]. Additionally, all instances 
where coders diverged from reviewers’ comments were specifcally 
marked and later discussed among both coders. Once all sessions 
were analysed, they met for a fnal thorough discussion to establish 
full agreement over all 12 sessions. 

4.1.1 Creating The Deductive and Inductive Codebook. The deduc-
tive codebook was derived from the descriptions of existing dark 
patterns as seen in Table 1. Each of the 81 codes included in the 
codebook denotes a specifc type of dark pattern. That is 81 specifc 
interface design elements that - by accident or by design - impinge 
on the users’ autonomy. As the 12 dark patterns by Gunawan et al. 
were not described by the time we conducted the thematic analysis, 
we were not able to include them in this study. In an attempt to 
reduce the number of codes, we collapsed dark pattern types that 
shared the same name. This resulted in combining Brignull and 
Mathur et al.’s confrmshaming dark patterns, which share a name 
and very similar descriptions, which reduced the codebook to 80 
codes from an initial 81. Other candidates were also considered 
(privacy zuckering [5, 7] and bait and switch [7, 20]), but were not 
collapsed as their descriptions were deemed too distinct. We thus 
concluded the deductive codebook with 80 codes. 



CHI ’23, April 23–28, 2023, Hamburg, Germany Mildner et al. 

Introduction into
dark pattern
literature

including 69 types
of dark patterns

Random
assignment of 2
SNSs per reviewer
(N=6). The order
was counter-
balanced

First SNS
walkthrough

including 10 tasks
and think-aloud

protocol.
Simultaneously on
iPhone X and
Google Pixel 2

Second SNS
walkthrough

including 10 tasks
and think-aloud

protocol.
Simultaneously on
iPhone X and
Google Pixel 2

Figure 1: This fowchart describes the four steps in which our data was collected. First, reviewers received an in-depth introduction into the 
dark pattern literature. Each reviewer was then randomly assigned two of the four SNSs Facebook, Instagram, TikTok, and Twitter. Per SNS, 
the reviewers conducted a walkthrough based on 10 tasks on two devices (iOS and Android). 

Once the deductive codebook had been generated, a random 
session was chosen and then independently coded by both coders. 
Deductive codes were applied wherever a type of dark pattern from 
the taxonomy sufced to describe a recognised problem within 
the interface. In those cases where an aspect of the interface was 
deemed a potential dark pattern but was not present within the 
deductive codebook, a new code was generated and added to a sep-
arate inductive codebook. Descriptions for inductive codes focused 
on describing the design or interaction extracted from the record-
ings. Once the frst session was completed, the two annotating 
researchers met to discuss the adequacy of established inductive 
codes and to form a common agreement. Afterwards, overlapping 
codes were eventually merged to compile a single inductive code-
book comprising 22 codings by using the afnity diagramming 
technique [2]. 

4.1.2 Coding Remaining Data. Both coders then proceeded to code 
the remaining sessions independently, following the same proce-
dures, only interrupted to discuss and resolve inconsistencies after 
each session, based on Blandford et al. [2]. By relying on screen 
recordings of the interfaces, instead of sampled screenshots, we 
gained an important advantage that allowed us to thoroughly in-
vestigate not only dark patterns on particular frames but observe 
sequenced interactions that would be invisible in still images. This 
was further afrmed by the recordings of the think-aloud protocol. 
If necessary, we could stop, repeat, and compare interface situations 
to get a deep understanding of the interactions the reviewers per-
formed. Because of this decision, we also noticed dark patterns that 
only surfaced after sequential interactions were taken. This allowed 
us to observe dark patterns that were not previously described and 
were potentially unique to SNSs. 

4.2 Deductive Codebook Analysis: Findings 
Answering our frst research question, we applied 44 out of the 80 
deductive codes across our dataset, highlighting how many distinct 
dark patterns occurred across the four diferent SNSs. Table 1 dis-
plays all dark patterns and shows for which SNS they were applied 
during the analysis. Of these 44 that were applied, we observed 32 
instances on each of the four SNSs. Regarding the original scope of 
individual dark pattern taxonomies, we noticed that the dark pat-
terns described by Conti and Sobiesk [9] and Gray et al. [19] were 
noticed most commonly in the context of SNS, suggesting easier 
applicability of these taxonomies. Interestingly, these sets of dark 

patterns were both originally created by analysing a wide range 
of interfaces rather than focusing on a specifc domain. Further, 
those described by Gray et al. [19] even subsumed dark pattern 
types formerly described by Brignull [7], generalising them even 
further. We also investigated which SNSs feature the largest variety 
of dark pattern types. Facebook, which contained 41 diferent types 
of dark patterns, exhibited the most variety, followed by Instagram, 
featuring 39, Twitter, where 35 diferent types of dark patterns were 
observed, and fnally Tiktok, with 37 diferent types identifed. 

While this result highlights that SNS seem to make use of a wide 
variety of dark pattern types, 36 dark pattern codes were still left 
unused, implying that these were not appropriate to describe dark 
patterns in SNSs. Three groups of dark patterns from the initial 
80 were not or only rarely applied: the proxemic dark patterns by 
Greenberg et al. [20], the gaming dark patterns by Zagal et al. [47], 
and the e-commerce dark patterns by Mathur et al. [31]. Many of 
these dark patterns were generated by describing design decisions 
in a specifc domain or context, making it almost impossible to 
apply them elsewhere. One example would be Greenberg’s captive 
audience dark pattern, which requires a "person [to] [enter] a par-
ticular area" [20] relying heavily on the actual proximity, hence 
why they are less applicable to a domain as ubiquitous as SNSs. 

Beyond overly-specifc dark patterns, others share a name, albeit 
with varying defnitions. As a result, two dark patterns with the 
same name do not necessarily apply identically to SNS. For example, 
privacy zuckering was described by Brignull [7] and Bösch et al. [5]. 
While Bösch et al. focuses specifcally on sharing more data than a 
user intends to give based on privacy settings, Brignull does not 
make this specifcation and thus leaves more room for interpretation 
and application. Hence, Brignull’s version of the dark pattern was 
applied across all four SNS during our analysis, while the version 
by Bösch et al. was only applied explicitly on Facebook and TikTok. 
In other cases, some names of dark pattern promise applicability in 
SNSs but were actually never applied as their defnition hindered 
accurate coding. An example is illustrated by the dark pattern 
immortal accounts by Bösch et al. [5]. While the name of the dark 
pattern suggests that user accounts are (almost) impossible to delete, 
its defnition refers to service providers requiring new users to sign 
up for accounts to use their service. 

4.3 Inductive Codebook Analysis: Findings 
Although 44 codes from the deductive codebook could be applied in 
the SNSs, often, new codes were required to describe interface issues 
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◦ ◦ ◦ ◦ ◦ ◦ ◦ Friend Spam Immortal Accounts ◦
Hidden Costs ◦ ◦ ◦ ◦ Information Milking • ◦ ◦ ◦
Misdirection Privacy Zuckering 

Price Comparison Prevention 

• • • ◦
◦ ◦ ◦ ◦ Shadow User Profles 

• ◦ • ◦
◦ ◦ ◦ ◦ 

Privacy Zuckering Forced Action 

Roach Motel 
• • • •
• • • • Gamifcation 

• • • •
• • • • 

Sneak Into Basket ◦ ◦ ◦ ◦ Social Pyramid • • • • 
Trick Question ◦ ◦ ◦ ◦ Interface Interference • • • • 

◦ ◦ ◦ ◦ • • • Coercion Aesthetic Manipulation •
Confusion • ◦ ◦ • False Hierarchy 

• • • • • • • Distraction Hidden Information •
Exploiting Errors ◦ ◦ ◦ ◦ Preselection 

Forced Work Toying With Emotions 

Interruption • • • • Nagging • • • • 
Manipulating Navigation Obstruction 

Obfuscation 

• • • •
• • • • Intermediate Currency 

• • • •
• • • • 

Restricting Functionalities • • ◦ ◦ Sneaking • • ◦ ◦ 
Shock ◦ • ◦ ◦ Automating The User • • ◦ • 
Trick ◦ ◦ ◦ ◦ Controlling 

Grinding ◦ ◦ ◦ ◦ Entrapping ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ • • • Impersonation Misrepresenting •

Monetized Rivalries ◦ ◦ ◦ ◦ Nickling-And-Diming ◦ ◦ ◦ ◦
Pay To Skip ◦ ◦ ◦ ◦ Two Faced ◦ ◦ ◦ ◦
Playing By Appointment ◦ ◦ ◦ ◦ Forced Acrtion (see Gray et al. [19]) 
Pre-Defned Content ◦ ◦ ◦ ◦ Forced Enrollment ◦ ◦ ◦ ◦ 
Social Pyramid Schemes ◦ ◦ ◦ ◦ Misdirection • • • • 
Attention Grabber 
Bait And Switch 

• • • ◦
◦ ◦ ◦ ◦ Visual Interference 

• • • Pressured Selling •
• • • • 

Disguised Data Collection 

◦Captive Audience ◦ ◦ ◦ Obstruction (see Gray et al. [19]) 
◦ ◦ ◦ ◦ Hard To Cancel • • • • 
◦ ◦ ◦ ◦ • • • Making Personal Info. Public Scarcity •

The Milk Factor ◦ ◦ ◦ • High-Demand Messages ◦ ◦ ◦ ◦
Unintended Relationships ◦ ◦ ◦ ◦ Low-Stock Messages ◦ ◦ ◦ ◦
We Never Forget ◦ ◦ ◦ ◦ Sneaking (see Gray et al. [19]) 

Legend: F - Facebook Hidden Subscriptions ◦ ◦ ◦ ◦
I - Instagram Social Proof • • • • 
Ti - TikTok Activity Notifcations 

Tw - Twitter Testimonials 

◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ 

Urgency 

Countdown Timer 

• • • •
◦ ◦ ◦ ◦ 

Limited-Time Messages ◦ ◦ ◦ ◦ 
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Table 1: This table ofers an overview of all 80 deductive codes used in the thematic analysis, sorted by authors. We only considered original 
sources for dark patterns to rely on unique codes and avoiding redundancy. As both Gray et al. [19] and Mathur et al. [31] include both 
high-level and low-level defnitions, we used indentation to highlight categorical diferences for these types of dark patterns. For transparency, 
we added three of Mathur et al.’s [31] high-level dark pattern categories, which were carried over from Gray et al. [19] and labeled accordingly. 
The codes were applied in four SNSs (F - Facebook, I - Instagram, Ti - TikTok, and Tw - Twitter). Codes that were identifed by either of the two 
coders conducting the thematic analysis are indicated with “•” whereas “◦” indicates that a code for a dark pattern was not found in the SNSs. 
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not yet covered. We decided early on to stick rigidly to established 
defnitions of the types of dark patterns when applying deductive 
codes to avoid ambiguity among coders. During the coding of a frst 
sample, we noticed issues were close in nature to certain deductive 
codes, but narrow wording hindered precise usage in diferent con-
texts. For instance, this was the case with the confrmshaming code. 
The underlying dark pattern, frst coined by Brignull [7], describes 
texts that guilt users into certain actions based on shameful lan-
guage. Applying an inverse strategy, we noticed various cases in 
which language was used in the form of positive encouragement to 
steer users towards a certain direction. We, therefore, created an ad-
ditional code, persuasive langugage, that we defned bidirectionally 
describing any instance where language is used to push decisions. 
In total, we defned 22 unique codes describing problematic interac-
tions or otherwise questionable interfaces that could not be coded 
using deductive codes (the entire inductive codebook, including 
code descriptions, are provided in Appendix A). As seen in Table 2, 
the 22 inductive codes did not occur across each of the four SNSs 
equally. Yet, 16 codes were applied to recording sessions on Face-
book, 15 to TikTok and Twitter, while 14 were applied on Instagram 
sessions, showing a similar propagation of dark patterns across 
SNSs. Once all twelve sessions were analysed, we applied axial cod-
ing to the 22 codes. This resulted in the identifcation of fve themes 
that describe the various types of dark patterns that are specifc 
to SNSs. Answering our second research question, these themes 
encompass: (1) interactive hooks; (2) social brokering; (3) decision 
uncertainty; (4) labyrinthine navigation; and (5) redirective condi-
tions. Moreover, we were able to assign these fve themes to two 
broader strategies, to describe practitioners’ and SNSs’ intentions 
to navigate users’ decision-making: (1) Engaging strategies and 
(2) Governing strategies. Engaging strategies envelope the themes 
interactive hoooks and social-broking, whilst governing strategies 
incorporate decision uncertainty, labyrinthine navigation, and redi-
rective conditions. Table 2 provides a complete summary of these 
fndings, including the 22 inductive codes, resulting in fve themes 
and overarching strategies. 

4.4 Engaging Strategies 
In the context of SNSs, engaging strategies cover dark patterns 
where the goal is to keep users occupied and entertained for as 
long as possible. Prior dark patterns described by Rofarello and 
Russis [35] fall under this strategy alongside Lukof et al.’s [28] 
discussion of potentially existing attention-capture dark patterns, 
which the OECD recently integrated [38]. As Table 2 indicates, 
the overall count of engaging strategies and subordinated codes is 
higher compared to those assigned to governing strategies, which 
is in line with research on people’s motivation to use SNSs [46]. 
Emerging from the fve themes, we identifed two SNS-specifc dark 
patterns - interactive hooks and social brokering - that subscribe to 
the engaging strategies (see Table 2). 

4.4.1 Interactive Hooks. We defne interactive hooks as design mech-
anisms that use rewarding schemes to keep users entertained and 
spend more time on a service. Throughout our recordings, we found 
multiple cases where such mechanisms were implemented. For ex-
ample, some form of gamifcation elements [42] were coded within 

each SNS, galvanising users to share more information about them-
selves or connect to new people (see Figure 2). In another example, 
we found that many artefacts utilise addictive mechanisms [36] 
that often provide seemingly infnite content, further coded with 
pull-to-refresh, infnite scrolling, and auto playing media. With this 
fnding, we confrm previous results of Lukof et al. [29] who looked 
at auto-playing mechanisms on YouTube. We extend their work by 
also considering four alternative SNSs. By relying on a sequence 
of interactions, these addictive mechanisms can only be described 
with difculty from still images, demonstrating the complexity in 
which dark patterns manifest in SNSs. 

4.4.2 Social Brokering. We defne social brokering as design mech-
anisms that nudge users to create multiple connections with people 
(e.g. based on similar characteristics) while suggesting new people 
to connect to, leading users to share more than they may want to a 
wider public. The name is inspired by agents whose aim is to facili-
tate connections between potential (transaction-) partners - here 
in the context of social networks. Although gamifcation strategies 
of the interactive hooks pattern already encourage users to increase 
their social connections, we found a range of artefacts specifcally 
designed for this purpose codes as social connector. Moreover, we 
noticed that each SNS customised content presented based on the 
reviewers’ usage behaviour. While in some instances the news feed 
content appeared a poor ft for the reviewers’ preferences (coded 
as false content customisation), we also found very popular content 
reappearing across the recordings, captured in the code regression 
toward the mean. Visualised in Figure 3, Brignull’s bad defaults 
pattern [7] is exploited to promote one’s account to other users also 
outside the platform itself. Figure 4 shows how Instagram nudges 
its users to upload their device’s local contacts to connect to more 
accounts quickly. However, by giving away details from private 
contacts, SNS providers can also store information from people 
who do not use their services without getting their consent frst. In 
a similar case, Facebook uses persuasive language by telling users 
to add friends in order to see more content (see Figure 5). 

4.5 Governing Strategies 
Governing strategies describe interface designs that navigate users’ 
decision-making towards the designers’ and/or platform providers’ 
goals. Essentially, these are designed to control or govern user 
behaviour. While existing dark patterns, such as interface interfer-
ence [17], ft this strategy’s scope, we shine a light on not yet dis-
cussed dark pattern types: (1) decision uncertainty; (2) labyrinthine 
navigation; (3) and redirective conditions. All these strategies share 
a limitation of users’ agency as SNS providers override users’ goals 
with their own incentives. 

4.5.1 Decision Uncertainty. We defne decision uncertainty as strate-
gies that are confusing to users by diminishing their ability to assess 
situations, leaving the user clueless as to what is expected of them 
or what options are available. Most similar to this dark pattern is the 
confusing dark pattern by Conti and Sobiesk [9]. However, in SNS, 
the strategy is not necessarily limited to incomprehensible ques-
tions or information but includes other elements, like distraction [9], 
that overwhelm users. Interface elements of the decision uncertainty 
code were so striking that we decided to promote it to a theme. 



Strategy Theme No. Inductive Code F I Ti Tw 
1. Addictive Design ◦ • • • 
2. Autoplay Content • • • • 
3. Fear Of Missing Out ◦ ◦ ◦ • 

Interactive Hook 4. Gamifcation • • • • 
5. Infnite Scrolling • • • • 
6. Pull To Refresh • • • • 
7. Reduced Friction • • • • 
8. False Content Customisation • ◦ ◦ ◦ 

Social Brokering 9. Regression Toward The Mean • ◦ • • 
10. Social Connector • • • ◦ 
11. Decision Uncertainty • ◦ ◦ • 

Decision Uncertainty 12. Clinging To Accounts • • • • 
13. Persuasive Language • • • • 
14. External Solution Search ◦ • ◦ ◦ 

Labyrinthine Navigation 15. Labyrinth • • ◦ • 
16. Hidden In Plain Sight • • • • 
17. Auto Accept Third Party Terms ◦ ◦ ◦ • 
18. Decision Governing • • ◦ ◦ 
19. Forced Access Granting ◦ ◦ • ◦Redirective Condition 20. Forced Dialogue Interaction • ◦ • ◦ 
21. Forced Grace Period • • • • 
22. Plain Evil ◦ ◦ • ◦ 

Total 16 14 15 15 
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Table 2: This table lists inductive codes and their presence within the four SNSs Facebook (F), Instagram (I), TikTok (Ti), and Twitter (Tw). 
Inductive codes observed by either of the two coders in a particular SNS session are visualised with “•” while “◦” implies that a code was not 
found. This table further shows the themes each inductive code was assigned to based on axial coding of the data and the high-level strategies 
they subscribe to - engaging strategies and governing strategies. To align with prior research of this feld, the developed themes are later 
referred to as types of dark patterns. 

(a) Screenshot from Facebook (b) Screenshot from Instagram (c) Screenshot from TikTok (d) Screenshot from Twitter 

Figure 2: Four examples of interactive hooks. Each sub-fgure contains gamifcation elements that galvanise users to widen their social networks 
or publish more information about themselves. 

Other elements obscured decision-making further. Some interfaces 
obfuscated the account deletion process (coded with clinging to 
accounts) while others used persuasive language to confuse users, 
similar to the confrmshaming dark pattern [7]. We found a quite 
unique design choice TikTok users faced when frst logging on to 
the platform: When frst opening the app after logging in, users 
are prompted with an interface asking them to choose preferred 
ad-related settings. While making their decision, both video and 
audio media is running in the background, contributing to cognitive 
overload. During the recordings, we noticed that reviewers of the 
data collection quickly complied with the platform’s preference 
that utilises interface interference [17] and visual interference [31] 
dark patterns (see Figure 6). In a second example, Twitter users 

trying to delete their accounts will only fnd an option to deactivate 
it. Although it is possible to fully delete their account by following 
this path, the wording obfuscates this possibility. 

4.5.2 Labyrinthine Navigation. We defne labyrinthine navigation 
as nested interfaces that are easy to get lost in, disabling users 
from choosing preferred settings. This pattern is often seen in SNS 
settings menus. Related to manipulating navigation [9], but not nec-
essarily steering users towards a designer’s objective. Instead, this 
dark pattern describes interface architectures, such as menus, that 
users will easily get lost in, leaving them unsuccessful in achieving 
their goals. While recording the data, especially tasks six (visit the 
personal settings) and seven (visit the ad-related settings), surfaced 
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Figure 3: Example of social brokering from TikTok where settings 
are pre-set to suggest an account within and outside the SNS. The 
interface includes bad defaults and privacy zuckering dark patterns 

Figure 4: Example of social brokering from TikTok where settings 
are pre-set to suggest an account within and outside the SNS. 

difculties for reviewers to fnd specifc settings, some of them 
coded hidden in plain sight camoufaged between a wide collection 
of other options. We noticed this issue across all four SNSs. In a par-
ticular case, we noticed one participant using Instagram to switch 
applications to an online search engine to look up the solution for 
how to fnd a specifc setting. 

4.5.3 Redirective Conditions. We defne redirective condition as 
choice limitations that force users to overcome unnecessary obsta-
cles before being able to achieve their goals. Redirective conditions 
usually favour the objectives of the SNS. The forced action dark 
pattern [17] plays an important role here, as users are required to 
frst comply with certain demands before being able to do what 
they want. In the context of SNS, this dark pattern includes passive 
functionalities, like the restriction of services that are only lifted 

Figure 5: Example of social brokering from Facebook. Once users 
reach the bottom of their timeline content, this message appears, 
nudging them to add friends to see new posts. 

after users give permissions unrelated to the functionality (coded 
as forced access granting). In related situations, we noticed forced 
dialogue interactions that required users to engage with text ele-
ments otherwise occupying desired functionalities. More specifc 
yet similar to the roach motel [7], hard to cancel [31], or account 
deletion roadblocks [21] dark patterns, a grace period of up to 30 
days was announced by all SNSs before certain deletion processes 
were accepted. The Forced Grace Period code was used in such in-
stances. When deleting content, Facebook keeps the targeted item, 
as seen in Figure 7. Trying to bypass this rule, participants found 
it difcult to fnd the particular settings that would delete their 
content immediately. Interestingly, all four SNS denied users an 
immediate account deletion, as demonstrated by TikTok in Fig-
ure 8. Each had a 30 days return option that would automatically 
reactivate accounts, even if users accidentally logged in to the SNS. 

5 DISCUSSION & IMPLICATIONS 
Our examination of four SNSs — Facebook, Instagram, TikTok, and 
Twitter — identifed instances of 44 dark patterns from a taxonomy 
of 80 codifed in prior dark pattern literature. The work also iden-
tifed instances of 22 inductive codes capturing malicious design 
artefacts that were not outlined in earlier research. Findings stem 
from expert reviews of the aforementioned SNSs carried out by six 
trained HCI researchers. Each researcher reviewed two SNSs and 
executed ten tasks designed to thoroughly understand the appli-
cations. The 22 inductive codes were then analysed, supported by 
axial coding. This resulted in the generation of fve common themes 
describing SNS-specifc dark patterns and two high-level strategies: 
Engaging strategies and governing strategies. Figure 9 summarises 
these fndings while further allocating Mathur et al.’s [32] dark 
pattern characteristics. 
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Figure 6: Example of decision uncertainty from TikTok. After frst 
logging in, users of the SNS are asked to choose preferences for 
their ad-related settings. Meanwhile, video and audio media are 
playing in the background, complicating the interaction. The inter-
face further contains interface interference, visual interference and 
hidden-legalese stipulation dark patterns. 

5.1 Dark Patterns In SNSs 
To explore the potential existence of dark patterns in SNSs, we 
began the thematic analysis by initialising a deductive dark pattern 
codebook comprising 80 dark pattern types from prior works [5, 7, 
9, 18–20, 31, 47]. Answering our frst research question regarding 
the types of dark patterns that are used across the four SNSs, we 
identifed instances of 44 types. This might suggest that the other 36 
types of dark patterns are, as our experience conducting thematic 
analysis attests, highly domain-specifc, hindering their potential 
to be applied elsewhere. 

Indeed, despite the relative success of our attempts to apply these 
dark patterns to SNSs, diferent levels of generalisability and speci-
fcation caused ambiguity decreasing confdence of coders when 
applying certain dark patterns. Some works provide alternating 
abstractions for their taxonomies. Conti and Sobiesk [9], for in-
stance, call their patterns malicious interface design techniques, as 

Figure 7: Example of redirective conditions from Facebook. When 
trying to delete a post, Facebook will instead keep the item stored 
for another 30 days. 

Figure 8: Example of redirective conditions from TikTok. Accounts 
will be kept and able to be restored for 30 days without giving users 
the choice to bypass this decision. 

the term dark pattern was not widely established at the time of 
their publication. In another work, Gray et al. [19] speak of dark 
pattern strategies, placing their fndings on a more abstract level 
as, for example, Zagal et al.’ [47] dark patterns, who speak of game 
dark patterns without further labels. 

Because we agree with the necessity to understand dark pat-
terns in diferent hierarchical contexts, we chose to include all 
taxonomies in our study to learn about diferences when they are 
applied in situations outside their original feld of application. Fur-
ther guided by our decision to remain close to provided defnitions, 
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we learned that dark patterns with abstract defnitions were ap-
plied more often throughout the SNSs. On the contrary, 36 dark 
patterns were left unused during our study. Certain dark patterns 
shared a name with varying defnitions leading to ambiguity when 
used. Some dark patterns were derived from highly specifc con-
texts, such as e-commerce [7, 31] or games [47], which hindered 
their usage elsewhere. Others contained overly precise descriptions 
descriptions [5] but could fnd usage elsewhere if phrased more 
generically. This implies that general and unspecifc dark patterns 
gain the utility to describe unethical practices and, thus, better help 
to identify interface problems. 

This implication is in line with prior research by Mathur et 
al. [31]. Aside from the identifcation of 12 dark patterns, the au-
thors found an alternative approach to abstract the basic operations 
of dark patterns by mapping them onto cognitive biases that they 
exploit [31, 32]. The authors developed six characteristics distin-
guishing overall approaches to dark patterns: (1) asymmetric; (2) 
covert; (3) deceptive; (4) hides information; (5) restrictive; and (6) 
disparate treatment. Through these characteristics, the authors 
were able to characterise a comprehensive dark pattern taxonomy 
in which we notice an accessible and extendable framework for 
future works. 

5.2 SNS-Specifc Dark Patterns & Strategies 
Answering the second research question, asking about dark pat-
terns unique to SNSs, our study revealed fve types of dark patterns 
not contained in previous work. When defning the dark patterns, 
one goal was to provide enough abstraction to enable applicability 
outside SNSs. For the same reason, we placed them in Mathur et 
al.’s [31, 32] six characteristics to allow future works to consider 
these dark patterns under their lens as well. As can be seen in Fig-
ure 9, not all of Mathur et al.’s characteristics could be applied with 
the same efectiveness or explicitness. Interestingly, we were not 
able to apply the disparate treatment characteristic at all because 
it solely contains Zagal et al.’s [47] game dark patterns which de-
scribe mechanics where games beneft players who, for example, 
buy advantages. We found none of the four considered SNSs to 
ofer distinct benefts to certain users while posing disadvantages 
to others. 

Another reason why Mathur et al.’s characteristics show lower 
efectiveness in SNSs may be described in how the two strategies 
operate, distinguishing them from prior dark pattern settings. As 
an incentive to increase time spent on their platforms, SNS need 
satisfed users. Since the implementation of harmful designs could 
act as an antagonist to this goal, jeopardising potential advertise-
ment revenue, we describe engaging and governing strategies that 
navigate users’ decision-making while possibly keeping their sat-
isfaction with the SNS high [34]. Although we cannot draw an 
easy causal connection between how dark patterns afect users 
and users’ well-being, assessing identifed SNS dark patterns fur-
ther resulted in the description of two design strategies, engaging 
strategies and governing strategies (see Figure 9). While one group 
aims to increase the time users spend on SNS, the other governs 
their decision-making by nudging users into desired directions or 
keeping them from other options by, for example, designing for 
increased friction. 

With the intent to enable future work to better build on our fnd-
ings and inspired by the types of dark patterns that showed more 
pertinence in our study, our aim was to describe our dark patterns 
to allow application outside SNS-specifc contexts. As a diferent 
environment, many games feature achievement tracks requiring 
players to regularly play the game to progress. Similar to Zagal 
et al.’s playing by appointment, it is imaginable that these games 
feature interactive hooks to keep players engaged or contain dis-
tracting elements obfuscating users’ decisions and, thus, deploying 
decision uncertainty. 

Although this work mainly contributes to the academic commu-
nity, this strand of research has gained traction outside, including 
regulation and guidelines. In a frst line of defence against violations 
of GDPR [8] requirements in SNS contexts, the EDPB [3] developed 
a guideline for designers and users to recognise and avoid dark 
patterns. However, the included dark pattern categories (overload-
ing, skipping, stirring, hindering, fckle, and left in the dark) lack 
alignment with taxonomies developed in the academic community 
that relies on empirical evidence. In this regard, we acknowledge a 
potential for better cooperation between law and HCI research to 
work on the protection of users in a joint efort. To ofer some aid 
in these eforts, our goal was to create defnitions that are broadly 
applicable. The fve dark patterns expand current taxonomies by 
the scope of SNSs, whereas the two strategies provide high-level 
categories to describe alternate burdens placed on users not yet 
covered. 

6 LIMITATIONS & FUTURE WORK 
As previously stated in Section 3, we faced certain limitations in 
the data collection phase of this work. Firstly, we decided to focus 
on only four SNSs that we deemed comparable after prior consider-
ations looking at a wider range of applications for the user count 
and similar functionalities. This limitation extends to the fact that 
we limited the review to only looking at their mobile applications. 
Although this limitation allowed us to study each SNS in a single 
modality on a deeper level, our fndings do not necessarily repre-
sent all SNSs. None of the considered SNSs indicates any usage 
of the disparate treatment characteristic, which describes discrep-
ancies in the treatment of paid and free customers, respectively. 
This might be more relevant in a study of LinkedIn, for example, 
as it ofers both free and paid subscriptions, the latter of which 
afords certain advantages like hiding one’s identity when looking 
at another user’s profle. Future work could extend our fndings 
by considering other SNSs. Secondly, we decided early on to only 
focus on mobile applications of considered SNSs, following users’ 
preferences. However, users may be faced with alternative dark 
patterns based on SNSs’ modalities, as the research by Guanawa 
et al. [21] or Schafner et al. [39] suggest. Future studies could con-
sider our results when expanding on other SNSs and modalities. 
Thirdly, this research was conducted during the COVID-19 pan-
demic. The data collection was thus conducted without supervision 
after providing necessary information, including a comprehensive 
manual. While neither screen nor voice recordings indicated confu-
sion about the tasks, room for misunderstanding remained. Thirdly, 
we relied on HCI researchers as expert reviewers. This decision is 
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ENGAGING STRATEGIES GOVERNING STRATEGIES

Interactive Hook
Asymmetry
Covert

Deceptive
Hides Information

Restrictive
Disparate Treatment

Decision Uncertainty Labyrinthine Navigation Redirective ConditionSocial Brokering

Figure 9: Summary of engaging and governing strategies with fve SNS dark patterns in two strategies - engaging and governing. For future 
work, each dark pattern was assigned corresponding attributes following Mathur et al. [31] six dark pattern characteristics. 

justifed by their competence to understand and recognise state-
of-the-art design practices, unlike regular users would be able to. 
However, by limiting reviewers’ expertise to a single domain, we 
may have missed alternative expertise that may surface additional 
fndings. Future work could consider recruiting experts with back-
grounds in cognitive science and psychology, including a thorough 
understanding of cognitive biases. Their expertise could be particu-
larly interesting in establishing connections between our current 
understanding of dark patterns and of cognitive biases. 

During the thematic analysis, we also faced some limitations. 
Firstly, we limited the deductive codebook to eight works com-
prising 81 dark patterns. We relied on Mathur [32] dark pattern 
review to get a comprehensive taxonomy. However, we decided 
to neglect dark patterns that were described outside the academic 
community, including guidelines such as those published by the 
NCC [10], CNIL [14], or the EDPB [3]. Moreover, dark patterns 
by Gunawan [21] were not included, as they were not mapped 
onto Mathur et al. [31, 32] dark pattern characteristics, making 
comparisons more difcult. Future work could generate a complete 
mapping of a comprehensive dark pattern taxonomy onto Mathur 
et al.’s characteristics. Connecting dark patterns to cognitive biases, 
as Mathur et al. propose, seems to be a natural next step for the 
dark pattern discourse. To prepare this work for this direction, we 
assigned our fndings to appropriate characteristics. In this process, 
we noticed that the current scope of characteristics does not cover 
all problematic design strategies contained in SNS. However, a thor-
ough analysis of potential cognitive biases active in SNS would 
have been outside the scope of this research. Future work could 
address this gap and extend this work by bringing together the 
studies surrounding cognitive biases and dark patterns to generate 
a resourceful and sustainable framework. 

7 CONCLUSION 
In recent years, the dark pattern landscape has expanded into vari-
ous diferent domains. In this paper, we contribute to this body of 
research through the application and expansion of a comprehensive 
taxonomy of dark patterns in the context of SNSs. Supported by 

thematic analysis, we investigate Facebook, Instagram, TikTok, and 
Twitter and confrm that the platforms all deployed a variety of 
dark patterns and design strategies aimed at limiting users’ agency, 
steering their decision-making. Findings suggest that dark patterns 
with higher grades of abstraction are easier to be applied in multiple 
contexts compared to those given narrower defnitions. Lastly, our 
results yield evidence for two high-level strategies - engaging and 
governing - containing fve types of dark patterns previously not 
described. 
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A INDUCTIVE CODEBOOK INCLUDING 
DESCRIPTIONS 

Code Description 
1 Addictive Design Features or elements that keep users hooked to content. 
2 Auto Accept Third Party Terms Unknowingly giving consent to share data with third parties per default settings. 
3 Autoplay Content Auto-playing content without further actions by the user. 
4 Clinging To Accounts Making the process of deleting an account unnecessarily difcult or reactivating 

accounts after deletion has already been initialised. 
5 Decision Governing Interface instances that navigate or steer users’ decision-making. 
6 Decision Uncertainty Users do not know what they are left in confusion and what consequences their 

decision will have. 
7 External Solution Search Not able to fnd specifc features or settings, users fall back to use search engines to 

fnd what they are looking for. 
8 False Content Customisation Shown content does not ft the users’ preferences or followed accounts. 
9 Fear Of Missing Out Feeling pressured to (re)visit specifc SNS features out of fear to miss something. 
10 Forced Access Granting Features requiring unnecessary access to special device hardware or local data. 
11 Forced Dialogue Interaction Prompting Text Boxes that require immediate attention with no option to dismiss 

them without interaction. 
12 Forced Grace Period When deleting content or accounts, users are forced to wait a minimum amount of 

days before changes become active (often 30 days). 
13 Gamifcation Playful elements that motivate users to do something by presenting artifcial progress 

and/or rewards to get more data. 
14 Hidden In Plain Sight Crucial information is often obscured by attention-grabbing interface elements. 
15 Infnite Scrolling Users can infnitely scroll through content (often, more and more suggested content 

is shown the more they progress. 
16 Labyrinth Nested interface structures users get easily lost in. 
17 Persuasive Language Emotional pressuring language to push towards a specifc direction that may not be 

in the users best interest. 
18 Plain Evil Interface elements suddenly change functionalities or are being exchanged for alter-

native ones. 
19 Pull To Refresh Pulling downward on a content-displaying interfaces will load new content. Some-

times, suggested content is shufed into the feed to give users more to look at. 
20 Reduced Friction Purposefully making certain elements easier accessible and thus pushing alternatives 

into the back. 
21 Regression Toward The Mean Users are suggested topics which most people like and thus are likely to add to the 

already existing “popular main topics”. 
22 Social Connector Requesting additional information to connect to friends/family and other social 

circles. 
Table 3: Table containing all 22 codes from the inductive codebook 
from study 1, later used to create fve themes deriving into the SNS-
specifc dark patterns. 







PUBLICATION P4

Defending Against the Dark Arts: Recognising
Dark Patterns in Social Media

Authors:

Thomas Mildner, Merle Freye, Gian-Luca Savino, Philip R. Doyle, Benjamin R. Cowan, &

Rainer Malaka

The publication contributes to the following angles:

USER GUIDELINE

This publication builds on previous findings of P3 to study Social Networking Service (SNS)

users’ ability to recognise dark patterns across two studies. The first considers Human-

Computer Interaction (HCI) experts to conduct cognitive walkthroughs across Facebook,

Instagram, TokTok, and Twitter. The second online survey recruits 193 active users of SNS.

Utilising the five dark pattern characteristics proposed by Mathur et al. (2019), this publica-

tion expands the provocation in P2 to formulise a procedure to assess dark patterns within

interfaces.

Its contribution to the thesis is twofold. By considering SNS users’ ability to recognise dark

patterns, the publication contributes to the design angle, showing difficulties among users

to effectively protect themselves. Building on these findings further, it proposes a process to

assess dark patterns in interfaces, contributing to the guideline angle.

My contribution to this paper was the study design, data collection, and analysis of the re-

sults. Further, I interpreted the data to develop a process for assessing dark patterns in user

interfaces. I drafted the manuscript and revised it before the final publication.

The contents of this chapter originally appeared in: Mildner, T., Freye, M., Savino, G.-L.,

Doyle, P. R., Cowan, B. R., and Malaka, R., “Defending Against the Dark Arts: Recognising Dark

Patterns in Social Media,” in Designing Interactive Systems Conference (DIS ’23), July 10–14,

2023, Pittsburgh, PA, USA, 2023. DOI: 1010.1145/3563657.3595964

https://doi.org/1010.1145/3563657.3595964


Defending Against the Dark Arts: Recognising Dark Paterns in 
Social Media 

Thomas Mildner Merle Freye Gian-Luca Savino 
University of Bremen University of Bremen University of St.Gallen 
Bremen, Germany Bremen, Germany St.Gallen, Switzerland 

mildner@uni-bremen.de mfreye@uni-bremen.de gian-luca.savino@unisg.ch 

Philip R. Doyle Benjamin R. Cowan Rainer Malaka 
University College Dublin University College Dublin University of Bremen 

Dublin, Ireland Dublin, Ireland Bremen, Germany 
philip.doyle1@ucdconnect.ie benjamin.cowan@ucd.ie malaka@tzi.de 

ABSTRACT 
Interest in unethical user interfaces has grown in HCI over re-
cent years, with researchers identifying malicious design strategies 
referred to as “dark patterns”. While such strategies have been de-
scribed in numerous domains, we lack a thorough understanding 
of how they operate in social networking services (SNSs). Pivoting 
towards regulations against such practices, we address this gap by 
ofering novel insights into the types of dark patterns deployed 
in SNSs and people’s ability to recognise them across four widely 
used mobile SNS applications. Following a cognitive walkthrough, 
experts (� = 6) could identify instances of dark patterns in all four 
SNSs, including co-occurrences. Based on the results, we designed a 
novel rating procedure for evaluating the malice of interfaces. Our 
evaluation shows that regular users (� = 193) could diferentiate 
between interfaces featuring dark patterns and those without. Such 
rating procedures could support policymakers’ current moves to 
regulate deceptive and manipulative designs in online interfaces. 
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1 INTRODUCTION 
Among HCI researchers, interest in the ethical implications of how 
technology is designed has seen a noticeable increase over recent 
years. One of the more widely known topics within this work is 
research that focuses on unethical design strategies, referred to as 
“dark patterns”. Cataloguing instances of dark patterns has led to a 
growing collection of interface artefacts that negatively afect users’ 
ability to make informed decisions. A common example can be seen 
in cookie-consent banners that often visually elevate options al-
lowing the tracking and storing of users’ data over alternatives to 
denying such functionalities. Originating in e-commerce [7, 33], and 
other online websites [7, 19], dark patterns describe design strate-
gies that coerce, steer, or obfuscate users into unfavourable actions 
that they may not have taken if they were fully informed [34]. 
Today, related work has identifed a multitude of designs that ft 
this defnition, including digital games [45], social networking sites 
(SNS) [23, 24, 35, 38], and mobile applications [4, 12, 19]. 

The adverse efects of dark patterns have drawn the attention of 
regulators worldwide. Examples aimed at better protecting users’ 
privacy and autonomy can be seen in the California Consumer 
Privacy Act CCPA [29] or the planned Digital Service Act (DSA) 
of the European Union [9]. Regardless of the national background, 
regulating dark patterns faces common challenges, such as a miss-
ing taxonomy, the rapid development of new dark patterns, and 
difculty identifying dark patterns that require legal interventions. 
We see that fndings from human-computer interaction (HCI) can 
support the legal discussion and legislative eforts [20] in develop-
ing a taxonomy and providing the right tools to assess and regulate 
dark patterns. Therefore, it is crucial that research advances our un-
derstanding of the implications of dark patterns in as many domains 
as possible to enable regulators and legislators to create efective 
measures to protect users. 

In this work, we take steps towards achieving this goal by (1) 
analysing the ability of experts and regular users of social media to 
identify dark patterns based on established defnitions thereof and 
by (2) studying an alternative approach to classify interfaces based 
on high-level characteristics proposed by Mathur et al. [33, 34] to 
approach an easier evaluation. As this is a relatively new research 
area, knowledge about how people perceive dark patterns is still 
limited, with a handful of studies exploring this particular aspect of 
the topic [4, 12, 32]. In light of initial moves towards regulation and 
increased attention in the scientifc literature, this work refects 
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on the current state of the dark pattern research, investigates how 
applicable current taxonomies are in domains in which they were 
not frst established, and whether current defnitions can be utilised 
as evaluation tools. Before conducting this research, we collected 69 
types of dark patterns from eight papers [5, 7, 11, 17, 18, 22, 33, 45], 
further included in Mathur et al.’s [34] literature review. While we 
are aware that recent work have updated the overall corpus of dark 
patterns [23, 36], which we could not include in our studies, the 
focus of this research is to aim for a simplifed recognition tool to aid 
policy-makers’ and regulators’ eforts. For this endeavor, we turn 
towards SNSs as we still lack certain insights about how malicious 
interfaces manifest in this context. Additionally, the omnipresent 
nature of SNSs afords constant investigation as research repeatedly 
highlights negative efects posed on their users’ well-being [2, 3]. 
Aiming to aid regulatory eforts, we address these research gaps 
based on two research questions: 

RQ1 Can dark patterns taxonomies be used by experts to identify 
and recognise instances in SNSs? 

RQ2 Are regular SNS users able to diferentiate between interfaces 
with and without dark patterns? 

We answer these questions through two studies. In the frst, we 
conducted cognitive walkthroughs with six HCI researchers aimed 
at investigating whether current dark pattern taxonomies can be 
used to assess and identify dark patterns in novel interfaces. The 
four SNSs included in the study were Facebook, Instagram, TikTok, 
and Twitter. In a second study, we conducted an online survey to 
learn about the recognisability of dark patterns by regular SNS users. 
In contrast to the frst study, we did not provide participants of the 
second study with the complete corpus of dark pattern research 
but instead relied on fve questions adopting Mathur et al.’s [33, 34] 
high-level dark pattern characteristics with the aim of assessing 
the malice of a particular interface design. While this hinders an 
immediate comparison between both studies, our evaluation of this 
alternative process shows that regular users are able to generally 
recognise dark patterns. Conclusively, dark patterns were not rated 
to be very malicious (using Mathur et al.’s [33, 34] fve high-level 
characteristics) but participants were able to successfully discern 
dark patterns from a selection of interface screenshots collected 
from Study 1, that either did or did not contain them. We also pro-
pose that a similar approach, one that is not fundamentally linked 
to specifc examples of dark pattern design, could introduce more 
fexibility and practicality into current legislation processes and 
would better future-proof legislative eforts aiding the protection 
of users. 

2 RELATED WORK 
In this section, we will approach relevant research to identify, recog-
nise, and regulate dark patterns from two directions. We will begin 
by establishing a taxonomy of dark pattern types resulting from 
the collaborative efort of prior research. This taxonomy is later 
used in our frst study. Afterwards, we highlight work studying 
the perception and recognition of dark patterns, a necessary step 
towards successful regulation. We then outline the form of current 
approaches and strategies in the fnal paragraphs of this section. 

2.1 Dark Pattern Taxonomy 
Here, we attempt to provide a relatively comprehensive overview 
of the current dark patterns landscape. To provide a summary of the 
taxonomy used in our studies, Table 1 presents key contributions 
taken from Mathur et al.’s [34] earlier review on dark pattern liter-
ature. As we deem it important for our studies that the defnitions 
for dark patterns should be the result of empirical research, we 
decided to limit the scope for the eight academic contributions part 
of Mathur et al.’s literature review [34]. Although more holistic 
guidelines exist, these are not included as they tend not to provide 
enough empirical evidence in their defnitions. This left eight aca-
demic works that met our criteria, which collectively presented 69 
diferent types of dark patterns that are outlined below in chrono-
logical order. Brignull [7], who frst coined the term dark pattern, 
initialised the current body of work with twelve types that concern 
online design strategies. In a similar efort, Conti and Sobiesk [11] 
defned eleven types of malicious strategies based on a one-year 
data collection. Although their work was published before the term 
dark pattern gained the recognition it sees today, we refer to their 
results as dark patterns for the sake of conciseness. Ofering seven 
game-specifc dark patterns, Zagal et al. [45] studied tricks used 
in that industry to create, for example, competition or disparate 
treatment through unethical practices. In another work, Greenberg 
et al. [22] were interested in the possible exploitation of spatial 
factors when discussing dark patterns through the lens of prox-
emic theory. The result introduces eight types of proxemic dark 
patterns like speculative technologies targeting users with specifc 
advertisements using public displays. Closely related to the Privacy 
by Design concept [25], and thus particularly interesting for our 
research, Bösch et al. [5] collected eight types of dark patterns 
enveloping schemes that target data collection and limitations of 
users’ agency to customise their personal preferences. 

Taking a diferent approach, Gray et al. [19] looked to investigate 
how dark patterns are created in the frst place. Here, researchers 
analysed an image-based corpus of potential types of dark patterns 
using a qualitative approach while relying on Brignull’s original 
taxonomy. They defne fve types of dark patterns that practitioners 
engage in when developing manipulative designs. Following this 
research, Gray et al. [17] applied content analysis on 4775 user-
generated posts collected from the Reddit sub-forum r/assholedesign. 
Their result provides six properties “asshole designers” subscribe to. 
Interested in the number of web services embedding dark patterns, 
Mathur et al. [33] applied hierarchical clustering to identify that 
11% of shopping websites employ text-based dark patterns based 
on a collection of more than 11k samples. Evaluation of their data 
generated twelve dark patterns embedded in shopping websites. 

These works bring together 69 types of dark patterns. Notice-
ably, various domains have been investigated, widening our under-
standing of these strategies’ origins. However, there is currently 
a potentially important gap regarding SNS-related platforms like 
Facebook, Instagram, TikTok, and Twitter – platforms that many 
people interact with frequently in their day-to-day lives. A growing 
body of research already illustrates problems with users accurately 
recollecting the amount of time they spend on SNSs and the fre-
quency in which they use these services [13, 27, 39]. Concerns are 
also growing regarding alarming implications SNSs have on their 
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Brignull Conti & Sobiesk Zagal et al. Greenberg et al. Bösch et al. Gray et al. Gray et al. Mathur et al. 
2010 [7] 2010 [11] 2013 [45] 2014 [22] 2016 [5] 2018 [19] 2020 [18] 2019 [33] 

· Trick Questions 
· Sneak Into Basket 
· Roach Motel 
· Privacy Zuckering 

· Confrmshaming 

· Disguised Ads 
· Price Comparison 

Prevention 

· Misdirection 

· Hidden Costs 
· Bait and Switch 

· Forced Continuity 

· Friend Spam 

· Coercion 

· Distraction 

· Forced Work 

· Manipulating 

Navigation 

· Restricting 

Functionality 
· Trick 

· Confusion 

· Exploiting Errors 
· Interruption 

· Obfuscation 

· Shock 

· Grinding 

· Impersonation 

· Monetized Rivalries 
· Pay to Skip 

· Playing by 

Appointment 
· Pre-Delivered 

Content 
· Social Pyramid 

Schemes 

· Attention Grabber 
· Bait and Switch 

· The Social Network 

Of Proxemic Contracts 
Or Unintended 
Relationships 
· Captive Audience 
· We Never Forget 
· Disguised Data 

Collection 
· Making Personal 
Information Public 
· The Milk Factor 

· Privacy Zuckering 

· Hidden Legalese 
Stipulations 
· Shadow User Profles 
· Bad Defaults 
· Immortal Accounts 
· Information Milking 

· Forced Registration 

· Address Book 

Leeching 

· Nagging 

· Obstruction 

· Sneaking 

· Interface Interference 
· Forced Action 

· Automating the User 
· Two-Faced 

· Controlling 

· Entrapping 

· Nickling-And-Diming 

· Misrepresenting 

· Countdown Timers 
· Limited-time 

Messages 
· High-demand 

Messages 
· Activity Notifcations 
· Confrmshaming 

· Testimonials 
of Uncertain 
Origins 
· Hard to Cancel 
· Visual Interference 
· Low-stock Messages 
· Hidden Subscriptions 
· Pressured Selling 

· Forced Enrollment 

Table 1: This table shows 69 types of dark patterns described in eight related works. Columns are in chronological order in which these works 
were published. 

users’ well-being [3, 40, 43, 44]. Filling this gap, the research pre-
sented here considers the current discourse to review the presence 
of these described dark patterns in four major SNS platforms. 

2.2 Perceiving Dark Patterns 
Interested in the cognitive biases dark patterns exploit, Mathur et 
al. [33] analysed their dark patterns further and recognised fve 
common characteristics in which these dark patterns operate: asym-
metric; restrictive; covert; deceptive; and information hiding. In a 
follow-up efort, Mathur et al [34] applied these characteristics to 
prior dark pattern taxonomies while extending the framework to 
include a sixth characteristic named disparate treatment. Collec-
tively, this framework promises an alternative and interesting tool 
to study dark patterns. To test its utility outside its original scope, 
our research applies this framework to recognise dark patterns 
in SNSs. Instead of focusing entirely on the identifcation of dark 
patterns, a multitude of works considers end-users’ perspectives of 
dark patterns. In this sense, Di Geronimo et al. [12] sampled 240 
popular applications from the Google Playstore and analysed each 
for contained dark patterns based on Gray et al.’s [19] taxonomy. 
Based on 10-minute cognitive walkthroughs, their results indicate 
that 95% of tested applications yield dark patterns. An ensuing 
online survey revealed that the majority of users fail to discern 
Dark Patterns in 30-second video recordings of mobile applications. 
However, their ability to identify harmful designs improves when 
educated on the subject. In line with prior research, including Maier 
and Harr’s [32] confrmation of users’ difculty to recognise dark 
patterns [32], Bongard-Blanchy et al. [4] reinforce these implica-
tions through their online survey studying participants’ ability to 
recognise dark patterns. Studying the efects browser modalities 
have on the number of dark patterns users are faced with, Gunawan 
et al [23] conducted a thematic analysis on recordings of various 
online services. Their work describes twelve previously not de-
scribed dark patterns, including extraneous badges that describe 
nudging interface elements, like coloured circles, which provoke 
immediate interaction. Trying to understand Facebook users’ con-
trol over ad-related settings, Habib et al. [24] demonstrate that the 
SNS does not meet users’ preferred requirements. Considering dark 

patterns in their work, the authors discuss problematic interface 
structures limiting users’ agency to choose settings efciently and 
to their liking. This limitation is further discussed by Schafner et 
al. [38], who demonstrate difculties for users to successfully delete 
their accounts across 20 SNSs. Their success rate was additionally 
impacted by the modality in which a particular SNS is accessed. 

Investigating persuasive designs, Utz et al. [42] demonstrate how 
nudging interfaces can shift users’ decisions towards a preset goal. 
In a similar vein, Graßl et al. [21] showed evidence that nudges 
prevent informed decisions. In their experiments, users were ei-
ther faced with banners visually promoting a privacy-diminishing 
option or a reverted interface where the option protecting users’ 
privacy was promoted instead. Related eforts of this community 
highlight current shortcomings of the GDPR [8] to achieve its goals. 
Reviewing compliance of consent management platforms, Nouwens 
et al. [37] show that only 11.6% of websites from a corpus of 10k 
met the minimum requirements of European law. Reviewing the 
GDPR for its objectives to give users control over their data, Boyens 
et al. [6] fnd that users experience serious problems, leading to 
decreasing trust in institutions that should protect them. 

These works collectively show that the responsibility to avoid 
dark patterns can and should not solely fall onto users. Additional 
protection needs to come from other sources, such as the better 
implementation of regulations, while research needs to foster our 
understanding of dark patterns’ origins as well as exploited strate-
gies. We contribute to the latter by turning towards SNSs. Unlike 
prior work, our study utilises Mathur et al.’s dark pattern charac-
teristics as a framework to learn about users’ ability to recognise 
dark patterns in this domain. 

2.3 Regulating Dark Patterns 
The advantages of interdisciplinary eforts between HCI and legal 
scholars have recently been shown in Gray et al.’s [20] work study-
ing consent banners from multiple perspectives. The negative ef-
fects of dark patterns in online contexts are not a new phenomenon 
in law. Protecting users and consumers from manipulation, unfair 
practices, and imbalances has always been a subject of legislation. 
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Diferent laws can afect single design patterns, including data pro-
tection law, consumer law, and competition law, depending on their 
impact on consumers, traders, and personal data [28, 30]. Recently, 
attempts to regulate dark patterns as a whole have arisen. Especially 
the European Union started to draft legislation that specifcally tar-
gets dark patterns. The Commission’s proposal for a Digital Service 
Act [9] (DSA) and the Commission’s proposal for the Data Act [10] 
explicitly provide a defnition for dark patterns in their recitals. 

A key challenge is to legislate patterns that are rapidly evolving 
while adopting new strategies to pass regulation, yet maintaining 
their malice. In the context of SNSs, our study draws attention 
to tools of HCI that could support legal decisions. Picking up on 
these works, legislators and regulators could utilise the existing 
knowledge about dark patterns to extend current approaches to 
protecting peoples’ privacy on further problematic designs that 
potentially harm their well-being. In the presented work, we explore 
a novel approach to evaluate the malice of interfaces of four SNSs 
based on high-level characteristics proposed by Mathur et al. [34]. 

3 STUDY 1: COGNITIVE WALKTHROUGH 
The purpose of this study is to see whether defnitions of dark pat-
terns can be used to recognise similar design strategies in domains 
other than the ones they were initially identifed in. We, therefore, 
considered four SNSs (Facebook, Instagram, TikTok, and Twitter) 
where we had six HCI researchers review mobile applications in the 
form of cognitive walkthroughs [26]. Each researcher was asked 
to complete ten tasks designed for identifying and recording any 
instances of dark patterns on the SNSs’ mobile applications. The 
decision to investigate exactly these four SNSs is based on their 
overall popularity [41], comparable features, and similar user bases. 
As the experiment was conducted during the COVID-19 pandemic, 
participants completed their walkthroughs without supervision. 
Study 1 aims to answer the following research question: Can dark 
patterns taxonomies be used by experts to identify and recognise 
instances in SNSs? 

3.1 Reviewers 
For this experiment, we recruited reviewers who have strong ex-
pertise in HCI and UX research and design. In a similar fashion 
to regulators who have to decide whether a problematic interface 
requires legal action or not, our participants needed to meet the 
necessary qualifcations to identify dark patterns. Their knowledge 
of best practices in interface design and user experience makes 
them more susceptible to recognising potential issues compared to 
users without access to this particular expertise, as shown in prior 
research [4, 12]. Recruitment involved reaching out to researchers 
with backgrounds in cognitive science, computer science, and me-
dia science who also specialised in HCI research. Participation was 
on a voluntary basis. In total, we selected six participants (3 fe-
male, 3 male) from the authors’ professional network. The average 
age of the panel was 28.33 years (�� = 1.63), with an average 
experience in HCI research of 3.83 years (�� = 1.47). All partici-
pants worked in academia in HCI-related research labs. Five are of 
German nationality, while one reviewer is Russian. While all partic-
ipants had experience in interface design, except for one, none had 

prior knowledge of dark pattern academic research. Before conduct-
ing the study, each participant was provided with the necessary 
information on the topic before we obtained their consent. To pro-
tect them from the unethical consequences of dark patterns, we 
provided each participant with devices, new accounts for the SNSs, 
and data to be used during the study. This is further elaborated in 
subsection 3.2 Preparation. 

3.2 Preparation 
After receiving their consent for participating in this study, each 
reviewer received two smartphone devices, a factory reset iPhone 
X (iOS 14.5) and a Google Pixel 2 (Android 11), with the social 
media applications already installed to ensure the same version1 

was used by each participant. Both iOS and Android devices were 
used to distinguish between problematic interface designs caused 
by the applications and those linked to the operating systems. Also, 
each participant was provided with a new email account and phone 
number so they could create new user profles for their assigned 
platforms. This was done to respect participants’ privacy and to 
avoid customisation of accounts from previous usages that may 
impact participants’ experience and, subsequently, their fndings. 
Lastly, we stored some amount of media content on each device 
as part of the cognitive walkthrough, afording the participants to 
create and post content. Again, this ensured that participants did 
not have to share any personal information with the SNS. 

3.3 Procedure 
One key element of this study is an extracted dark pattern tax-
onomy based on Mathur et al.’s [34] work, including a review of 
the dark pattern landscape. The taxonomy, featuring 69 distinct 
types (see Table 1), was given to each reviewer after a one-hour-
long introduction to the topic, followed by another hour to resolve 
unanswered questions mitigating inconsistencies in reviewers’ ex-
pertise. Despite reviewers’ backgrounds in HCI-related felds, this 
introductory session ensured a common understanding of current 
conceptualisations of dark patterns. After the introduction, each re-
viewer was handed informational material containing the presented 
information and the defnitions of the 69 dark pattern types. This 
material is provided in the supplementary material of this paper. 
To maintain further consistency throughout the study, we created 
ten tasks reviewers were asked to complete during the cognitive 
walkthroughs [26]. Five of these tasks were adapted from research 
conducted by Di Geronimo et al. [12] that evaluated popular ap-
plications on the Google Play Store. Inspired by elements of their 
methodology, we increased the amount of time each SNS should 
be investigated to approximately 30 minutes based on a pre-study. 
This decision allows us to understand the interfaces of the four 
SNSs on a deeper level. Lastly, each reviewer was assigned two of 
the four SNSs ensuring that each application was reviewed three 
times by independent people on both iOS and Android operating 
systems. After a reviewer completed their walkthrough, we saved 
the stored recording data from the devices before setting them up 

1Installed versions consistent throughout Study 1: Facebook (iOS: 321.0.0.53.119; An-
droid: 321.0.0.37.119); Instagram: (iOS: 191.0.0.25.122; Android: 191.1.0.41.124); TikTok 
(iOS:19.3.0; Android: 19.3.4); Twitter (iOS: 8.69.2; Android: 8.95.0-release.00). 
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for the next session. Below are the ten tasks each reviewer per-
formed. Tasks taken from or worded closely to Di Geronimo et 
al. [12] are highlighted by an asterisk. Items 1, 9, and 10 were added 
to improve the task fow, whilst items 4 and 5 were developed to 
address typical SNS activities such as creating and sharing personal 
content and networking. 

1. Turn on screen recording on each device. 
*2. Open the app and create an account to log in and then out. 
*3. Close and reopen the app. 
4. Create any kind of content, post it, and delete it. 
5. Follow and unfollow other accounts. 
*6. Visit the personal settings. 
*7. Visit the ad-related settings. 
*8. Use the application for its intended use (minimum of fve min-

utes): 
I Describe the natural fow of the app – what did you use it 
for? 

II Could you use the app as you wanted or did some features 
’guide’ your interactions? 

III how easy was it to get distracted and if so what distracted 
you? 

9. Delete your account. 
10. Turn of screen recording and save the recording. 

4 RESULTS OF STUDY 1 
In this study, we considered a dark pattern taxonomy comprising 
69 individual types of dark patterns (see Table 1) across mobile 
applications for the SNSs Facebook, Instagram, TikTok, and Twitter. 
Ofering an answer to our frst research question, the six partici-
pants identifed a total of 548 dark pattern distinct instances from 
the considered 69 types that can be associated with descriptions con-
tained within the taxonomy provided. Participants found �� = 232 
dark pattern instances in Facebook, �� = 96 in Instagram, �� � = 95 
in Twitter, and �� � = 125 in Twitter. Figure 1 presents four screen-
shots that demonstrate examples of dark patterns identifed by 
participants across each of the four SNSs. Close inspection shows 
multiple types of dark patterns at play in each image. Although the 
four SNSs were selected based on similar functionalities and user 
bases, we do not compare results across platforms. Despite their 
similarities, each SNS contains unique features that distinguishes 
them from the others. Also, the number of functionalities between 
the SNSs varies considerably, with Facebook containing many more 
options for users to engage with than alternatives. Instead, we re-
port descriptive statistics that will then be further elaborated on in 
the discussion section of this paper. 

4.1 Recognised Types of Dark Patterns 
Of the 69 types of dark patterns contained in the taxonomy partici-
pants were provided with at the beginning of this study, 31 distinct 
types were identifed, leaving the remaining 55.07% unrecognised 
across any of the four SNSs. All recognised dark patterns can be 
seen in Figure 2. For brevity, only key illustrative instances are 
reported here, while the full analysis will be included in the sup-
plementary material. Across the four SNSs, two dark pattern types 
stood out the most: With a total of 58 recognised instances, Gray et 
al.’s Interface Interference [19] (i.e. interfaces that privilege certain 

elements over others confusing users to make a particular choice) 
was most readily identifed by participants, whilst Mathur et al.’s 
Visual Interference [33] (i.e. interfaces that deploy visual/graphical 
tricks to infuence users’ choices) was next most widely observed 
with 51 instances. The third most frequently identifed dark pat-
tern was Gray et al.’s Obstruction [19] dark pattern (interfaces that 
make certain actions unnecessarily difcult to demotivate users) 
recognised 47 times. Bösch et al.’s Bad Defaults [5] (privacy settings 
are pre-set to share users’ personal information by default) came 
fourth with 44 instances, closely followed by 40 counts of Brignull’s 
Privacy Zuckering [7] (tricks to deceive users into sharing more 
personal information than intended) dark pattern. 

4.2 Types of Dark Patterns That Have Not Been 
Recognised 

While 44.93% of dark pattern types were recognised during the 
cognitive walkthrough, the other 55.07% were not. Almost all dark 
pattern taxonomies contained some dark patterns that were recog-
nised. However, the taxonomy by Zagal et al. [45], being video-game 
focused, did not contribute any specifc dark patterns that were 
recognised. This result shows that not all dark pattern types are 
relevant for each domain. By adding new dark pattern types to the 
overall collection for each domain, regulators have increasingly 
more items to consider complicating their endeavour if they are to 
use them as guides. 

4.3 Dark Patterns Co-Occurrences 
To learn more about how dark patterns interact with each other, 
we also analysed them for co-occurrences. We used the software 
ATLAS.ti [16] to calculate the co-occurrence coefcient between 
any two dark patterns, which is based on the Jaccard similarity 
coefcient [15] returning a c-coefcient � . Interestingly, the data 
revealed that although two patterns are described diferently, their 
working can be rather similar in the context of SNSs. Intersec-
tions between Interface Interference ∩ Visual Interference (� = 0.85, 
� = 50 co-occurrences), Forced Action ∩ Forced Work (� = 0.89, 
� = 25 co-occurrences), and Roach Motel ∩ Hard to Cancel (� = 0.71, 
� = 17 co-occurrences), for instance, follow this example. However, 
like the intersection between Misrepresenting ∩ Immortal Accounts 
(� = 0.55, � = 12 co-occurrences) or Privacy Zuckering ∩ Bad 
Defaults (� = 0.35, � = 22 co-occurrences), most co-occurrences 
are indications for interfaces yielding multiple distinct dark pat-
terns simultaneously. Due to the overall co-occurrence data set is 
too large to be fully represented here, it has been included in the 
supplementary material. 

5 STUDY 2: ONLINE SURVEY 
Findings from Study 1 suggest existing taxonomies feature numer-
ous types of dark patterns that are not applicable to SNSs and 
that some dark patterns employed by SNSs are not incorporated 
in earlier taxonomies. In this second study, we adopted a diferent 
approach to identifying dark patterns in interfaces. Instead of rely-
ing on fxed descriptions and defnitions of existing dark patterns, 
we developed a questionnaire consisting of fve questions based on 
dark pattern characteristics previously highlighted by Mathur et 
al. [34]. These higher-level characteristics go beyond dark pattern 
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(a) Screenshot from Facebook (b) Screenshot from Instagram (c) Screenshot from TikTok (d) Screenshot from Twitter 

Figure 1: Example screenshots from Study 1. Figure 1a contains the dark patterns Hidden-Legalese Stipulations (A), Misdirection (B), Interface 
Interference (C), Visual Interference (D), Privacy Zuckering (E), and Address Book Leeching (F). Figure 1b contains the dark patterns Privacy 
Zuckering (A), Address Book Leeching (B), Hidden-Legalese Stipulation (C), Interface Interference (D), and Visual Interference (E). Figure 1c 
contains the dark patterns Hidden-Legalese Stipulation (A), Interface Interference (B) and Visual Interference (C). Figure 1d Privacy Zuckering (A), 
Interface Interference (B), and Visual Interference (C). 

defnitions by descriptively organising dark patterns from existing 
literature [34]. Following this approach, study 2 aims to address 
the following research question: Are regular SNS users able to 
diferentiate between interfaces with and without dark patterns? 

5.1 Screenshots 
We used sixteen screenshots along with the aforementioned ques-
tionnaire to evaluate people’s ability to recognise dark patterns 
within screenshots of the four SNSs. While eight of the sixteen 
screenshots contained dark patterns, the other eight did not and 
served as control. All screenshots were sampled from the previous 
study (see Figure 3 for four example images). Regarding those that 
contained dark patterns, two conditions had to be met: Screen-
shots had to (1) represent all fve characteristics by Mathur et al. 
while (2) contained dark patterns had to be identifed by at least 
two expert reviewers. Furthermore, we avoided using screenshots 
that contained dark patterns that only emerge through procedural 
interactions taken by users (e.g. Roach Motel). Consequently, two 
authors of this paper ensured to pick screenshots where the dark 
patterns were recognisable on a static image, for example by de-
ploying visual/aesthetic (e.g.Visual Interference) or linguistic (e.g. 
Confrmshaming) manipulations.Screenshots that did not contain 
dark patterns were carefully selected by sampling situations where 
expert reviewers did not recognise any dark pattern. This was ad-
ditionally validated by two authors of this paper to ensure no dark 
pattern had been accidentally overlooked. Using these screenshots, 
we test whether participants can generally recognise dark patterns 
and whether they can diferentiate between screenshots with and 
without dark patterns. 

5.2 Methodology 
To investigate our research question, we conducted an online survey. 
The survey was divided into three parts: (1) screening for partici-
pants’ SNS usage behaviour, (2) a dark pattern recognition task, and 
(3) a demographic questionnaire. In total, the survey featured 25 
question items (included in supplementary material) and took on 
average 12:22 minutes (�� = 9:45) to complete. As we were inter-
ested if regular social media users could asses dark patterns in SNS, 
only participants who indicated previous and regular use of social 
media platforms were included in the sample. This was achieved us-
ing screening questions about previous social media usage. Before 
evaluating the sixteen screenshots, participants were provided with 
the following defnition of dark patterns by Mathur et al.’s [34]: 
“user interface design choices that beneft an online service by coerc-
ing, steering, or deceiving users into making decisions that, if fully 
informed and capable of selecting alternatives, they might not make”. 
For each of the sixteen screenshots, participants had to frst answer 
if they thought dark patterns were present in the screenshot based 
on the defnition of dark patterns by Mathur et al.’s [34] with ’Yes’, 
’No’ or ’Maybe’. In the next step, participants then had to answer if 
they saw dark patterns in the screenshot based on Mathur’s dark 
pattern characteristics [34]. For this, we developed fve questions 
adopting the characteristics [34], which participants rated based 
on a unipolar 5-point Likert-scale (see Table 2). Available responses 
ranged from “Not at all” to “Extremely”. After assessing all fve 
characteristics, they moved on to the next screenshot. Screenshots 
were delivered in a randomised order between participants. Once all 
screenshots were assessed, the survey concluded by collecting basic 
demographic data from each respondent, including age, gender, 
current country of residency, and an optional feld to give feedback. 
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Mathur 2019 [33] 
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Figure 2: Summary of the occurrences of all 69 considered dark 
pattern types in four SNSs.Of the 69 types 31 were recognised. Pri-
vacy Zuckering1 refers to Brignull’s [7] description while Privacy 
Zuckering2 refers to Bösch et al.’s defntion [5]. 

Characteristic Question 

Asymmetric Does the user interface design impose unequal 
weights or burdens on the available choices 
presented to the user in the interface? 

Covert Is the efect of the user interface design choice 
hidden from the user? 

Deceptive Does the user interface design induce false be-
liefs either through afrmative misstatements, 
misleading statements, or omissions? 

Hides Infor- Does the user interface obscure or delay the 
mation presentation of necessary information to the 

user? 
Restrictive Does the user interface restrict the set of 

choices available to users? 
Table 2: This table lists the introductory questions Mathur et al. 
(2019) [33] gave for each dark pattern characteristic. 

5.3 Participants 
To calculate an appropriate sample size needed to answer our re-
search questions, we conducted an a priori power analysis using the 
software G*Power [14]. Given our study design, to achieve a power 
of 0.8 and a medium efect size, the analysis suggested a total sam-
ple size of 166. Participants of this survey were recruited from two 
sources: (1) The Reddit forum r/samplesize [1] and (2) Prolifc [31]. 
For redundancy, we invited 90 people, more than our power analysis 
suggested. After receiving their consent to participate in this study, 
256 participants were recruited and completed the online survey. 
Of these 256 participants, 26 were recruited via Reddit [1] and 230 
via Prolifc [31]. Initially, we recruited participants from Reddit to 
assess the feasibility of our study design. After this was ensured 
and we successfully verifed that the retrieved data was equal in 
quality to the data gained from Prolifc, both sets were accumulated. 
Compensation for participating in this study was rewarded with 
£7.2 per hour, with individual compensation dependent on partic-
ipants’ time needed to complete the study (mean = 12.2 minutes, 
�� = 8.76 minutes). We excluded 63 data sets in total due to: failure 
to complete the questionnaire; failed attention checks (questions 
with a single true answer to measure participants’ engagement); 
not meeting inclusion criteria; completing the questionnaire in un-
realistic times based on a priori testing; and if they replied with the 
same option over 95% of instances. Eventually, data from a total of 
193 participants were included in the analysis, thus satisfying the 
estimate of the power analysis. 

6 RESULTS OF STUDY 2 
In this section, we present the results of the online survey. The 
results are split into three parts: (1) demographic data on our par-
ticipants, (2) results on whether participants can recognise dark 
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A

B

A,E

C,D

(a) Screenshot With Dark Patterns -
Facebook 

(b) Screenshot With Dark Patterns -
Twitter 

(c) Screenshot Without Dark 
Patterns - Facebook 

(d) Screenshot Without Dark 
Patterns - Instagram 

Figure 3: Four example screenshots used in study 2, sampled from study 1. Figure 3a contains the dark patterns Interface Interference (A), 
Confrmshaming (B), Address-Book Leeching (C), Privacy Zuckering (D), andVisual Interference (E). Figure 3b contains the dark patterns Interface 
Interference (A), and Visual Interference (B). Importantly, Figure 3a and Figure 3b were presented to participants without annotations. Neither 
Figure 3c nor Figure 3d contain any dark patterns. In total, sixteen screenshots were used in study 2 - eight containing dark patterns and eight 
that do not. 

patterns based on the defnition of dark patterns by Mathur et 
al. [34], and (3) whether they can diferentiate between screenshots 
with and without dark patterns based on Mathur’s dark pattern 
characteristics (see Table 2), as a recognition task including the 
69 diferent individual dark pattern types would have exceeded 
the scope and purpose of this online survey. Instead, we relied on 
Mathur et al.’s high-level dark pattern characteristics. For each of 
the fve dark pattern characteristics (asymmetry; covert; deception; 
information hiding; and restriction) participants rated on a 5-point 
Likert scale (“Not at all” - “Extremely”), how much the characteristic 
was present in the screenshot. For each screenshot, this resulted in 
an average rating. Figure 5 demonstrates how the screenshots were 
used to generate these ratings. This procedure allows us to compare 
participants’ ratings between the diferent screenshots. Using this 
approach, the maximum rating for a screenshot featuring all dark 
pattern characteristics corresponds to [4, 4, 4, 4, 4] and thus an av-
erage rating of 4, while a minimum rating for a screenshot without 
dark patterns corresponds to [0, 0, 0, 0, 0] and thus an average rating 
of 0. In total, all 193 survey respondents rated (193 ∗ 16 = 3088) 
3088 screenshots. 

6.1 Demographic Information 
The mean age across individuals was � = 27.91 years (�� = 9.53), 
with 155 identifying as female and 35 as male. The remainder (N=3) 
identifed as either non-binary or with a third gender. When asked 
about their current country of residence, the participants replied 
as follows: Australia (4); Canada (35); France (1); Greece (1); Hong 
Kong - S.A.R. (1); Ireland (11); Japan (1); South Africa (2); Spain (1); 
United Kingdom of Great Britain and Northern Ireland (40); United 
States of America (96). In terms of how frequently participants used 

the internet, 189 self-reported using the internet on a daily basis, 
with the remainder (N=4) using it more than once per week. An 
inclusion criterion for participation was a previous experience with 
at least one of the four SNSs. Therefore, we asked participants about 
their usage of Facebook, Instagram, TikTok, and Twitter. Regarding 
Facebook, 138 participants reported actively using it, 20 do not use 
it, and 35 used to use it but not anymore. 167 participants currently 
use Instagram, while 15 do not use it, and 11 have used it but do not 
anymore. Looking at TikTok, 134 participants use it currently, 55 do 
not, and 4 have used it but do not anymore. Lastly, 112 participants 
actively use Twitter, 51 are not using it, whereas 30 used to but do 
not anymore. 

6.2 Generally Recognising Dark Patterns 
For the eight screenshots that did feature dark patterns, when 
asked if respondents notice any malicious interface elements in the 
screenshot, 426 screenshots received a “yes” rating, 408 a “maybe”, 
and 710 a “no” rating. In contrast, for the eight screenshots that did 
not contain dark patterns, 143 received a “yes” rating, 269 a “maybe”, 
and 1132 a “no” rating. A Wilcoxon signed rank test with continuity 
correction shows signifcant diferences between the two groups of 
screenshot ratings (� = 89253, � − ����� < 0.0001, � = 0.37). Thus, 
we see that more people noticed malicious elements in screenshots 
that contained dark patterns. 

6.3 Diferentiating Between Screenshots With 
and Without Dark Patterns 

Our previous results showed that people generally see diferences 
between the two types of screenshots. We can thus test whether 
people rate screenshots diferently when they show dark patterns 
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Figure 4: This box plot visualises the diferences in which partici-
pants, who were provided with a defnition for dark patterns, rated 
the screenshots after being asked if they noticed any malicious de-
signs. The fgure shows a signifcant diference between participants’ 
ratings of screenshots containing dark patterns versus those that do 
not. 

compared to screenshots with no dark patterns according to Mathur 
et al.’s [33] fve characteristics. We thus calculated the median total 
rating for screenshots that featured dark patterns and the same for 
screenshots that did not feature dark patterns. Across all screen-
shots which featured dark patterns, we fnd a median rating of 
1.2 (���� = 1.26, �� = 1.02) compared to a median rating of 0.2 
(���� = 0.69, �� = 0.81) for screenshots without dark patterns 
(see Figure 4). A Wilcoxon signed-rank test results in a signifcant 
diference between the two ratings (� = 669900, p-value < 0.0001, 
� = 0.3). Given that non-dark pattern screenshots received a sig-
nifcantly lower median average rating than dark pattern screen-
shots, we conclude that people recognised a diference between 
screenshots containing dark patterns and those that did not base on 
questions adopting the fve characteristics. We further observe a dif-
ference in participants’ perceptions of the two types of screenshots. 
While the median rating of screenshots without dark patterns is 
0.2, very close to 0 (“Not at all”), the median rating of screenshots 
with dark patterns is 1.2 (“A little bit”), relatively low considering 
a maximum rating of 4 (“Extremely”). This implies that while par-
ticipants distinguish screenshots with and without dark patterns 
with a signifcant diference, based on the fve characteristics, their 
rating is overall rather low. 

6.3.1 Per Characteristic Rating. Based on participants’ diferent 
ratings for dark pattern versus non-dark pattern screenshots, we 
gain a more detailed view of the applicability of the individual 
characteristics. We consider the median scores here because the data 
is not normally distributed. Overall, the median data indicates that 
across screenshots of the same kind, each characteristic contributed 
to the assessment, with a rating of 1 for screenshots that contain 
dark patterns and 0 for those not featuring dark patterns. 

To further validate the fve characteristics, we investigated their 
relationship to the malice rating from section 6.2. We performed a 
multiple linear regression to see how well the individual characteris-
tics predict the malice rating. The result shows a F-statistic p-value 
of < 0.0001, suggesting that at least one of the fve characteristics is 
signifcantly related to the malice score. Considering each t-statics, 
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Comparison of Five Characteristics 
Dark Pattern Screenshots 

Asym- Covert Restric- Decep- Hides 
metry tive tive Info. 

mean 1.42 1.21 1.40 1.02 1.27 
median 1.00 1.00 1.00 1.00 1.00 
SD 1.26 1.20 1.18 1.18 1.26 

Non-Dark Pattern Screenshots 
mean 0.71 0.80 0.84 0.60 0.80 
median 0.00 0.00 0.00 0.00 0.00 
SD 1.03 1.08 1.12 0.99 1.11 

Table 3: Overview of the mean, median, and standard deviation of 
participants’ ratings of dark pattern and non-dark pattern screen-
shots according to Mathur et al.’s [33] fve characteristics: assymetric, 
covert, restrictive, deceptive, and information hiding. 

Comparison Of Screenshots 
Dark Pattern Screenshots 

F1 F2 I1 I2 Ti1 Ti2 Tw1 Tw2 

mean 1.40 1.42 1.45 1.21 1.76 1.14 0.60 1.12 
median 1.40 1.40 1.40 1.20 1.80 1.00 0.40 1.00 
SD 1.08 0.94 1.08 0.99 1.06 0.99 0.73 0.89 

Non-Dark Pattern Screenshots 
FA FB IA IB TiA TiB TwA TwB 

mean 1.06 0.66 0.45 0.54 0.69 1.10 0.39 0.56 
median 1.00 0.20 0.00 0.20 0.40 1.00 0.00 0.20 
SD 0.99 0.92 0.71 0.73 0.81 0.99 0.65 0.75 

Table 4: Overview of the mean, median, and standard deviation of 
participants’ ratings per dark pattern and non-dark pattern screen-
shot. Each of the four SNSs was represented with two screenshots 
containing dark patterns and two that did not. The letters in the 
screenshots’ labels refer to a particular SNS: F = Facebook; I = Insta-
gram; Ti = TikTok; Tw = Twitter. 

further analysis revealed that the characteristics asymmetric (t <
0.001) and restrictive (t = 0.004) show a signifcant association with
the malice score. The remaining characteristics covert (t = 0.053), de-
ceptive (t = 0.081), and hides information (t = 0.074) do not yield such
association, however. Thus, changes in those three characteristics 
do not signifcantly afect the malice score in our model. 

6.3.2 Per Screenshot Rating. Considering the screenshots inde-
pendently, we gain further insights into the diferences between 
average scores. This allows us to notice the efectiveness and sen-
sitivity with which this approach measures the malice in a single 
screenshot. Across the eight screenshots containing dark patterns, 
seven screenshots have median ratings >1, while the median rating 
for one screenshot is 0.4 (see Table 4, Tw1). Looking at the non-dark 
pattern screenshots, six were rated with a median <1, while two 
screenshots have a median rating of 1 (see Table 4, F1 and Ti2). 

7 DISCUSSION 
This work presents insights from two studies, widening our un-
derstanding of how dark patterns manifest in SNSs and exploring 
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a novel approach to evaluate the malice of interfaces. As online 
regulations have been shown to lack protection of users [6], we 
were interested in the efectiveness of current regulations that aim 
to shield users from dark patterns. Based on a comprehensive tax-
onomy, we let experienced HCI researchers apply dark patterns, 
by means of their descriptions, to four popular SNSs (Facebook, 
Instagram, TikTok, and Twitter). Although a range of dark patterns 
has been recognised, the results of the frst study bear certain dif-
culties that hindered the process and thus highlight a necessity for 
more efcient approaches to recognising dark patterns. Exploring 
an alternative approach to evaluate the malice of interfaces, we 
defned fve questions based on Mathur et al.’s [33] dark pattern 
characteristics. Letting regular users rate screenshots sampled from 
recordings of the frst study, we found a potential measure in this 
approach that can be of aid for regulatory strategies. In this section, 
we discuss the applicability of dark pattern research as a tool to 
evaluate interfaces in relation to regulation. 

7.1 A Taxonomy As Evaluation Tool 
We acknowledge that the applied taxonomy, including entailed 
dark patterns from eight works, was not designed as a tool for the 
assessment of dark patterns and covers diferent scopes regarding 
their level of abstraction. While research on dark patterns moves 
forward, expanding our knowledge of the types of dark patterns 
that exist, we believe that it is important to refect on the current 
status quo and consider the multitude of fndings in new contexts. 
Study 1, therefore, tests the utility of dark patterns to identify their 
instances in SNSs. With the successful recognition of a range of 
these dark patterns in SNSs, the results of our frst study imply 
that the chosen approach is suitable for identifying dark patterns in 
domains that may lie outside their original scope, ofering an answer 
to our frst research question. Tainting these results, however, we 
noticed certain issues that posed difculties to the reviewers when 
executing their tasks. 

Overall, 31 out of 69 considered dark patterns were recognised, 
leaving another 31 not applicable in the context of SNSs. Especially 
game-related dark patterns [45] and those inspired by proxemic 
theory [22] were not all or rarely noticed. In contrast, dark patterns 
by Gray et al. [19] were identifed more frequently. This implies 
that expert reviewers found it easier to recognise dark patterns 
that were described more abstractly compared to domain-specifc 
ones suggesting similar efectiveness in identifying dark patterns 
in regulatory contexts. A particular difculty in this study emerged 
from dark patterns that shared the same names. Brignull’s [7] Con-
frmshaming dark pattern, for instance, was carried over by Mathur 
et al. [33] who remained with its original defnition, making it 
confusing as to which version should be applied when a related 
dark pattern is recognised. Other candidates - Privacy Zuckering by 
Brignull [7] and Bösch et al. [5] and Bait and Switch by Brignull [7] 
and Greenberg et al. [22] - were given distinct descriptions result-
ing in diferent applicability in SNSs. Contrary to this difculty, 
the results of our co-occurrence tests show that dark patterns with 
diferent names apply in same interfaces. We see two possible expla-
nations for this: (1) Provided descriptions of two dark patterns are 
too close, clouding distinct applications, at least in the context of 
SNSs. A high co-occurrence between Interface Interference [19] and 

Visual Interference [33] can be explained this way. Alternatively, (2) 
two diferent dark patterns complement each other creating par-
ticularly problematic situations. Here, Privacy Zuckering and Bad 
Default do not describe the same interface problems but Privacy 
Zuckering profts from the Bad Default dark pattern as the latter 
will often result in users sharing more data unknowingly. 

7.2 Assessing the Malice of Interfaces 
The results of study 1 indicate that abstract and distinct criteria 
are most efcient for evaluating the presence of dark patterns in 
interfaces. Study 2, therefore, explores an alternative approach 
by relying on Mathur et al.’s [33] fve high-level characteristics 
to assess the malice of interfaces. Based on their framework, we 
developed fve questions that we used to study regular users’ abil-
ity to recognise dark patterns based on screenshots of the four 
SNSs. Answering our second research question, the results of this 
second study show that users were generally able to distinguish 
between screenshots featuring dark patterns and those that did 
not. However, ratings for the dark pattern screenshots indicate 
some difculties as scores were considerably low (average median 
= 1.2), given that the maximum score a screenshot could receive 
is 4. Yet, participants’ ability to diferentiate screenshots based on 
these fve characteristics suggests the promising efectiveness of 
this approach. Past work has found difculties among participants 
in avoiding dark patterns [12, 32]. While our data suggest similar 
difculties, our second study’s results further support suggestions 
by Bongard-Blanchy et al. [4], who have shown that informing 
users about dark patterns helps to identify them. 

This is further supported by the median ratings of each evalu-
ated characteristic of the sixteen screenshots. We notice that across 
the eight dark pattern screenshots, each rating is 1 (“A little bit”), 
whereas the median rating for non-dark pattern screenshots is 0 
(“Not at all”), as shown in Table 3. This consistency across partici-
pants implies that all characteristics contribute to the assessment of 
dark patterns in screenshots. Considering individual median ratings 
per screenshot (see Table 4), we see this consistency almost entirely 
confrmed. With regards to the dark pattern screenshots, partici-
pants were able to correctly identify malicious interfaces in seven 
out of eight instances (87.5%). In non-dark pattern screenshots, par-
ticipants accurately determined no presence of dark patterns six 
out of eight times (75%). As neither the taxonomy nor Mathur et 
al.’s [33] characteristics were designed to identify or recognise dark 
patterns in SNSs, this attempt opens a possible pathway for future 
directions of dark pattern research. Relying on more abstract char-
acteristics ofers a promising approach to evaluating new interfaces. 
Figure 5 visually demonstrates this approach. If an interface is sus-
pected of containing any number of dark patterns, it is evaluated 
using a 5-point Likert-scale (“Not at all” - “Extremely”) according to 
the fve questions adopting Mathur et al.’s [33] characteristics. The 
maliciousness of the interface can then be determined by consider-
ing each characteristic’s rating based on their individual values or 
as an average calculated from all fve. We gain further support for 
this model through the multiple linear regression showing a highly 
signifcant relationship between the questions and the malice score. 
Individually, two characteristics – asymmetry and restrictive – main-
tain this highly signifcant association while three do not, leaving 
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My Profile

SyncNot now

Find Friends
Upload your personal contacts to
find them here. You can also
sync friends from other social
networks to connect to them.

Covert

Deception

Information Hiding

Restriction

Not at all Extremely

Not at all Extremely

Not at all Extremely

Not at all Extremely

Asymmetry
Not at all Extremely =3

=1.6

=2

=3

=0

=0

Figure 5: This fgure demonstrates the approach to assess malice in interfaces by applying questions based on Mathur et al.’s [33] dark pattern 
characteristics. First, an interface is selected which is suspected of containing any amount of dark patterns. Using the fve questions described 
in Table 2, the interface can then be evaluated using a Likert-scale from “Not at all” to “Extremely”. In this example, we demonstrate this based 
on a fve-item scale. The result are independent ratings for each characteristic, which can be averaged into a single digit. 

room for future improvement. The nature of this study describes an 
experimental setup aiming to assess the malice in interfaces better. 
The general statistical signifcance of both users’ ability to difer-
entiate between malicious and harmless design as well as in our 
multiple linear regression afrms the utility of such characteristics 
and our model. This approach allows further insights into the types 
of dark patterns present in the interface by considering which char-
acteristics they subscribe to. As participants of the second study 
only had to meet the criteria of being regular users of SNSs, we 
believe that more experienced evaluators could be able to evaluate 
interfaces more sensitively. Although this work utilises a total of 69 
types of dark patterns, we acknowledge that our work has left new 
gaps for future work to consider SNS-specifc types of dark pat-
terns. Meanwhile, recent eforts have extended our knowledge of 
dark patterns in SNSs [23, 24, 36, 38], which leaves room for future 
updates of our research.However, while these prior eforts describe 
dark patterns that occur in SNSs based on qualitative approaches, 
to our knowledge, this research is among the frst to quantitatively 
assess dark patterns in SNSs while considering both experts’ and 
users’ ability to recognise them in this environment. Moreover, we 
extend the current discourse with a possible measure to access the 
malice of interfaces, regardless of their origin, by not requiring 
a complete corpus after all. Instead, relying on wider character-
istics enables users to assess this malice based on fve simple yet 
extendable, high-level dimensions. 

7.3 Paving The Way For Regulations 
The variety of dark pattern types shows how far-stretched mis-
chievous strategies in online domains can be. Still, they all have 
one thing in common: They harm users. Regulators and legislation 
already have powerful tools to ensure the protection of end-users. 
However, not all regulations are equally efective. To support this, 
fndings from HCI research on dark patterns can aid existing ap-
proaches to protect peoples’ privacy on problematic designs. The 
presented work has mainly two implications for legislative eforts 

regarding dark patterns. The frst one addresses the problem that 
the law is prone to lag behind dark patterns evolution, suggesting 
alternative approaches are needed to protect users successfully. 
The regulation of dark patterns must, on the one hand, be con-
crete enough to address manipulative mechanisms and, on the 
other hand, abstract enough to capture future developments. Our 
fndings show that research in HCI constantly explores new dark 
patterns resulting in diverse taxonomies, as depicted in Figure 1. 
Nevertheless, we see that recognising dark pattern characteris-
tics on a meta-level is convincing and, referring to Mathur et al.’s 
high-level characteristics [33], might be a promising approach to 
achieving a shared conceptualisation. This suggests that generalis-
able defnitions and characterisations are better suited and more 
future-proof to assess dark patterns in various domains. We argue 
that fndings from HCI can support legislative eforts by providing 
dark pattern characteristics based on empirical research and ofer-
ing a sustainable vocabulary helping lawmakers to get ahead of 
developments of unethical designs. Such characteristics could be a 
basis for a legal defnition and a general ban on dark patterns. The 
second implication deals with recognising dark patterns in prac-
tice. Tools from HCI have the compelling potential for supporting 
courts and authorities since they could objectively measure the 
manipulation efect of a design (e.g. Figure 5). Ofering authorities 
a tool to evaluate the malice of interfaces easily, the proposed score 
determines the degree to which a specifc design is either harmless 
or contains malicious features based on empirical evidence. Here, 
the goal lies in the identifcation of a certain score within the sweet 
spot, or threshold, that most accurately distinguishes between in-
terfaces with dark patterns from those without. Our results show 
that even regular users are able to correctly diferentiate between 
malicious and harmless interfaces. Professionals and trained people 
would likely perform similar tasks with even better accuracy. Con-
sequently, the fndings and tools from HCI research can become a 
considerable and valuable instrument in the decision-making pro-
cesses of authorities. Ultimately, HCI research can pave the way 
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for regulators to act on observed exploitation in interfaces that can, 
but are not limited to, target users’ personal data or manipulate 
their decision space, provoking potentially harmful actions. 

8 LIMITATIONS & FUTURE WORK 
Both studies of this work yield certain limitations. Firstly, study 
1 was conducted during the COVID-19 pandemic, which meant 
that the experiment was conducted without supervision. Although 
recordings do not suggest misunderstandings across reviewers, a 
present study supervisor can ofer additional assistance. While 
we aimed to consider a range of SNSs, the number of platforms 
available today limited us to four applications with similar func-
tionalities. Although the chosen SNSs present popular platforms, 
we neglected important services like YouTube or Twitch, featuring 
video-streaming platforms, but also messenger services like What-
sApp or Telegram, which each entail large user bases. Future work 
could consider alternative SNSs that were not in the scope of this 
work. As Mathur et al.’s [34] sixth Disparate Treatment characteris-
tic was not applied at all during the reviews, meaning that none of 
Zagal et al.’s [45] dark patterns were recognised in SNSs, it would 
further be interesting to consider SNSs that ofer paying users dif-
ferent experiences (e.g. LinkedIn, Twitch, or YouTube). Also, future 
work could include recording instances of users sharing their data 
in- and outside of SNSs, as we did not include such a task in our 
cognitive walkthroughs. Study 1 was further limited by the selec-
tion of dark patterns included in our taxonomy. Because we decided 
only to include dark patterns that resulted from empirical research, 
we excluded those part of guidelines and regulations. Furthermore, 
Gunawan et al. [23] propose twelve additional dark patterns that 
we did not include as our experiment was conducted at the time of 
their publication. Future work could include further types of dark 
patterns for gaining an even deeper understanding of dark patterns 
in SNSs. Moreover, our methodology proved fruitful gaining us 
important insights into dark patterns in SNSs. Future work could 
adopt this approach to utilising the existing corpus of dark pattern 
knowledge when investigating dark patterns in other domains. 

In study 2, we tested our evaluation approach based on screen-
shots to assess the malice of interfaces. While results indicate cer-
tain accuracy in participants diferentiating between screenshots 
containing dark patterns and those that do not, our results do 
not allow us to make any statements about how well participants 
identifed specifc dark patterns. Furthermore, the screenshots are 
limited to showing dark patterns within a single stage on a static 
image. While we made sure to choose dark patterns, which are 
recognisable on screenshots, this limitation excludes possible dark 
patterns that rather work on a procedural level during an interac-
tion. To reach participants, we used the online research platform 
Prolifc [31] to generate a convenience sample, restricted only to 
users who have prior experience with SNSs and are fuent in the 
English language, as screenshots were in English. However, we 
did not aim for a representative sample. Surprisingly, we noticed 
that 80,3% of the participants identifed as females skewing the 
demographic. Although we did not notice any diferences between 
individual participants’ ratings, we acknowledge that the data set 
is biased towards females. Moreover, we decided to rely on regu-
lar users as participants for this study. As our fndings suggest a 

novel approach to aid the regulation of dark patterns, it would be 
interesting the see how related professionals such as regulators 
and legal scholars recognise dark patterns in a similar study. This 
could further be enhanced by additional characteristics that better 
incorporate malicious interfaces currently not covered. Also, Gu-
nawan et al. [23] suggest that dark patterns may exist in SNSs to 
a diferent extent in their desktop modality. While we identifed a 
host in SNSs for existing dark patterns, this work considers dark 
patterns that are not specifc to this domain. As many described 
dark patterns have their origin in online shopping websites, future 
work could investigate social media platforms to describe unique 
dark patterns here. This further includes the characteristics from 
Mathur et al. [33], which we used in our survey. Although the re-
sults of the multiple linear regression indicate a highly signifcant 
relationship between the questions and the malice score, only two 
out of fve characteristics also yielded signifcant associations. This 
invites future research to advance our model and develop a suitable 
questionnaire for improved assessment. 

9 CONCLUSION 
In this paper, we examined four popular SNS platforms (Facebook, 
Instagram, TikTok, and Twitter) for dark patterns, advancing re-
search in this context. Based on a cognitive walkthrough with six 
HCI experts, we learned which dark patterns occur in SNSs by con-
sidering a taxonomy based on prior fndings in this feld. Results of 
this study show that while this approach ofers detailed insights, it 
lacks certain efciency while posing difculties to reviewers. Con-
sidering these results, we designed a novel approach to assess the 
malice of interfaces based on high-level characteristics. In a second 
study, we tested this alternative demonstrating a tool to recognise 
dark patterns in screenshots. Taking a legal perspective on current 
regulations for dark patterns, we discuss the fndings of our second 
study, shining a light on how HCI research can aid the protection 
of SNS users. 
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ABSTRACT 
Advances in natural language processing and understanding have 
led to a rapid growth in the popularity of conversational user inter-
faces (CUIs). While CUIs introduce novel benefts, they also yield 
risks that may exploit people’s trust. Although research looking at 
unethical design deployed through graphical user interfaces (GUIs) 
established a thorough understanding of so-called dark patterns, 
there is a need to continue this discourse within the CUI community 
to understand potentially problematic interactions. Addressing this 
gap, we interviewed 27 participants from three cohorts: researchers, 
practitioners, and frequent users of CUIs. Applying thematic analy-
sis, we construct fve themes refecting each cohort’s insights about 
ethical design challenges and introduce the CUI Expectation Cycle, 
bridging system capabilities and user expectations while consid-
ering each theme’s ethical caveats. This research aims to inform 
future development of CUIs to consider ethical constraints while 
adopting a human-centred approach. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI ; In-
teraction design theory, concepts and paradigms; Ubiquitous 
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computing; • Social and professional topics → User characteris-
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1 INTRODUCTION 
Conversational systems have been around since the mid-20th cen-
tury [17, 99]. However, recent technological advances in natural 
language processing and understanding have led to conversational 
user interface (CUI) interactions becoming common in many peo-
ple’s daily lives [50]. Today, CUIs come in two key forms: text-based 
chatbots, which are often used in commercial settings to fulfl cus-
tomer service roles (e.g., IBM Watson 1, Amazon Lex 2), and voice 
assistants, which are commonly integrated into smartphones and 
smart home devices (e.g., Apple’s Siri 3, Amazon Alexa 4, Google 

1https://www.ibm.com/watson 
2https://aws.amazon.com/lex/ 
3https://www.apple.com/siri/ 
4https://alexa.amazon.com/ 



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Mildner, et al. 

Assistant 5). Following the claims of CUI developers, the technology 
promises novel ways to interact with service providers efciently, 
intuitively, and seamlessly [87, 92]. The rapid growth of these tech-
nologies is mirrored by increased interest among researchers within 
the human-computer interaction (HCI) community [27, 83, 91]. 

Yet, many users experience frustration when engaging with 
CUIs [23] that negatively impacts their overall experience. Accord-
ing to the literature, frustrations stem from exaggerated expec-
tations among users regarding communicative competence that 
current CUIs cannot live up to. For instance, anthropomorphic CUI 
design can lead to unrealistic expectations of near-human-level per-
formance when interacting with such devices [26]. However, what 
users generally experience is a call-and-response type interaction 
rather than a free-fowing conversation. While recent eforts in 
generative artifcial intelligence (AI) mitigate some of these short-
comings of traditional CUI interactions, recent work shows similar 
limitations remaining in large language models (LLM) [49]. In a sim-
ilar vein, privacy and trust-related issues are said to limit the scope 
of tasks that users are willing to perform with a system [26, 62]. 
The lack of transparency around how personal data is recorded 
and used can also become an obstacle for users in taking full ad-
vantage of CUI capabilities, again limiting the contexts in which 
people are willing to use them [23, 84]. To mitigate these issues, 
recent work ofers domain-specifc design heuristics [56] or frame-
works to guide user engagement [100]. Still, further guidelines 
are needed as the technology advances from its infancy. Suggest-
ing a lack of sufcient guidelines, practitioners adopt graphical 
user interfaces (GUIs) best practices to account for the unique af-
fordances that CUIs present [16, 46, 56]. However, we ought to 
be wary of the ethical implications as recent work in HCI voices 
serious concerns regarding unethical practices in contemporary 
GUIs – providing a taxonomy of deceptive design patterns often 
referred to as “dark patterns”, which inhibit users’ decision-making 
to beneft service providers [12]. Although malicious incentives 
prevail in CUIs [19, 79], we currently have a limited understanding 
of how unethical design manifests in the context of CUIs and which 
ethical caveats require consideration. We, therefore, see an oppor-
tunity to proactively address concerns akin to recently addressed 
deceptive design issues that required legislative and regulatory 
actions [18, 60, 81] to protect users in GUI contexts. 

To that end, we aim to gain insights regarding ethical caveats for 
CUI design. Here, the dark pattern discourse supports this endeav-
our by providing a novel angle to understand unethical design in 
problematic CUI interactions. In the context of this work, we refer 
to ethical caveats as considerations practitioners need to make to 
avoid adopting design strategies or features that undermine users’ 
autonomy or deceive them into making choices that are not neces-
sarily in their best interests. To that end, this work explores ethical 
concerns around the design of current CUI systems, as well as po-
tential issues that may arise in the future, among three specifc 
cohorts: (1) researchers who focus their work on CUIs, (2) practi-
tioners who develop CUIs, and (3) frequent users who engage with 
CUIs at least once a week. To our knowledge, this work presents 
the frst to consider multiple perspectives to assess CUIs based on 

5https://assistant.google.com/ 

ethical caveats. In total, we interviewed 27 people to address the 
following research question: 
RQ: Which ethical caveats should be considered when designing 

CUI interactions, and how should they be addressed? 
In answering this research question, this work has two main 

contributions. Firstly, fve themes outline ethical caveats in CUI 
design: Building Trust and Guarding Privacy, Guiding Through Inter-
actions, Human-like Harmony, Inclusivity and Diversity, and Setting 
Expectations. Secondly, we introduce the CUI Expectation Cycle, a 
framework promoting ethical design considerations by incorporat-
ing our fve themes. This framework responds to repeated demands 
for design guidelines to mitigate problematic interactions and neg-
ative user experiences expressed by practitioners while addressing 
users’ concerns and expectations. 

2 RELATED WORK 
The related work of this paper encompasses the current develop-
ment of ethical awareness in HCI and CUI research. The section 
begins with recent work from the CUI community, addressing de-
sign and technology limitations and showcasing a need for explicit 
guidelines for practitioners. We will then briefy outline work ad-
dressing unethical design practices (a.k.a. dark patterns), currently 
most widely discussed in GUI research. The lack of such work in 
CUI research emphasises a need to consider similar issues when de-
veloping chatbots and voice assistants and motivates our research. 
Lastly, we will review recent advances in developing CUI-related 
guidelines and best practices. 

2.1 Design and Technology-based Limitations 
Due to the distinct afordances they present, CUIs have to over-
come design challenges that cannot simply be borrowed from other 
felds [70]. In particular, the use of language, uttered or typed, 
as a primary input for CUIs poses problems regarding the ease 
with which users can explore their functionalities [9, 15, 96] or 
restricting the assessment of a system’s capabilities and bound-
aries [30, 47, 62]. This is afrmed by users’ inability to recall the 
exact command needed for a response from their device [21, 79], 
limiting interactions to memorised prompts. 

Further difculties are linked to expectations users have toward 
CUIs. These expectations are steep as it is proposed that users can 
talk to their devices intuitively via a principal way of communi-
cation: language. However, in daily use, CUIs often fall short of 
their users’ expectations [23, 26, 62, 95]. The degree of dissatis-
faction this encourages among users has even led some experts 
in the feld to suggest practitioners should rethink the “Conver-
sational” part of “Conversational User Interfaces” altogether [86]. 
High user expectations also stem from anthropomorphic design 
features that encourage users to see CUIs as “social actors”, a term 
coined by Nass and Brave in their Computers are Social Actors 
(CASA) paradigm [71]. Anthropomorphic design has measurable 
efects through users aligning their speech patterns when talking to 
CUIs, as explored by Cowan et al. [22]. Although anthropomorphic 
design can serve benefcial purposes such as increased technology 
acceptance [22, 54, 90, 96] and can infuence the user experience 
positively [96], there are several usability [54] and ethical prob-
lems [4, 32] associated with overusing anthropomorphic design 
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features. Lacey and Cauwell [55], for instance, studied dark pat-
terns in connection to social robots, which could exploit “cuteness” 
attributes to coerce users’ decisions and are only possible through 
anthropomorphic design. 

While Seymour and Van Kleek [90] found a link between relation-
ship development and anthropomorphic CUI design, Kontogiorgos 
et al. [54] voice a note of caution: although an anthropomorphic 
social agent led to a higher degree of engagement and sociabil-
ity compared to a smart speaker without human-like traits, they 
also found that task-completion time with an embodied anthropo-
morphic agent was 10% higher compared to a disembodied smart 
speaker. They link this to the anthropomorphic agent being per-
ceived as a “socially present partner in conversation” [54, p 138]. 
In a similar vein, Lee et al. [59] note a preference in users towards 
physically present CUIs over invisible ones based on a user study 
describing their mental model when interacting with CUIs. In re-
cent work, Dubiel et al. [28] spotlight a connection between trust 
and anthropomorphic traits of CUIs. Realising ethical caveats, the 
authors propose four design strategies to calibrate trust while avoid-
ing anthropomorphic features to enhance user engagement. Hence, 
whilst anthropomorphic agents often seem to be preferred, they can 
lead to increased expectations and inadequate attributions of capa-
bilities. This makes the design and implementation of human-like 
cues a delicate balancing act. Including human traits in CUI design 
can foster engagement and acceptance. However, concurrently, po-
tential negative consequences for usability if users overestimate 
their CUI’s abilities need to be considered. 

Problems also arise from more general technical difculties as-
sociated with datasets used to train LLMs that underpin CUI capa-
bilities. Specifcally, LLMs are said to contain and reproduce highly 
biased worldviews, leading them to “overrepresent hegemonic view-
points” [4, p 610]. A lack of data representing marginalised social 
groups increases their marginalisation even further. This is the case, 
for instance, with older adults, users with speech impairments or 
pronounced idiosyncrasies, or speakers with a strong colloquial 
dialect, vernacular, and/or accent for whom speech recognition per-
forms poorer than for standard language speakers [3, 44, 53, 65, 85]. 
As a result, diverse cultural experiences and identities are under-
catered, leading to “othering” referring to the alienation of certain 
(social) groups resulting in marginalisation or exclusion in social 
contexts [65]. Where contemporary and commercially available 
CUIs initially promise natural language understanding and natural 
interactions, this promise only holds for a certain group of users. 
For example, African-American Vernacular English (AAVE) speak-
ers need to adapt their speaking style and/or apply less natural 
speech patterns, like code-switching, to cater for a CUI’s limited 
capabilities [44]. These technological and design limitations hint at 
a lack of user-centred approaches at the end-user’s expense. This 
is highlighted in work done by Blair and Abdullah [5], who iden-
tify the challenges of deaf and hard-of-hearing individuals using 
smart assistants in daily contexts. If marginalised groups are ne-
glected in development processes, many will be unable to use the 
resulting systems [5, 44], posing unethical consequences [45]. This 
work considers diferent perspectives and, in part, investigates how 
marginalised groups can be better addressed in the design phases 
of CUIs. 

2.2 Summary of Dark Patterns 
Research on dark patterns has illustrated a wide range of appli-
cations where problematic design occurs [37, 64, 69, 101] while 
demonstrating a limited focus in the scope of CUIs [19, 79]. Ad-
jacent literature guides our work to understand design areas that 
require further attention from practitioners to avoid unethical de-
sign in CUIs. After Brignull coined the term “dark patterns” in 
2010 [12] and initialised a frst set of twelve dark patterns, numer-
ous researchers have set out to describe unethical practices in GUI 
interfaces. In 2022, however, Brignull promoted the term “deceptive 
designs” instead of dark patterns to address the risk of the term 
being racially misappropriated [12]. Recently, the ACM Diversity, 
Equity, and Inclusion Council [1] added the term to their list of 
controversial terminologies. However, critique against the term 
“deceptive design” has been voiced as it is deemed too vague to 
describe the scope and precision of its predecessor, lacking refer-
ence to pattern language [2] while linking “dark” not to malicious 
intent but something that is hidden [76]. Another argument is that 
such interfaces do not only deceive but also obstruct, coerce or 
manipulate users [64, 76]. We acknowledge that, at the time of 
writing this paper, no perfect term exists to convey all unethical 
and problematic issues. As the community seeks a better term [39], 
we opted to use the term “dark patterns” in this work to maintain 
consistency and continuity with previous research. 

Today, the dark patterns terrain has widened throughout numer-
ous domains, including, but not limited to, mobile applications [24], 
e-commerce [37, 63], and social media [43, 64, 68, 69, 88]. Collec-
tively, dark pattern research has produced a taxonomy of individual 
design strategies (for an overview, we refer to Gray et al.’s on-
tology [38]). In an attempt to capture the diverse nature of dark 
patterns, Mathur et al. [63] describe fve characteristics: asymmetry, 
covert, deceptive, hides information, and restrictive (see Appendix A, 
Table 4 for a more detailed overview of the characteristics). The 
authors ground their work on prior dark pattern research and their 
study based on a large-scale investigation of over 11,000 shopping 
websites. Each characteristic is introduced as a dimension where 
dark patterns manifest, while a single dark pattern can contain 
aspects of multiple characteristics. Moreover, characteristics are de-
scribed through distinct mechanisms that restrict informed decision-
making (e.g. user interfaces promote specifc choices over others or 
hide relevant information from the user). Our work utilises these 
characteristics during the interviews to learn about interviewees’ 
views on potential unethical designs in CUIs. 

Despite this growing feld of research, most work focuses on 
GUI artefacts, and only limited work considers dark patterns in the 
context of CUIs. Surveying CUI users on twelve scenarios involving 
voice-based systems, Owen et al. [79] establish a ground for future 
work by highlighting the importance of considering dark patterns in 
this environment, which fnds further support by the provocation by 
Mildner et al. [66] from the same year. The need for further research 
is also mirrored in a recent review by De Conca [19], who showcases 
the presence of known dark patterns in speech-based CUI systems. 
Thereby, the work not only highlights potential diferences of dark 
patterns in CUIs compared to their GUI counterparts. The work 
further concerns necessary regulatory actions, emphasising the 
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need for more tailored considerations, as contemporary regulation 
mainly concerns GUI dark patterns. 

Importantly, studies have repeatedly shown difculty among 
users to recognise and identify dark patterns sufciently [24], or 
with low accuracy [7], even if provided information about dark pat-
terns [7, 67]. Users’ inability to safeguard themselves places them 
in a vulnerable and exploitable situation that requires particular 
design considerations. In this context, it would be benefcial for 
practitioners to be guided by ethically aligned guidelines, which 
could aid in the development of user-centred systems that poten-
tially empower users to make informed decisions. 

Setting out to protect end-users of technologies, we aim to in-
crease our understanding in this feld by consulting practitioners, 
researchers, and frequent users. Led by the momentum of this dis-
course, we aim to draw attention to ethical caveats in CUI design 
as the technology becomes more ubiquitous. As practitioners often 
work under diverse ethical constraints, leading to the unconscious 
or unwilling deployment of unethical design [35], we aim to provide 
concepts to avoid implementing dark patterns to begin with. 

2.3 Guidelines & Best-Practices 
Spanning work including Nielsen’s ten usability heuristics [73] and 
Friedman et al.’s Value Sensitive Design [31], HCI has produced a 
range of important frameworks, guidelines, and best practices to 
aid practitioner’ eforts. Yet, often recorded frustration and negative 
experiences of CUI users indicate a lack of application or applica-
bility of these aids in this domain. This issue has been addressed by 
various researchers [46, 56, 70]. Ghosh et al. [33] highlights a lack 
of accuracy for the system usability score [13, 14] — a prominent 
measure of subjective perceptions of usability of systems – when 
used to evaluate CUIs. To address this problem, recent work inves-
tigates the possibility of transferring concepts known to work for 
GUIs and other interfaces toward the context of CUIs. Langevin et 
al. [56], for instance, adapt Nielsen’s heuristics within the context 
of CUI interaction. Similarly, Klein et al. [51] revise the widely used 
UEQ questionnaire [58] and extend it with scales for response be-
haviour, response quality, and comprehensibility to mirror aspects 
important for the user experience of CUIs. Indeed, various reviews 
of CUI research note the lack of validated measures of user percep-
tion as an ongoing problem that calls into question the reliability of 
this body of work due to a lack of continuity in how concepts are 
defned [16, 52, 89]. To date, there has been only one validated scale 
of this nature available to CUI researchers, known as the partner 
modelling questionnaire (PMQ) [25]. 

Still, guidelines tailored explicitly to CUIs are scarce. Addition-
ally, they often exclude unique requirements of vulnerable groups 
who could especially beneft from interactions with hands-free and 
speech-based devices, as is the case for users with, for example, 
visual impairments [9]. Through our established themes and our 
framework, our work aims to provide some mindful guidance for 
practitioners and researchers to utilise a user-centred approach and 
reach a variety of diferent user groups. 

3 METHOD 
This study aimed to gain insights regarding CUI-specifc ethical 
caveats and identify ways unethical practices manifest within CUIs. 

We, therefore, conducted a total of 27 semi-structured interviews 
split between three groups. The frst group includes researchers 
focusing on CUI-related topics (N=9). The second cohort comprises 
practitioners who work in industries developing CUI technologies 
(N=8), whilst the third encompasses frequent users of CUI systems 
(N=10). The interviews were conducted online via video conference 
tools, which allowed for the recruitment of participants with an 
international scope. 

3.1 Interview Protocol 
The interview consisted of two parts. The frst part focused on par-
ticipants’ general experience with CUIs. The second part is based 
on and inspired by Mathur et al.’s dark pattern characteristics, 
promising interesting insights into unethical design strategies by 
describing design choices and mechanisms that prohibit informed 
decision-making. As Mathur et al.’s defnitions were constructed 
to convey similarities between certain groups of dark patterns, the 
original defnitions were neither created for an interview context 
nor designed to account for CUI-based interaction. To address these 
limitations, we adapted the original questions to foster more rele-
vant answers from our participants. While this enabled us to learn 
about participants’ views on dark patterns in this context, we also 
added three questions targeting specifc situations and demograph-
ics to gain a deeper understanding of circumstantial issues. The full 
interview protocol and the fve dark pattern characteristics accord-
ing to Mathur et al. [63] are included in the Appendix A. During 
the interview, participants were conditionally prompted to think 
about text-based and voice-based systems, both concerning their 
actual experiences and hypothetical future scenarios they might 
envisage. 

3.2 Participants 
In total, 27 participants were recruited for interviews. Researcher 
and practitioner cohorts were recruited from the authors’ collective 
professional network and word of mouth, enlisting academic and 
commercial researchers, designers, and developers whose work 
focuses on CUIs. The third group, frequent users, were recruited 
via the online platform Prolifc [61]. Recruitment criteria were used 
to ensure participants in this cohort were at least 18 years of age 
and used CUIs at least on a weekly basis, though no particular CUI 
system was stipulated. All participants were informed about the 
nature of the study, what participation involved, and their data 
rights before being asked to provide informed consent. Participants 
recruited via Prolifc were rewarded with a £10 honorarium. This is 
in keeping with suggested hourly rates for ethical payments for re-
search involving crowdworkers [57]. Researchers and practitioners 
participated voluntarily and were not furnished with an honorar-
ium. Table 1 presents a full overview of all recruited participants. 
The interviews lasted an average of 42:30 minutes (�� = 11:29). In-
terviews with the researcher cohort took the longest (mean=48:00, 
�� = 08:48), while interviews with those held practitioners were 
slightly shorter on average (mean=44:47, �� = 13:50). The inter-
views conducted with frequent users were the shortest (mean=36:03, 
�� = 08:28). 

Researchers. Eight academic researchers were recruited for our 
study (three female, four male, one preferred not to disclose their 
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Participant Table 

ID Age Gender Country of Residence Occupation Years of Experience 

Researcher 

R1 38 male USA Professor 16 
R2 27 female USA Professor 11 
R3 35 male USA PhD Candidate 10 
R4 33 female South Korea Assistant Professor 5 
R5 69 male United Kingdom Professor 48 
R6 32 male Germany Postdoctoral Researcher 12 
R7 30 female Switzerland PhD Candidate 4 
R8 30 not disclosed Ireland PhD Candidate 5 

Mean = 36.75 Mean = 13.88 
SD = 13.46 SD = 14.4 

Practitioner 

P1 56 male United Kingdom Chief Science Ofcer 15 
P2 49 female USA Manager 21 
P3 40 male USA Educational Research 2 
P4 32 male UK Tech. Consulting Manager 6 
P5 40 female Brazil Research 9 
P6 38 female USA Conversation Designer 10 
P8 64 female USA Communication Consultant 35 
P9 42 female Ireland Designer 15 
P10 58 male USA Digital Business Executive 25 

Mean = 46.56 Mean = 15.33 
SD = 10.74 SD = 10.28 

Frequent User 

ID Age Gender Country of Residence Current Occupation Highest Level of Education 

F1 26 female Mexico ESL Teacher Undergraduate 
F2 26 female South Africa Customer Service Rep Postgraduate (or higher) 
F3 30 male South Africa Media Analyst Secondary/Vocational 
F4 33 male South Africa Construction Secondary/Vocational 
F5 24 male South Africa Student Undergraduate 
F6 25 female South Africa Student Postgraduate (or higher) 
F7 57 male United Kingdom Retired Postgraduate (or higher) 
F8 45 female Italy Remote Freelancer Secondary/Vocational 
F9 22 male Poland Frontend Developer Undergraduate 
F10 29 female Mexico Healthcare Entrepreneur Undergraduate 

Mean = 31.7 
SD = 11.02 

Table 1: This table presents our interview participants in three cohorts: researcher, practitioner, and frequent users. Notably, we did not have 
a participant P7. The associated participant cancelled the interview after IDs were already given to all participants. To avoid confusion, we 
retained our initial structure. 

gender), four of whom were professors, one a postdoctoral re- Practitioners. Nine practitioners participated in our interviews 
searcher, and three who were PhD candidates. When conducting (fve female, four male) with roles in conversation design (2), ex-
this study, the researchers’ average age was 37.0 (�� = 13.0), and ecutive management (4), research (2), and consultation (2). Practi-
their average years of experience researching CUIs was 13.9 years tioners’ average age was 47.0 years (�� = 11.0), and they had an 
(�� = 14.4). average of 15.3 years (�� = 10.3) of experience working in this 

space. 

Frequent Users. Finally, we recruited ten individuals for the fre-
quent users’ cohort (fve female, fve male; mean age = 31.7 years, 
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�� = 11). To qualify as frequent users in this study, participants of 
this cohort had to use CUIs at least once per week basis. However, 
we did not require participants of this group to have long-term 
experience as the technology is still relatively young. We also asked 
them about the kinds of devices they used most often. Seven stated 
that they mostly accessed CUIs through their smartphones, whilst 
the other three mostly used smart speakers. CUIs used included 
Amazon’s Alexa, Apple’s Siri, Google Assistant, Microsoft’s Cor-
tana, Samsung Bixby, and text-based chatbots from online services. 
Six said they used CUIs daily, while four stated using CUIs more 
than once a week. The highest level of education among this co-
hort was: undergraduate (4); secondary/vocational (3); postgraduate 
or higher (3). Participants’ occupations span construction (1), cus-
tomer service (1), front-end developer (1), media analyst (1), medical 
laboratory scientist (1), self-employed healthcare entrepreneur (1), 
students (2), and teacher (1). 

4 THEMATIC ANALYSIS 
After completing all 27 interviews, we transcribed and prepared 
the recorded material for analysis, de-identifying any traceable 
or personal information. Data transcription was carried out by a 
professional UK-based service provider. Based on these data, we 
conducted a refexive thematic analysis [11], which was divided 
into four phases: familiarisation; code generation; construction of 
themes; and revising and refning themes. 

4.1 Positionality 
Authors of this work lived, gained education, and worked in Central 
Europe most of their lives, with WEIRD (Western, Educated, Indus-
trialised, Rich, and Democratic) [45] backgrounds. Their research 
backgrounds contain expertise in design, linguistics, computer sci-
ence, and psychology, with scholarly work oriented toward social 
justice and well-being topics. The interview transcripts were coded 
by four authors who have previously engaged in scholarly work 
in human-computer interaction, computer science, and psychol-
ogy, each contributing more than three years of experience in their 
respective domains. At the time of conducting the study, no per-
sonal or professional conficts with CUI systems or their developers 
occurred among the authors. Participants of the researcher and 
practitioner cohorts were recruited through professional networks 
with some personal relations. Where an author had a rather close 
relationship with a participant, we ensured that another author 
would conduct the interview instead. Frequent users were recruited 
through Prolifc [61], where no previous relationships existed. Fo-
cused on ethical considerations in CUI design, this work is partly 
inspired by Mathur et al.’s [63] dark pattern characteristics to anal-
yse problematic CUI interactions and propose counter-measures. 
To conclude, we acknowledge potential bias based on our cultural, 
academic, and personal backgrounds. 

4.2 Coding of the Transcripts and Identifying 
Themes 

For the frst round of data analysis, we selected two interviews per 
participant group to generate an initial set of inductive codes. Fol-
lowing advice from Braun et al. [11], two researchers coded these 
six interviews, discussed their strategies and results, and drafted 

an initial codebook encompassing 65 codes. Through axial coding, 
the codebook was then reduced to 46 codes. All interview tran-
scripts were then split among four authors. Each interview was 
thus coded by a single author following Braun et al.’s proposed 
methodology [10]. Although coding was carried out independently, 
authors did meet to discuss the procedure once before the coding, 
once after half of the interviews had been coded, and one last time 
after coding had been completed. These discussions ensured cod-
ing strategies were aligned between authors, including resolving 
any issues authors may have had applying specifc codes [11] and 
discussing any potential new discoveries in the data. Due to the 
collaborative nature of this process, indices of inter-rater reliabil-
ity [11] are not provided. 

Four authors then went on to identify themes for each cohort 
independently. Based on the codes, quotes, and annotations, each 
researcher applied afnity diagramming [6] to develop early itera-
tions of these. During this process, these frst themes were evaluated 
and refned by iteratively checking each for applicability to inter-
view material. They were then discussed among researchers to 
establish agreement. Here, we followed Braun and Clarke’s theme 
mapping [10] to collapse similar themes. If a theme was adapted, 
it was again revised against the whole dataset and other themes 
before being accepted. This last phase resulted in the construction 
of fve themes and a corresponding ethical caveat for each. 

5 FINDINGS 
In this section, we describe the constructed themes based on refex-
ive thematic analysis. We highlight these themes across each of the 
interview cohorts individually. Notably, a degree of overlap is to be 
expected as themes tend to be intertwined, often in a supportive 
fashion. In total, we synthesised fve high-level themes summarised 
in Table 2, where each theme is listed next to a statement for a 
particular ethical caveat. Additionally, we formulated guiding ques-
tions that refer to the ethical caveat to support the design of CUI 
interactions. Before each theme is addressed in detail, we present a 
high-level overview of our fndings. The outline for each theme fol-
lows the same structure: a description followed by the perspectives 
of each of the three cohorts interviewed (researchers, practitioners, 
and users). 

5.1 Building Trust and Guarding Privacy: 
Operating Extrinsic and Intrinsic Factors 

This theme spotlights extrinsic and intrinsic challenges that result 
in trust and privacy defcits in CUI interactions. Across cohorts, a 
reoccurring theme echoed fears of untrustworthy handling of per-
sonal data, kindled by prior negative experiences and the reputation 
of companies and practitioners. A call from researchers to increase 
transparency to bridge users’ concerns was underlined by users’ 
mention of their own safeguarding strategies, which limit interac-
tions to basic functionalities and do not require them to disclose 
private information. Practitioners acknowledged these problems 
but noted counterintuitive regulations and design limitations ob-
scuring access to settings rooted in speech-based interactions. 

Researcher. Researchers interviewed were aware of trust-related 
problems of CUIs, suggesting a need for greater transparency, “it’s 
really difcult for users to know how data travels across diferent 
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Theme Ethical Caveat Guiding Question 

Building Trust 
and Guarding 
Privacy 

Users feel vulnerable to use CUIs, posing a need for 
CUI developers to prioritise transparency and control 
over data handling. 

Does the system/interaction provide accessible and 
transparent information about personal data with 
easy control thereof? 

Guiding Through 
Interactions 

Guidelines and frameworks need to educate develop-
ers to develop accessible CUIs that empower users 
with diverse technological literacy to confdently in-
teract with available features. 

Does the system/interaction adequately inform users 
about its technical capabilities to enable full utilisation 
of its features? 

Human-like Har-
mony 

Anthropomorphic features should be implemented 
with care and in line with a CUI’s capabilities to sup-
port intuitive and authentic interactions, preventing 
unrealistic expectations. 

Does the system/interaction clarify the presence of 
anthropomorphic features to avoid misconceptions 
and unrealistic expectations? 

Inclusivity and 
Diversity 

The development and design of CUI interactions need 
to consider individual needs and characteristics of 
users, especially marginalised groups, ensuring equi-
table CUI interactions. 

Does the system/interaction cater towards users with 
diverse needs, potentially through alternative interac-
tions where otherwise inaccessible? 

Setting Expecta-
tions 

CUI capabilities should avoid deceptive interactions 
and, instead, be transparent to users to prevent frus-
tration and mistrust. 

Does the system/interaction handle user prompts 
truthfully, clarifying the scope of its capabilities to 
provide realistic expectations? 

Table 2: This table summarises the fve identifed themes and design questions per ethical caveat. 

platforms” (R4). Connecting this problem to the “reputation of the 
companies behind each device” one participant said that “there’s very 
little transparency [...] about how that data is being used and pro-
cessed” (R3). Another link is drawn to deceptions based on human-
like features with which “we are undermining the trust when we are 
projecting something which isn’t real” (R5). Meanwhile, there are 
“ethical issues with data sharing and things like that, but [users] care 
more about: ‘Can I get to what I need to get to fast enough?’” (R4). 
Looking at users’ uncertainty from a technological lens, another 
researcher discussed how “people didn’t know [the CUI] was listening 
to them all the time [...]. How does it know when I say ‘Hey Alexa’ or 
‘Hey Google’ [...]? Is it already listening to me?” (R2). 

Practitioner. Practitioners also refected on privacy and trust 
issues. The current situation users are in when engaging with CUIs 
was described as “completely wild west, talking to a black hole”, 
because “sometimes there is a lack of transparency, you just don’t 
know what they’re doing with your information and that’s a problem 
for a lot of people” (P8). CUI’s present some inherent difculties 
when users try to access their privacy settings: “That info does seem 
to be kind of buried [...] you have to click in three or four diferent 
menus to get to the privacy stuf and I don’t think it’s explained” (P6). 
It is later refected that users “don’t get any kind of introduction to 
the app itself or the onboarding is very light” (P6). Regarding a lack 
of technological literacy among users to understand and trust their 
CUIs, one practitioner asked the question: “How do you prevent 
people from overhearing my voice and trying to imitate me, how does 
that thing know that it’s not really me? ”. They went on to provide 
an answer: “There’s a simple explanation. It’s too smart, it knows the 

diference. The technical explanation is, it gets into how it analyses 
your voice” (P3). 

Frequent User. Being the afected cohort, users mentioned various 
concerns regarding their privacy and why they hesitate to trust 
CUIs. One participant was “not fully comfortable disclosing [their] 
personal details even if it’s a virtual assistant” (F5). Refecting on 
potential trust connected to anthropomorphising CUIs, they later 
stated that “it feels like you’re speaking to a human and you’re giving 
them your personal data” (F5). Talking about giving consent to 
things they never fully read, one participant said: “I don’t think I’ve 
read them all, I just think that I know what I’m accepting. So I don’t 
know any of the consequences that I might have with it” (F3). Users 
are “expected to know the risks to [their] privacy, to data, to enter into 
the real world. [Users] are expected to know it in advance.” (F7). Some 
worry about exposing critical information publicly, for instance 
regarding their fnancial accounts: “It puts me in danger of whoever 
that’s around that can hear how much money I have. Maybe I’m at 
risk of being robbed” (F2). Despite their concerns, the interviews 
outlined aspects of a privacy paradox. “Today, there is no alternative 
[to commercial CUIs]. [...] It is bad, but I don’t see [an] alternative” 
(F8). 

5.2 Guiding Through Interactions: Overcoming 
Knowledge Gaps 

This theme illuminates the importance of providing users with 
informed guidance about possible CUI interactions, as a lack of 
technological literacy and limited experience results in difcul-
ties in accessing available features. While researchers noted that 
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research fndings need to be better aligned with industry develop-
ment, practitioners echoed a desire for further guidelines. 

Researcher. Researchers refected on a lack of communication 
between stakeholders, as well as peculiarities of CUI interaction that 
lead to unique restrictions. A level of trust and limited collaboration 
was emphasised by researchers, who suggested work in academia 
seems to “make very little impact on what big companies do. [...] If it is 
proftable, they’re going to do it” (R4). Another researcher speculated 
that there was a disconnect between the communities that design 
the components required to build CUIs, and the community of 
HCI researchers who explore and develop theories that explain 
how users interact with CUIs: “What I see is a bunch of diferent 
technology CUIs just being demonstrated, and then in our particular 
space [design research] we’ve got toolkits, and the toolkits defne 
what’s possible. [...] I’m struggling really to understand how come 
there’s this disconnect between these communities?” (R5). It was noted 
that the communication between practitioners and users is also 
problematic “if users don’t care and only developers do” (R4). 

Practitioner. Practitioners again referred to a lack of best prac-
tices guidelines that would help them create better products. “[...] 
There’s very little that’s actually focused on conversational user inter-
faces... even to the point that we don’t have heuristics really. [...] To 
create these heuristics for CUIs, that hasn’t been done, so there’s this 
massive gap out there.”(P6).When contrasted against comments by 
researchers, this further highlights the disconnect between these 
communities. Practitioners also highlighted the lack of standard-
ised guidelines for users when it comes to how best to interact 
with these kinds of systems. They suggest users are essentially left 
to rely on what they know from graphic counterparts: “For voice 
stuf, what’s missing, there is no standard, like you know when you 
go to a website, and there’s that little hamburger menu, those three 
lines.” (P6). Instead, users have to compare their experiences with 
other, similar systems in the hopes that they operate the same way; 
“[...] it’s still fairly new and [...] design best practice is still kind of 
evolving. [...] Maybe if there was some more standardisation in how 
the experience works between diferent companies or between diferent 
interfaces, people will get more used to it” (P4). 

Frequent User. Frequent users echo the idea that the burden of 
fguring out the limitations of a speech agent falls largely on them-
selves. “Most of the time you have to understand Google Assistant 
and what its limitations are when you ask it to do specifc tasks ” (F5). 
Similarly, users “have to use the correct terms” and “learn to adapt 
to [their] language set” (F7). In reference to using a CUI on their 
smartphone, one participant refects on the limited information 
available to them: “You’d have to actually sit on your phone and 
actually test out everything to see what works and what doesn’t” (F3), 
whilst another suggests they draw expectations from smartphone 
experiences because “they are able [...] and that’s what we want from 
our home devices” (F8). 

5.3 Human-like Harmony: Providing Authentic 
Anthropomorphism 

This theme describes the importance of implementing an appropri-
ate amount of human-like features so that a system can support intu-
itive interaction without eliciting false beliefs that may leave users 

feeling deceived. Finding the right balance between humanness and 
technological limitations is challenged by the phenomena of anthro-
pomorphism. That is the tendency to attribute human characteris-
tics to non-human objects that most people engage into some de-
gree [98] from early childhood [82]. Anthropomorphous behaviour 
appears signifcantly heightened in dialogue with technological 
devices endowed with gendered voices and names [34]. Other in-
fuences that might encourage anthropomorphous behaviour in 
this context include: expectations for social afordances implied by 
representations of speech interfaces in media and advertising [70]; 
the fact that these systems conduct tasks typically carried out by 
humans using human language [72]; and that language use itself 
might be inherently social and agentic [29, 48]. When developing 
CUIs, practitioners should conscientiously navigate the amount of 
human-like features to avoid inadvertently manipulating our bias 
for anthropomorphic characteristics. 

Researcher. Researcher interviewees provided thought-provoking 
ideas to enhance transparency around the ontological nature of 
speech agents and demonstrated awareness of potential ethical 
concerns associated with endowing CUIs with human traits. Inter-
viewees suggested CUIs should be designed in such a way “that 
people are not fooled into thinking it’s a social entity when it’s just 
a machine” (R7), and that artifcial voices should be designed to 
enable users to diferentiate between humans and machines eas-
ily (R1, R5, and R8). Some even went as far as to state that “From 
an ethical standpoint [a CUI] should announce it’s a machine” (R5). 
This would undoubtedly provide clarity for some users who expe-
rience confusion due to “not knowing what social situation [they 
are] in” (R1). Overall, researchers agreed there should be increased 
transparency for users when engaging with CUI technologies. 

Practitioner. The need to increase transparency was also ac-
knowledged by individuals from the practitioner cohort, who sug-
gested CUIs “should fag the fact that it is a machine talking” (P9), 
arguing for the introduction of a “watermark [...] that indicate[s] 
that [the CUI] is fake” (P8). Although “some level of humanisation” 
was thought to cause no harm, this could be context-dependent (P9). 
Practitioners felt the responsibility lies in “how the bot identifes 
itself [...,] how human-like the conversation is” and “the visual repre-
sentation” (P9). However, there is a risk for users who “still got [...] 
attached to [CUIs]” (P2), even though the interaction was not par-
ticularly “emotional or personal”. In this regard, a counterargument 
mentioned that “people are lonely and [...] there is a beneft to having 
a virtual companion in some ways” (P2). Another practitioner did 
not see any issues endowing CUIs with human-like characteristics, 
believing people can still easily distinguish between humans and a 
device that “just speaks like a human” (P10). 

Frequent User. Many of the frequent users’ observations echoed 
facets of the other cohorts’ observations. Demonstrating the kind of 
bond some users are said to have with their devices, one participant 
admits that “it really feels like you have your friend walking with 
you in your pocket” (F5) when referring to the virtual assistant built 
into their mobile phone. Similarly, another participant fnds that 
“especially voice assistants [...] let users believe that they are human or, 
to an extent, friendly” (F6). It was felt that a lack of awareness may 
lead users to “interact [with CUIs] as [they] would with a human 
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without knowing that it is not” (F1), with one participant recalling 
how elderly family members “treat the machine like a human being” 
and use it “with courtesy” (F10). However, some also highlighted 
limitations when interacting with certain CUIs, particularly those 
implemented in customer service. Expecting a human to help with a 
problem, the limited responses and understanding of queries exhib-
ited by some systems were said to create frustration and exacerbate 
a desire to “talk to a person, a real person” (F10). 

5.4 Inclusivity and Diversity: CUIs in the Wild 
This theme delves into the unexpected design and interaction chal-
lenges emerging when CUIs are introduced to diverse user groups 
with distinct characteristics and needs. Participants spotlighted 
several groups susceptible to poor design choices or technical lim-
itations within CUI interactions. They emphasised a regression 
towards the mean, acknowledging how CUIs are designed with 
an “average” user in mind, leading to the “othering” [65] – the 
marginalisation or exclusion of certain people – of individuals and 
groups that do not ft this profle. This encompasses users with 
stronger accents, colloquial dialects, second language users, people 
with defcits in speech or cognition, or users with lower technical 
literacy. 

Researcher. Researchers note that in designing CUIs, one has to 
be aware of varying user abilities and behaviours; “So certainly you 
have users with diminished capacity that are going to be particularly 
vulnerable.” (R1). This was seen as particularly problematic around 
consent “if you know that certain groups of users can’t give their 
informed consent, yet they’re still using certain technologies, then 
you’d have to be more careful. ” (R4) 

Practitioner. Practitioners also suggested, “[T]he use of these sys-
tems for vulnerable groups is problematic.” (P1), whilst also identify-
ing issues faced by minority groups: “in terms of demographic, in 
terms of like accent, people who have a strong accent because the lan-
guage that they’re trying to interact with isn’t their native language. 
Basically, anyone who doesn’t fall into the kind of the centre of the 
bell curve, I expect, is more susceptible [to problematic CUI design]” 
(P4). 

Frequent User. Frequent users identifed a number of groups 
they envision encountering issues with CUIs; “people who are not 
technology literate or digitally literate, they might be vulnerable.” 
(F5), “there are certain people who are very gullible to [...] information 
in general, anything that is said online they absolutely believe.” (F2). 
Frequent users also ofered anecdotal examples of individuals that 
have been [other-ed] by CUIs, explaining that “ a user would need to 
have a fairly good memory to be able to use [CUIs] efectively. I have 
a friend who is severely disabled, and she just cannot use it because 
she can’t remember the commands.” (F2). Another participant shared 
that “ a friend of mine, her son is autistic [...] he has trouble with her 
Alexa, [...] sometimes he knows the answer but he’ll ask the question 
for information. He’ll expect it to conform exactly to what he knows, 
even using the correct words and he gets so frustrated when it doesn’t” 
(F7). 

5.5 Setting Expectations: Transparency to 
Mitigate Frustration 

This theme emphasises the pivotal role of transparency when de-
signing CUI interactions to set realistic expectations. Unintended 
device reactions can result in disappointment and frustration in 
the user when a device appears more capable than it actually is. To 
deliver users an optimal experience, commercial incentives should 
be aligned with human-centred practices of HCI to avoid ethical 
concerns tied to deceptive and manipulative interactions. Instead, 
transparent and evident CUI capabilities should empower users to 
use the system autonomously and easily. 

Researcher. The importance of setting the right expectations for 
what systems are capable of was noted among researchers for ofer-
ing users a better experience that is more aligned with reality. Here 
it was stated that “functionality expectations are not set right” (R2) 
for contemporary CUIs, with introductions and manuals either not 
being readily available or ignored by users. Additionally, “people 
bring their previous experiences to an interaction when they start” 
(R7), suggesting users with prior knowledge have an advantage 
over those who are new to CUIs. If true, this highlights a lack of 
onboarding for novice users, with prior knowledge biasing experi-
ences for frequent users. In this regard, “lack of transparency [...] 
really makes it easy to misunderstand what the system does, or is 
capable of doing” (R2). 

Practitioner. Practitioners suggest a lack of best practices or 
guidelines for how and when to communicate a systems’ features 
to users; “getting across to the user what the system can and cannot 
do is one of the most difcult problems” (P2). Current commercial 
CUIs are limited to presenting information synchronously on re-
quest. As the same metaphors working in GUI environments do 
not translate readily to CUIs, “discovery [of functionalities] is very 
difcult right now because there’s no directory to help us fnd it” (P8). 
While multi-modal chatbots can mitigate certain problems, voice 
assistants without integrated displays cannot rely on the same de-
sign philosophies. “specifcally for voice stuf, what’s missing, there is 
no standard” (P6). It was further argued that “when [CUIs] can only 
answer a fraction of questions it is inherently putting the burden on 
the user to rephrase their question over and over” (P6). This difculty 
is increased “if there are a lot of options, it’s probably more of a 
challenge to make people aware of the choices that they have” (P4). In 
relation to human-like features, how CUIs “are designed can make 
them seem more intelligent than they are” (P9), creating unrealistic 
expectations that will eventually cause frustration in users. 

Frequent User. Multiple users expressed frustrations they expe-
rience when using their CUIs; if a CUI “fails to give you what you 
want it to do, you end up having to do it yourself ” (F5). An initial 
problem stems from raised expectations through advertisement 
of commercial products, where “everything [...] runs smoothly [...] 
creat[ing] that expectation in your head as that’s how it works” (F1). 
Another participant explains that if “you don’t know what [the CUI] 
has heard [...], you have to go to the app” (F10) as the device is inca-
pable of providing insights into why errors occur. Limiting their 
expectations, one user adapted their behaviour to “only [use voice-
based systems] for easy communication because [...] they are not set 
yet for more complicated things” (F8). Another user discussed the 
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importance of good memory, which “users need to have [...] to be 
able to use [CUIs] efectively and that they “need to have read the 
literature for the [CUI] to know the limits” (F7). 

6 ADDRESSING EXPECTATIONS: THE CUI 
EXPECTATION CYCLE 

Based on our fndings, we constructed the CUI Expectation Cycle 
(CEC), a framework that practitioners and researchers might use to 
understand and serve users’ needs better. To this end, the CEC aligns 
user expectations with system capabilities. It aims to enable suc-
cessful CUI interactions that meet the goals of its users, mitigating 
unethical design strategies and voiced frustrations of our partici-
pants in line with related work [44, 100]. The CEC incorporates the 
themes identifed in our qualitative analysis, including garnered 
ethical caveats. Further, it partly builds on existing frameworks – 
Norman’s Action Cycle [75] and Oliver’s Expectation Confrmation 
Theory [77, 78] – to inform about the variables that shape user 
expectations. 

6.1 Constructing the CEC 
Drawing from dark pattern literature, our interviews confrm the 
fndings of existing CUI research while providing a detailed overview 
of the interplay of design challenges. While identifying our themes, 
we assessed their interrelationships and noticed a strong gap be-
tween users’ expectations and CUI capabilities, as described by our 
participants. Focusing on this gap, we distilled the themes into a 
framework while consulting related work. To this end, the CEC (see 
Figure 1) links core issues of CUI design with a particular focus on 
anthropomorphism [25, 26], deception [19, 79], inclusivity [44], and 
trust [62, 93]. Moreover, the CEC builds on two established frame-
works. On the one hand, it utilises Norman’s Action Cycle [75] by 
adopting users’ execution and evaluation gulfs; in the case of our 
framework, we refer to them as bridges as they help to cross the 
Expectation Gap. We were also inspired by Oliver’s Expectation 
Confrmation Theory [77, 78], a cognitive framework that describes 
customer expectations and subsequent (dis)satisfaction with pur-
chased goods. Supported by these widely accepted frameworks and 
related literature, the CEC focuses on creating realistic expectations 
extended by carefully considering ethical caveats to avoid prob-
lematic design in the area of CUIs. Ideally, this framework enables 
the development of transparent and trustworthy CUI interactions, 
allowing satisfying and successful user engagement. 

6.2 The Elements of the CEC 
Figure 1 illustrates the CEC and how the fve themes relate to 
individual elements of the framework. Dividing user (at the top 
of the CEC) and CUI (at the bottom), the critical element of the 
CEC is the Expectation Gap (at the centre of Figure 1). However, 
the Expectation Gap can be overcome through two bridges that 
connect the CUI with the user (the Evaluation Bridge, left of the 
centre) and vice versa (the Execution Bridge, right of the centre). In 
jeopardising these bridges, two delimiters result from problematic 
or unethical design decisions (the Deception Delimiter on the outer 
left side and the Distrust Delimiter on the outer right, each pointing 
toward the bridges). Above the diagram are the fve themes: Building 

Trust and Guarding Privacy, Guiding Through Interactions, Human-
like Harmony, Inclusivity and Diversity, and Setting Expectations. 
Each theme is connected to the relevant elements of the diagram 
through arrows with difering dotted lines and colours. Informed 
by our themes, the elements of the CEC encompass the ethical 
caveats identifed as considerations for the design of CUIs. Here, 
we describe each element more closely, beginning from the centre 
while highlighting elements and connected themes in italic font. 

The Expectation Gap encompasses our Setting Expectations theme, 
which refects the diferent perspectives across cohorts regarding 
technical capabilities and design decisions. As these decisions an-
chor user goals, it is pertinent to design accessible interactions that 
address users’ needs depending on a CUI’s purpose and its situ-
ational context. For instance, frequent users reported frustration 
with the complexity in which CUIs had to be prompted, while prac-
titioners noted how many features were left unused. Consequently, 
reasonable bridges need to connect both sides. The CEC includes 
two such bridges (Execution Bridge and Evaluation Bridge) inspired 
by Norman’s [75] gulfs of expectation and evaluation. 

To the left of the CEC’s centre, the Evaluation Bridge starts from 
the CUI and reaches toward the user. It thereby includes under-
standable and truthful communication of a CUI’s capabilities to 
inform the user about possible interactions and set realistic expec-
tations. This bridge is strongly connected to the Guiding Through 
Interactions theme, expressing a need to empower users to fully 
understand possible interactions and their consequences. 

The Execution Bridge, right of the CEC’s centre, starts at the user’s 
side and links it to the CUI. The bridge describes how expectations 
are shaped into goals a user can realise. However, a variety of 
obstacles can hinder users from successfully executing interactions. 
In this regard, the Inclusivity and Diversity theme addresses the 
importance of accommodating users’ individual characteristics in 
the design of CUIs. 

In a well-designed system, both bridges support users in making 
realistic assumptions about a system and using it without frustra-
tion. In a sub-optimal system, users may encounter negative ex-
periences and designs lacking ethical considerations, which could 
adversely afect their well-being, as dark pattern literature indi-
cates [64, 69]. The CEC includes two delimiters fostering the nega-
tive infuences of the two bridges. The Deception Delimiter (on the 
diagram’s outer left side and pointing to the Evaluation Bridge) has 
a detrimental efect on the Evaluation Bridge, resulting in unrealis-
tic expectations. Similarly, the Distrust Delimiter (on the diagram’s 
outer right side and pointing toward the Execution Bridge) adversely 
afects the Execution Bridge by decreasing users’ faith in the system 
and its responses. The two delimiters are informed by our Building 
Trust and Guarding Privacy and Human-like Harmony themes as 
they advocate transparent and authentic interactions. The difer-
ent perspectives cast across our participants highlighted how each 
delimiter can be intrinsic and extrinsic in nature. To illustrate, pre-
vious individual experiences impact how a user engages with a CUI 
(i.e. intrinsic in nature), while design decisions infuence how a CUI 
is perceived (i.e. extrinsic in nature). Importantly, either delimiter 
can be the source of unethical design practices commonly found in 
dark patterns. 
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Figure 1: The CUI Expectation Cycle demonstrates how an expectation gap between user and system can be bridged by an evaluation and 
an execution bridge, inspired by Normans’ two evaluation and execution gulfs [75]. However, deceptions can impact how users assess the 
system’s capabilities, resulting in unrealistic expectations. Similarly, distrust limits users’ faith in the system and its responses, infuencing 
their execution of actions. Both delimiting factors can be of extrinsic as well as intrinsic nature. The diagram further features the fve themes 
and connects them to respective sections of the CUI Expectation Cycle. 

6.3 Using the CUI Expectation Cycle 
Although previous research has repeatedly addressed a gap between 
users’ expectations and CUI devices [26, 56, 62], our participants, 
especially practitioners, requested design guidelines to overcome 
related issues. The CEC responds to these demands through a user-
centred approach, embedding ethical caveats to avoid problematic 
designs. While the CEC could be used as a standalone framework, 
we believe it is best utilised next to contemporary eforts in CUI re-
search to provide additional design considerations and constraints 
as alternatives to GUI-related best practices. To support practition-
ers’ work, we created questions derived from the ethical caveats 
that allow tracing of related limitations (see Table 2). Following the 
CEC (Figure 1), practitioners can consult each theme in the corre-
sponding design areas to ensure that ethical caveats are respected. 

Generally, CUIs promise benefts for people with diverse abilities, 
like visual impairments [9]. However, studies demonstrating dif-
culties among marginalised demographics [44] suggest that these 
benefts are not exhausted, addressed in our Inclusivity and Diversity 
theme. CUIs, such as Amazon Alexa, often require additional GUI 
input to control device settings or personal data, restricting access. 
To cater to diverse user groups, practitioners could consider includ-
ing alternative interactions that allow simple execution of planned 
goals. Asking our guiding question – “Does the system/interaction 
cater towards users with diverse needs, potentially through alter-
native interactions where otherwise inaccessible” – would remind 
practitioners about the importance of accessibility in their systems. 

Taking the Human-like Harmony theme, for example, anthro-
pomorphism can impact the deception and distrust delimiters. To 
mitigate deriving consequences, chatbot systems should clarify if 

no human is in the loop and state the scope of possible prompts. 
Design borrowing from other chat interfaces can cause additional 
confusion but could easily be avoided through a distinctive interface 
design. Similarly, anthropomorphic voice-based CUIs may confuse 
some users, particularly those with little technical literacy, lever-
aging their expectations. Appropriate voice design could clarify a 
CUI’s artifcial nature, clarifying related misconceptions. Asking 
our guiding question – “Does the system/interaction clarify the 
presence of anthropomorphic features to avoid misconceptions and 
unrealistic expectations?” – helps to unravel otherwise deceiving 
design choices. 

In line with prior work [56], our fndings demonstrate that sim-
ple adoption of GUI best practices do not readily translate to CUI 
interactions as heuristics difer. While GUIs utilise graphical icons, 
buttons, or links [79], with some exceptions, CUIs’ general input 
lie in uttered or typed-in commands. Though CUIs, including a 
GUI, can use these interactions, voice-based devices often require 
prompts to be spoken only. In most current CUIs, however, in-
teractions require users to remember the correct prompts for the 
expected response, as recalled by some participants. Consequently, 
practitioners should account for human errors, support them bet-
ter during interactions, and ofer suitable alternatives. Adequate 
onboarding of the user is a crucial step to lower barriers and set 
expectations. While the CEC cannot account for malintent, we 
envision following its recommendations facilitates a better user 
experience and helps mitigate risks for users in consideration of 
our proposed ethical caveats. 
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6.4 Retrospective Application of the CEC 
To assess the guiding utility of the CEC, we apply our framework 
retrospectively on a selection of four high-quality, contemporary 
papers relevant to CUI research while sharing topical overlaps 
with our contribution. Papers were chosen based on their research 
quality and rigour from esteemed conferences. Consequently, we 
apply the CEC to these papers’ fndings to illustrate its relevance 
while demonstrating how it can be used. 

In their work, Yeh et al. [100] discuss common pitfalls of guiding 
users efectively in task-oriented chatbot interactions. A key fnd-
ing of their study describes how lack of transparency segues into 
frustration. In addressing the complexity of making possible inter-
actions evident to the user, the authors describe guidance strategies 
that inform users about a chatbot’s capabilities adequately. In line 
with the CEC, the authors unravel the need to align expectations 
(Expectation Gap) between user and system through guidance as 
featured in our Guiding Through Interactions theme. Incorporated 
in the Evaluation Bridge, our Guiding Through Interactions theme 
helps overcome these difculties. 

Following the potential advantages of LLM-supported CUIs, Jo 
et al. [49] studied users’ experience with a chatbot as an empa-
thetic conversation partner in care environments. However, users 
reported a lack of emotional support, which they linked to limited 
personalisation and missing health history. Moreover, particular 
worries accompanied users’ experience, for example, a fear that 
personalised and empathetic CUIs may reduce peoples’ desire to 
engage in social activities. The authors identifed problems and 
foreshadowed solutions akin to our Inclusivity and Diversity theme 
and refected by our Deceptive and Trust Delimiters. As the Setting 
Expectations theme addresses requirements to bridge an Expectation 
Gap, our Building Trust and Guarding Privacy and Human-like Har-
mony themes could answer user’s worries by making the system 
more transparent and trustworthy, increasing their experience. 

Voice-based systems introduce additional layers to the inter-
action that require consideration. Language and speech barriers 
become obstacles for many marginalised groups that require special 
attention. Based on a study run in the U.S.A., Harrington et al. [44] 
showed how Black adults from lower-income households struggle 
when using voice-based CUIs. Participants mentioned falling back 
to code-switching, mentioning the fear of being misunderstood. Ad-
ditionally, the researchers captured distrust toward Google Home 
in the health-related context of their study. These trust issues were 
amplifed by a lack of knowledge and technological literacy, hin-
dering users from experiencing the CUI’s full potential. As a source 
for these problems, the authors identify a host in the ignorance of 
developers who neglect the cultural identity of their users. Provid-
ing practitioners with further insights, our Inclusivity and Diversity 
theme spotlights the importance of catering to diverse users, as 
ignorance and negligence can swiftly lead to unethical implica-
tions. As Harrington et al. describe, CUIs should foster trust and 
transparency (i.g. avoid Deception and Distrust Delimiters). Their 
study highlights the importance of careful and inclusive research 
design, given the WEIRD (western, educated, industrialized, rich, 
and democratic) [45] context in which many contemporary studies 
in HCI are conducted. It further demonstrates that some issues 
cannot be mitigated through LLMs alone. 

Generally, LLMs open promising avenues for CUIs whether de-
ployed through text or voice-based systems. Exploring these advan-
tages to make mobile GUIs more accessible through an assistive 
CUI, Wang et al. [97] describe prompting techniques that allow 
users to engage with interfaces through speech, particularly helping 
marginalised and vulnerable groups to access otherwise unattain-
able content. Their work is an excellent example of how the CEC’s 
Expectation Gap can be bridged by showcasing how conversations 
could be customised around special needs, thereby increasing the in-
clusivity of this technology in the future in line with our Inclusivity 
and Diversity theme. 

Collectively, these works illustrate relevant design challenges 
that the CEC emphasises. The addition of ethical caveats, elevat-
ing user experience, fnds support as our Inclusivity and Diversity 
theme resonates in three of the four selected papers [44, 49, 97]. 
Moreover, the studies foreshadow benefts gained from aligning 
user and CUI expectations [97, 100] while informing about system 
capabilities [49] and making interactions transparent to increase 
trust [100]. We hope our framework can guide future research and 
design of CUIs in a human-centred manner. 

7 DISCUSSION & FUTURE WORK 
Our research aimed to gain insights into the ethical caveats and 
design considerations faced in current and future CUI research and 
development. Motivated by dark pattern scholarship, particularly 
Mathur et al. [63] dark pattern characteristics, we conducted 27 
semi-structured interviews and identifed fve themes providing 
answers to our research question. Derived from these themes, we 
propose the CUI Expectation Cycle (CEC), a framework to guide 
future work in bridging CUI capabilities with users’ expectations 
and goals. In this section, we return to our research question and 
discuss the diferent perspectives held by the interviewed cohorts. 
Lastly, we point toward some directions for future work. 

7.1 Revisiting Our Research Question 
With the main aim of this study to identify ethical caveats in CUI 
design, our fndings answer our research question: Which ethical 
caveats should be considered when designing CUI interactions, 
and how should they be addressed? Our themes illustrate how the 
unique nature of CUIs cannot simply carry over expertise read-
ily available for other domains. To fll this gap, the subordinate 
ethical caveats contain design considerations that, if disregarded, 
compromise user experience. These include the discoverability of 
features and possible interactions [9, 15, 30, 47, 96], often further 
limited to diverse and marginalised users [44], but also deceptive 
designs that lead to unrealistic expectation [62] and even unwanted 
interactions – as seen in dark pattern literature [37, 63]. Incorporat-
ing these themes, the CEC builds on established theory to provide 
practitioners and scholars with means to mitigate these efects. 

7.2 Perceptions Across Researchers, 
Practitioners, and Users 

Each developed theme considers the perspectives of each cohort, 
highlighting similarities and diferences in the diverse code groups 
(the full codebook is included in the supplementary material of this 
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· Bad Defaults [8] 
· Captive 
Audience [41] 

· Disguised Ads [12] 
· Disguised Data 
Collection [41] 

· Hidden Legalese 
Stipulations [8] 

· Hides 
Information [63, 64] 

· Making Personal 
Information 
Public [41] 

· Privacy 
Zuckering [12] 

· Confusion [20] 
· Exploiting 
Errors [20] 

· Deceptive [63, 64] 
· Hides 
Information [63, 64] 

· Covert [63, 64] 
· Disparate 
Treatment [64] 

· Asymmetry [64] 
· Automating 
The User [36] 

· Manipulating 
Navigation [20] 

· Misrepresenting [36] 
· Obfuscation [20] 
· Obstruction [37] 
· Roach Motel [12] 
· Trick [20] 

· Misrepresenting [36] 
· Sneaking [37] 
· Trick [20] 

· Making Personal 
Information 
Public [41] 

· Social Network 
Of Proxemic 
Contacts Or 
Unintended 

· Bait & Switch [8, 41] 
· Forced Actions [37] 
· Forced Work [20] 
· Hidden Legalese 
Stipulations [8] 

· Interface 
Interference [37] 

Relationships [41] · Obfuscation [20] 
· Obstruction [37] 
· Restricting 
Functionalities [20] 

Table 3: This table summarises previously captured dark patterns within each theme. 

paper). Although researchers and practitioners often shared simi-
lar expertise about the involved technologies, we noticed worries 
among users, illustrating a lack of the same technical understand-
ing. Interestingly, this was further mirrored by similar views held 
among researchers and practitioners who – in sum – recognised 
a need to address users’ concerns and develop CUIs that are more 
accessible and inclusive. 

While all cohorts agree that CUIs should be more transparent 
about their capabilities and how data is handled, suggestions as 
to how this could be addressed difer. Researchers and frequent 
users pointed out that CUI design should refect capabilities as 
anthropomorphic features overshadow limitations. Practitioners, 
noticing some relevance to announcing a CUI’s artifcial nature, 
argued for the benefts of CUIs ofering companionship to lonely 
users. This is in line with previous work (e.g. [74, 94], and mirrored 
by users admitting emotional bonds with their devices. However, 
both frequent users and practitioners expressed frustration regard-
ing user experience. Interestingly, though, they are divided as to 
which group should take responsibility. While frequent users are 
frustrated about the lack of discoverability in hard-to-navigate in-
terfaces, practitioners argue that users are not exhausting their 
CUI’s technical potential. This disparity is one example of the gap 
between users and practitioners. A potential solution was presented 
across cohorts when discussing the need for improved onboarding 
for setting realistic expectations. Here, researcher and practitioner 
cohorts were aware of a need to address diverse and marginalised 
users better, while practitioners, in particular, described current 
technical limitations. A general need for guidelines is voiced by 
both researchers and practitioners. While the latter echoed this 
sentiment but missed standardised guidelines for CUIs, the former 
also noticed a need for better communication as contemporary 
research aims to fll this gap. 

7.3 Paving the Way for Future Work 
Our decision to listen to diferent voices allowed us to garner in-
sights from three perspectives with partially contrasting incentives. 
Although related work has outlined similar concerns raised by our 
participants [9, 19, 26, 80, 100], our approach to connecting the 
discourse to unethical design and dark pattern literature has led 
to novel fndings, resulting in further design considerations and 
bridging expectations between cohorts. Future work could aim to 
lift the tension between user and CUI and develop interfaces that 
meet their expectations. Thus, increasing user experience would 
be a success for the practitioners’ work. 

Our work can serve as a foundation for ethical design in CUI 
contexts. As the interview questions adopted Mathur et al.’s [63] 
dark pattern characteristics, we reviewed each theme as a potential 
host for dark patterns. For this, we follow Mildner et al. [69] and 
draw from contemporary typologies that collectively describe over 
80 types of dark patterns [8, 12, 20, 36, 37, 41, 43, 63, 64, 69, 101]. 
Table 3 allocates identifed dark patterns, suggesting that each 
theme features nefarious opportunities for manipulative interac-
tions. Notably, most dark pattern types have been described in 
GUI contexts. Introducing this body of work to CUI research ofers 
valuable insights. However, our themes foreshadow additional pat-
terns unique to CUI interactions, extending previously described 
instances in CUI contexts [19, 79]. As the technology is still in 
its relative infancy, understanding unethical practices early can 
present an important head start in protecting users. Future work 
could build on our fndings to gain a better understanding of the 
underlying technologies of CUIs that could be exploited to deploy 
novel types of dark patterns. 

8 LIMITATIONS 
Although we were careful when designing and conducting this 
study, our work has limitations. The interviews were conducted 
using an online format, which, in individual cases, led to connec-
tivity problems, prolonging some interviews. Although we ensured 
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that all interviewees were asked the same questions, technological 
obstacles may have infuenced participants’ responses. 

Sample size limitations should also be acknowledged, with a 
relatively small sample representing each cohort. That said, steps 
were taken to ensure cohorts were relatively balanced in size and 
gender and to ensure practitioners and researchers represented a 
relatively broad range of backgrounds and experiences. The size of 
each cohort sample is also common to qualitative research in the 
feld, as similar qualitative studies estimate high saturation of codes 
within 7-12 interviews [42]. Nonetheless, this may pose limitations 
concerning the breadth of opinions expressed, which may not be 
representative across professions. Additionally, many practitioners 
have experience in research areas with multiple participants holding 
a Ph.D. For frequent users, we were mainly interested in people who 
use CUI devices weekly. However, we acknowledge that we did not 
further inquire about the duration of participants’ interactions with 
CUIs. Moreover, the fact that participants could aford devices may 
suggest a selection bias in this sample. While we aimed to sample 
frequent users from across the world, the size of this study hinders 
a representative sample. We used Prolifc [61] to recruit matching 
participants, where we had to trust the platform and participants’ 
self-evaluation to meet our criteria. 

With regard to our themes, we recognise two limitations. First, 
participants drew heavily from their experience with voice-based 
interfaces. While we prompted each interviewee to consider both 
voice-based and text-based CUIs, replies from frequent users in-
dicate insufcient experience with the latter. We were careful to 
frame our themes around all kinds of CUIs, but the lack of chatbot 
experience among the frequent user group may have introduced a 
bias toward voice-based systems. Second, not every design issue 
in our themes necessarily implies malicious intent. The current 
discourse accompanying dark patterns and malicious designs dis-
cusses whether the malevolent intents of practitioners are relevant 
or if any potential harm sufces to fulfl its criteria [40, 43, 76]. Fu-
ture work could address this gap to study potential links between 
intents and dark patterns to aid regulators and create guidelines 
for ethically aligned user interfaces. 

9 CONCLUSION 
Recent interest in HCI has raised awareness of unethical design in 
technologies. In this paper, we identifed ethical caveats related to 
CUI technologies by conducting 27 interviews between researchers, 
practitioners, and frequent users of CUI systems. Based on our anal-
ysis, we identifed fve themes covering each group’s perspectives 
and informing about exploitative designs’ unethical consequences. 
In line with prior research, we noticed broken expectations between 
users and their devices’ capabilities and learned about the underly-
ing problems. We hope that the fve ethical caveats, derived from 
our themes, can be used to support user-centred designs and create 
systems that are better aligned with service providers’ intentions 
and users’ expectations. To mitigate users’ frustration and ensure 
more transparency and ethically aligned interactions, this work 
contributes a framework, the CUI Expectation Cycle, to connect 
users’ expectations with CUIs’ capabilities. 
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A INTERVIEW QUESTIONNAIRE 
Here, we provide a Table 4 including Mathur et al.’s [63] original 
characteristics as well as adapted questions. Below the table is 
the full script of all nine interview questions. We conditionally 
prompted interviewees to talk about graphical-based systems and 
voice-based systems as well as contemporary and future designs to 
get multi-faceted answers. 

Original and adapted questions 
from the dark pattern characteristics 

by Mathur et al. [63] 

Characteristic Question (Originals are italic whereas inter-
view questions are not) 
Does the user interface design impose unequal Asymmetry 
weights or burdens on the available choices pre-
sented to the user in the interface? 
Can you tell me about how the design of con-
versational user interfaces may place specifc 
burdens on people in terms of understanding 
what choices are available to them during in-
teractions? 
Is the efect of the user interface design choice Covert 
hidden from the user? 
How clear are the consequences of making par-
ticular choices to people when using conversa-
tional user interfaces? 
Does the user interface design induce false beliefs Deceptive 
either through afrmative misstatements, mis-
leading statements, or omissions? 
Can you tell me about how the design of conver-
sational user interface may induce false beliefs? 
Does the user interface obscure or delay the pre-Hides Info. 
sentation of necessary information to the user? 
How could aspects of the design of conversa-
tional user interface obscure or delay important 
information from the user? 
Does the user interface restrict the set of choices Restrictive 
available to users? 
Do you feel that all available choices are clear 
to people when using conversational user in-
terfaces? 

Table 4: This table lists the descriptive questions by Mathur et al. 
(2019) [63] for their dark pattern characteristics. It further contains 
the adapted interview questions. 

(1) Could you please describe your own experience with CUIs? 
(2) Can you tell me about how the design of conversational user 

interfaces may place specifc burdens on people in terms of 
understanding what choices are available to them during 
interactions? 

(3) How clear are the consequences of making particular choices 
to people when using conversational user interfaces? 

Mildner, et al. 

(4) Do you feel that all available choices are clear to people 
when using conversational user interfaces? 

(5) Can you tell me about how the design of conversational user 
interface may induce false beliefs? (these might include false 
beliefs about the system or in terms of the information it 
provides.) 

(6) How could aspects of the design of conversational user in-
terface obscure or delay important information from the 
user? 

(7) Can you tell me about some inherent limitations of conversa-
tional user interfaces that are not always apparent to people 
who use them? 

(8) Can you tell me about situational contexts that might make 
people more vulnerable to problematic design in CUI inter-
actions? 

(9) Can you tell me about specifc groups of people who might 
be particularly vulnerable to problematic design in CUI in-
teractions? 
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ABSTRACT 
Deceptive and coercive design practices are increasingly used by 
companies to extract proft, harvest data, and limit consumer choice. 
Dark patterns represent the most common contemporary amalga-
mation of these problematic practices, connecting designers, tech-
nologists, scholars, regulators, and legal professionals in transdisci-
plinary dialogue. However, a lack of universally accepted defnitions 
across the academic, legislative, practitioner, and regulatory space 
has likely limited the impact that scholarship on dark patterns might 
have in supporting sanctions and evolved design practices. In this 
paper, we seek to support the development of a shared language of 
dark patterns, harmonizing ten existing regulatory and academic 
taxonomies of dark patterns and proposing a three-level ontology 
with standardized defnitions for 64 synthesized dark pattern types 
across low-, meso-, and high-level patterns. We illustrate how this 
ontology can support translational research and regulatory action, 
including transdisciplinary pathways to extend our initial types 
through new empirical work across application and technology 
domains. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); Empirical studies in HCI. 
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1 INTRODUCTION 
Deceptive design practices are increasingly common in digital en-
vironments, impacting digital experiences on social media [42, 51], 
e-commerce [40], mobile devices [29], cookie consent banners [26], 
and gaming [58], among others. An increasingly dominant fram-
ing of these deceptive practices is known as “dark patterns”1— 
describing instances where design choices subvert, impair, or 
distort the ability of a user to make autonomous and informed 
choices in relation to digital systems regardless of the designer’s 
intent [11, 14, 21]. 

While the origins of dark patterns as a concept to describe ma-
nipulative design practices goes back over a decade to when the 
term was coined by practitioner and scholar Harry Brignull [6], in 
the past fve years there has been growing momentum in the use 
of the term to unite scholars, regulators, and designers in transdis-
ciplinary dialogue to identify problematic practices and fnd ways 
to prevent or discourage the use of these patterns. In 2021, Mathur 
and colleagues [41] published a paper at CHI beginning this work 
in uniting the community by outlining the general scope of the 
term “dark patterns,” proposing common attributes, and identifying 
methods for identifying and characterizing dark patterns—a paper 
which has since supported regulatory and legal action relating to 
dark patterns. This momentum is also borne out on social media; 
according to a recent study of the historical evolution of #darkpat-
terns on Twitter (since renamed to “X”) by Obi and colleagues [47], 
since 2019, conversations have included stakeholders not only from 
design and technology but also social scientists, lawyers, journal-
ists, lawmakers, and members of regulatory bodies and consumer 
protection organizations. 

Within the regulatory space, in 2022 alone, the term “dark pat-
terns” was codifed into EU law in the Digital Services Act [14], 
the Digital Markets Act [13], and the Data Act proposal [12], and 
into US law in the California CPRA [11]. Regulatory bodies such as 
the US Federal Trade Commission (FTC), the UK Competition and 
Market Authority (CMA), the EU Commission, the European Data 
Protection Board (EDPB) and the the Organisation for Economic 

1We use this term to connect our eforts to prior scholarship and legal statute, rec-
ognizing that other terms such as “deceptive design” or “manipulative design” are 
sometimes used to describe similar tactics. While the ACM Diversity and Inclusion 
Council has included dark patterns on a list of potentially problematic terms, there is 
no other term currently in use that describes the broad remit of dark patterns practices 
that include deceptive, manipulative, and coercive patterns that limit user agency and 
are often hidden to the user. 
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Co-operation and Development (OECD) have released guidance on 
specifc types of dark patterns with various levels of overlap with 
defnitions from academic scholarship [10, 15, 16, 21, 48]. In late 
Summer 2023, the Department of Consumer Afairs in India also 
released draft guidelines regarding dark patterns [33] which were 
fnalized in November 2023 [1]. In addition, the concept of dark 
patterns has been leveraged in sanctions against companies that 
have relied upon manipulative practices. Recent actions include a 
$245 million USD judgment against Fortnite, a product from Epic 
Games, for their use of manipulative practices to encourage the pur-
chase of content [56] and multiple settlements by various US states 
against Google for their use of dark patterns to obtain location 
data [49, 55]. In the EU, both Data Protection Authorities (DPAs) 
and court decisions have forbidden certain practices related to dark 
patterns, including: pre-selection of choices [9]; refusing consent if 
it is more difcult than giving it [19, 20]; and misinforming users 
on the purposes of processing data and how to reject them [20, 39]. 

As part of this convergent discourse, HCI scholars have addressed 
the threat of dark patterns in a wide range of publications, proposing 
defnitions and types of dark patterns [4, 24, 37, 40, 41]. However, 
the specifc forms that dark patterns can take, the role of context, 
the ubiquity of the practices, the technologies used or application 
area, the comparative harms of diferent patterns, remedies, and 
the role of user education and countermeasures are still a topic 
of ongoing research. The consequence of this dynamic topic is 
of an ever-expanding list of categories and variants whose scale 
continues to grow. 

Two large challenges face an ongoing transdisciplinary engage-
ment with the concept of dark patterns. First, the literature has 
grown quickly and tends to be siloed, often lacking accurate citation 
provenance trails of given typologies and defnitions, making it dif-
cult to trace where new or more detailed types of patterns emerged 
and under which conditions. For instance, some patterns were orig-
inally coined in particular framings of user interaction such as pri-
vacy (e.g., Bösch’s “immortal accounts”) or rely on domain-specifc 
characteristics (e.g., Brignull’s “sneak into basket” which is strongly 
associated with e-commerce). Without these original contexts in 
mind, it can be difcult to understand how the use of a pattern and 
its associated defnition can be productively (or problematically) 
applied to a new domain. In parallel, the space that dark patterns 
scholars have sought to cover is also vast, with important research 
occurring in specifc domains (e.g., games, e-commerce, privacy 
and data protection) and across diferent technologies and modal-
ities (e.g., mobile, desktop, conversational user interfaces (CUIs), 
AR/VR), as shown in a recent systematic review of dark patterns 
literature [22]. This diversity of research has led some scholars to 
propose fragmentary, domain-specifc typologies without neces-
sarily fnding commonalities across domains—resulting in extra 
work and often needlessly strengthening scholarly siloes. Second, 
regulators and policy makers have been interested in the schol-
arly conversation regarding dark patterns, but have in some cases 
created wholly new domain-related terminology to describe types 
already known in the academic literature (e.g., the EDPB social 
media guidelines [16, 17], which included many previously known 
dark patterns that were described by wholly new names, severing 
connections to other relevant literature) in their pursuit of provid-
ing legal guidance on emergent issues relating to dark patterns 

(e.g., [17]. In other cases, regulators and policymakers have incon-
sistently cited academic sources (e.g., [17, 21]) making connections 
across the regulatory, legal, and academic spaces fraught—and mak-
ing academic and practitioner work that connects these domains 
difcult to broker. 

We seek to support these challenges and ongoing conversations 
by building the foundation for a common ontology of dark patterns. 
This efort is directly motivated by multiple years of engagement 
by the research team—including discussions with participants at 
numerous international conference presentations, workshops, and 
symposia, alongside interactions with regulators, legal scholars, 
and engagement as expert witnesses on legal cases relating to dark 
patterns. Through these encounters, we have confronted both the 
challenges of conducting work in an emergent space where there 
is broad consensus on the key components of dark patterns but 
not necessarily a shared language (as extensively described by 
Mathur and colleagues [41]) and the promise of synergies with other 
interdisciplinary partners when this shared language is realized. 
In particular, there has been broad interest in using a consolidated 
set of terms to describe the types of dark patterns, their presence, 
and their impacts—connecting the design of digital systems, social 
scientists that study the implications of these systems on users, 
and regulators that seek to rein in unfair, deceptive, or coercive 
business practices—regardless of the domain or context in which 
these practices occur. 

By taking the frst steps towards building an ontology, we seek 
to create a shareable, extendable, and reusable knowledge repre-
sentation of dark patterns which is hosted at https://ontology. 
darkpatternsresearchandimpact.com. This groundwork for an 
ontology is both domain and application agnostic though it has 
potential utility in domain or context-specifc instances as well. 
For instance, the Bad Defaults dark pattern is often embedded in 
settings menus, pre-set so that users share personal information 
on social media platforms or accepting to receive advertising con-
tent on online shopping sites unknowingly. Such context-specifc 
instances are enabled through Interface Interference—a domain-
agnostic strategy used to manipulate interfaces, privileging cer-
tain actions and, thus, limiting discoverability of alternatives. As 
noted by Fonseca [18], ontologies can be useful in supporting so-
cial science research by “creating better conceptual schemas and 
applications.” We build upon this argument from Fonseca, arguing 
that our ontology also supports alignment across social science 
researchers, legal scholars, regulators, and designers—supporting 
these stakeholders with a shared vocabulary which they can use to 
discuss existing and emergent concerns relating to dark patterns 
across a variety of domains and contexts. To create this prelim-
inary ontology, we build upon ten contemporary taxonomies of 
dark patterns from both the academic and regulatory literature, and 
thereafter we identify three levels of hierarchy for pattern types. 
Hence we harmonize concepts across these taxonomies to provide 
a consistent and consolidated, shared, and reusable dark patterns 
ontology for future research, regulatory action, and sanctions. 

We make four contributions in this paper. First, we introduce the 
hierarchical concepts of low-level, meso-level, and high-level dark 
patterns to the literature, disambiguating UI-level patterns that 
may lead to opportunities for detection (low-level) and strategies 
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that may be targeted by policy and legislation (meso- and high-
level). Second, by analysing the provenance of dark patterns from 
academic and regulatory sources, we identify when patterns frst 
emerged and how naming has evolved over time and across sources. 
Third, we describe a common defnition syntax, set of defnitions, 
and hierarchy of dark patterns that aligns disparate terminology 
from scholars and regulators. Fourth, we demonstrate how the 
ontology can be strengthened and extended through additional 
empirical work, and how the ontology can efectively be utilized 
by practitioners, scholars, regulators, and legal professionals to 
support transdisciplinary action. 

2 MOTIVATION & BACKGROUND 
Since the initial set of a dozen types of dark patterns proposed by 
Brignull in the 2010s, research has focused on related issues from 
multiple angles including, but not limited to, e-commerce, games, 
social media, and IoT [22]. While this scholarship contributes sig-
nifcant insights to the discourse, we noticed varying approaches 
to adopt existing descriptions, defning novel scenarios in which 
users are harmed. Meanwhile, the specifcation of individual ty-
pologies creates a certain ambiguity within the overall discourse 
on the matter. In developing this ontology, we confront numer-
ous timely issues relating to the description of dark patterns, the 
study of dark patterns and their harms through empirical work, and 
the leveraging of this scholarship to support legal and regulatory 
action. 

Dark patterns are known to be ubiquitous; however, most pattern 
types have been explored in relatively narrow contexts, cultures, or 
domains with more scholarship needed to fully defne causal links, 
harms, and impacted populations [22]. The HCI community has 
been engaged and interested in impacting society and the future 
of technology practices relating to dark patterns [23, 27, 38]—and 
indeed, HCI scholars have been central in the study of dark pat-
terns, revealing insights relating to the harm and severity of dark 
patterns that then support enforcement action and regulation. How-
ever, we currently lack a shared landscape of defnitions, types, and 
language to unify the study of dark patterns. Without this shared 
landscape, research has become (and will continuously be) frag-
mented by domain, context, and technology type—which if not 
addressed, may lead to duplicated efort by scholars working on 
similar issues in diferent domains, and additionally may hamper 
regulatory enforcement due to lack of precision and shared lan-
guage regarding precisely what dark patterns are used and with 
what efect. Such lack of a shared ontological framework may also 
restrict traceability and searchability of dark patterns. 

Our work unifes practitioner, scholarly, and regulatory eforts 
that describe the range of dark patterns, leading to a shared vocab-
ulary and ontology that allows for coordination of eforts across 
diverse contexts (e.g., technologies, specifc functionality, areas 
of technology use) and stakeholders (e.g., regulators, legal schol-
ars, social scientists, practitioners). This ontology will support not 
only the advancement of scholarship, but also translational and 
transdisciplinary eforts that connect scholarship to legal sanctions 
and regulatory frameworks. For instance, there are now high-level 
prohibitions of dark patterns by regulatory authorities and legal 
statute; however, the specifc low-level practices that should be 

deemed illegal under these prohibitions are not yet detailed in en-
forcement action or case law. This paper connects these diferent 
strands of work by harmonizing regulatory and academic work into 
a single ontology, enabling future scholars and practitioners from 
all disciplines to utilise our structures and defnitions to support 
their work. 

3 METHODOLOGY 
We used a qualitative content analysis approach [31] to identify and 
characterize elements of existing dark patterns taxonomies using 
the method described in Figure 12. 

As a research team, we leveraged our collective experiences in 
human-computer interaction, design, computer science, law, and 
regulation. Specifcally, our team included established dark pat-
terns scholars, including one with a focus on human-computer 
interaction and design (Gray and Mildner), one with a focus on 
computer science and web measurement and experience in regu-
lation (Santos), and one with a background in computer science 
and data protection law (Bielova). Across these perspectives, in 
accordance with previous scholarship, we sought to characterize 
dark patterns in a transdisciplinary way, drawing on multiple dis-
ciplinary perspectives that provide difering views on the origins 
and types of dark patterns [26]. However, these backgrounds also 
introduce gaps, tensions, and opportunities that relate to the unique 
experience and academic training of each author. To account for 
this diference in perspective, each dark pattern type was initially 
reviewed by each author independently before engaging in conver-
sation amongst the researchers that led to the fnal agreement on 
the harmonized type and defnition. 

3.1 Data Collection 
We collected dark patterns taxonomies in Fall 2022 from a total of 
10 sources, including: 

(1) A set of patterns shared on https://darkpatterns.org since 
2010 by Harry Brignull3. 

(2) Scholarly academic sources that were highly cited4, present 
a distinct and comprehensive taxonomy, and have had one or 
more component dark patterns types included in a regulatory 
reports (with or without citation) [4, 24, 37, 40]. 

(3) Public reports from stakeholders and regulators in the EU, 
UK, and USA that include a dark patterns taxonomy [10, 15, 
16, 21, 48]. 

The selection of these sources encompass, at the time of our 
data collection in Fall 2022: i) the “classic” set of patterns shared 
on darkpatterns.org for over a decade by Brignull; ii) the most 
commonly cited taxonomies in the research literature (which were 
also referenced in regulatory taxonomies in a direct or indirect way, 
likely due to their prominence), and iii) the most comprehensive set 

2This work builds upon an extends a previous draft version of this ontology published 
at CHI 2024 as a late-breaking work. [25]
3This collection of dark patterns was moved to https://www.deceptive.design in 2022, 
but the 12 patterns we drew on have been stable since 2018 when the fnal pattern, 
“confrmshaming,” was added. In 2023, this website was updated to include additional 
pattern types, resulting in a modifed collection of 16 types.
4As of December 2023, Google Scholar reports citations of these sources as follows: 
Gray et al. [24] (657); Mathur et al. [40] (454); Luguri and Strahilevitz [37] (260); and 
Bösch et al. [4] (259). 
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Figure 1: Our method for creating the ontology, mapping to the steps in Section 3.2.1. 

of regulatory literature from countries that had produced reports 
specifc to dark patterns at this time. Taken as a set, these academic, 
practitioner, and regulatory taxonomies provide a strong foundation 
for our ontology, setting the stage for inclusion of other domain-
or context-specifc taxonomies in the future (which we outline in 
Section 6. 

3.2 Data Analysis 
Once we gathered the set of taxonomies, we began our analysis by 
identifying the constitutive components of each taxonomy without 
considering overlaps across sources through a bottom-up approach. 

Quantifcation of dark pattern types Across the ten tax-
onomies from academic and regulatory sources collected in Fall 
2022, we identifed 186 low-level and 59 high-level patterns (a total 
of 245 patterns). 

After our initial analysis, the patterns used on Brignull’s site 
(https://www.deceptive.design) were substantially updated in the 
Summer 2023, and we collected the additional set of patterns for 
that source—resulting in 11 total sources. Also, the EDPB regula-
tory report was made fnal in February 2023, and we used its fnal 
taxonomy in this paper after completing our initial mapping in 
the Fall 2022 based on the draft report taxonomy. Based on the 
updates to the EDPB guidelines and Brignull’s site in the Spring 
and Summer 2023, the total number of patterns we analyzed in-
cluded 203 low-level (adding 1 new pattern from the revised EDPB 
guidelines and 16 patterns from the updated Brignull site) and 59 
high-level patterns—a total of 262 patterns (see Tables 2 and 3 in 
the supplemental material). All taxonomy elements are included in 
supplemental material for other scholars to build upon. 

Rationale underlying the high number of dark pattern 
types This large number of discrete elements is perhaps unsurpris-
ing, since each typology author has used a diferent point of focus 
and categorization based on the sector they sought to describe or 
support. For instance, Mathur et al. [41] and the CMA [10] focus on 
e-commerce; the EDPB focuses on data protection practices within 
social media platform interfaces [16], and the FTC [21] and EU 
Commission [15] focus on guidance specifc to their jurisdictions 
and underlying legal authority. The types themselves also evolved 
in one case due to input from the practitioner and regulatory com-
munity, which is the case of the EDPB naming of patterns changed 

slightly from the 2022 draft report to the fnal 2023 report, with one 
high-level strategy “hindering” changing to “obstructing” to bring 
it into better alignment with academic taxonomies. 

3.2.1 Creating the Ontology Framework. We used the following 
procedure to carefully identify existing taxonomy components, 
their source, relationships and similarities between components 
across taxonomies, visualized in Figure 1: 

(1) Aggregating existing patterns. We frst listed all high-
and low-level patterns verbatim in the structure originally 
indicated in the textual source. High-level patterns include 
any instances where the pattern is denoted as a category, 
strategy, goal, intention, or other parent in a parent-child 
relationship. Low-level patterns indicate specifc patterns that 
are included as a child in a parent-child relationship, or 
are otherwise undiferentiated in hierarchy (e.g., Brignull’s 
patterns). 

(2) Identifying provenance through direct citations and 
inference. Based on citations provided in the source-
document, we indicated any instances where patterns were 
directly cited or otherwise duplicated from previous sources. 
Because many patterns were uncited—particularly in regu-
latory reports—we also relied upon citations elsewhere in 
the document or explicit use of existing pattern vocabulary 
and defnitions from previously published sources, which 
we indicate as inferential. We used these direct and inferen-
tial citation patterns to identify where patterns were frst 
introduced, even if they appeared alongside other patterns 
that had been published previously. This allowed us to map 
the historical progression of high- and low-level types over 
time. 

(3) Clustering similar patterns. We grouped patterns that ap-
peared either to be identical or similar (in a is-a or equivalent-
to relationship) on Miro (see Figure 2), using defnitions to 
identify afnities among patterns that did not have identical 
names. This portion of the analysis was the most extensive, 
including in depth conversations between an HCI and le-
gal scholars and a careful reading of the defnitions as they 
might be understood by designers and lawyers. We tried out 
numerous diferent groupings based on what we understood 
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Figure 2: A screenshot of our Miro workspace where we organized and clustered elements of the ten source taxonomies. 
Columns indicate an entire structure of meso- and low-level patterns underneath a high-level pattern and yellow Post-It notes 
indicate draft meso-level patterns. The elements are color-coded based on which taxonomy they came from. A full version of 
this workspace is included as a supplemental material. 

to be the main focus of each pattern and then sought to 
characterize what level of pattern each represented. 

(4) Creating meso-level patterns. From the fndings of this 
visually-organized analysis procedure, we recognized that 
there were not only low- and high-level patterns present, 
but also a “meso” level of pattern knowledge. By recognizing 
similarities among low-level patterns, we introduced meso-
level patterns into our analysis, identifying these patterns by 
using the names or elements of existing taxonomies where 
possible, or coining new names to characterize the low-level 
patterns we grouped together. If the pattern cluster was 
specifc to low-level UI concerns, we sought to identify a 
meso-level pattern name that was more abstract and could 
contain the low-level pattern. If the pattern represented a 
meso-level abstraction, we did not seek to identify specifc 
low-level instantiations—instead leaving that task for future 
scholarship eforts in domain- and technology-specifc areas. 

(5) Finalizing the ontology. Across these three levels of hier-
archy, we grouped 233 of the 245 taxonomy elements5. After 
evaluating the changes to the EDPB guideline taxonomy and 
updated Brignull taxonomy in Spring and Summer 2023, we 
updated our mapping of 262 patterns, which resulted in no 
additional novel pattern types. The fnal ontology includes 5 
high-level patterns, 25 meso-level patterns, and 35 low-level 
patterns—a total of 65 patterns. 

3.2.2 Harmonizing Definitions of Dark Paterns Types. Building on 
this ontology framework, we then proceeded to create a defnitional 
syntax across the three levels of the ontology and then created 
defnitions for each fnal pattern using the following approach: 

(1) Creating defnition syntax. We evaluated the range of 
approaches to defnitions in the existing taxonomies. 

5Four ungrouped elements were from the CMA report [10] in Fall 2022 and described 
generic elements of digital systems which were not explicitly framed as deceptive 
or manipulative: Choice Structure, Choice Information, Feedback, and Messengers. 
All eight high-level patterns from Bösch [4] were also excluded since they were not 
reiterated in any downstream literature. 
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• Short vs long defnitions. Some defnitions were very short 
(e.g., the EU Commission’s defnition for forced registration: 
“Consumer tricked into thinking registration is necessary”) 
while other defnitions were more elaborate (e.g., the FTC’s 
defnition for baseless countdown timer : “Creating pressure 
to buy immediately by showing a fake countdown clock 
that just goes away or resets when it times out. Example: 
‘Ofer ends in 00:59:48”’; the EU Data Protection Board’s 
defnition for longer than necessary: “When users try to 
activate a control related to data protection, the user jour-
ney is made in a way that requires more steps from users, 
than the number of steps necessary for the activation of 
data invasive options. This is likely to discourage them 
from activating such control.”). 

• Description of the defnitions. Most defnitions were based 
in a description of user interaction with a system, like the 
examples above; however, Brignull’s 2018 defnitions were 
written in frst-person language demonstrating how a user 
would experience a dark pattern (e.g., the defnition for 
roach motel: “You get into a situation very easily, but then 
you fnd it is hard to get out of it (e.g. a premium subscrip-
tion).”) Interestingly, Brignull’s 2023 language appears to 
model other taxonomies with all defnitions beginning 
with “The user struggles...,” “The user expects...” or similar 
structures. 

• Defnition structure and syntax. We used an iterative pro-
cess where two authors independently and collaboratively 
tested diferent defnition structures. Based on these ef-
forts and through discussion, we fnalized sample def-
nition structures and syntax that captured the relevant 
type of knowledge (e.g., strategy, angle of attack, means of 
execution). For instance, all high-level patterns included 
the interplay of an undesired action and a limitation of 
their decision-making or free choice. Meso-level patterns 
addressed a mismatch in users’ expectations of a system 
and the relevant impact. Low-level patterns identifed how 
they manifest their parent high- and meso-level pattern in 
relation to one or more elements of the UI and a mismatch 
of expectation and resulting efect on the user experience. 

(2) Creating and member-checking high- and meso-level 
pattern defnitions. We then drafted defnitions for all high-
and meso-level patterns, iterating on the structure until we 
found a syntax that appeared to address all critical elements 
of the existing defnitions and allow us to clearly indicate 
how the pattern subverted user autonomy and manifest as 
deceptive or coercive. We began with defnitions at these 
levels since low-level patterns were already grounded in 
specifc UI examples, and thus more efort was needed to 
identify what components a defnition at a higher level of ab-
straction should include. To support member-checking, our 
set of 30 defnitions and the draft defnition structures were 
then shared via a Google Doc with members of a large Slack 
community focused on research and enforcement action re-
lating to dark patterns. This Slack channel was initiated in 
2021 to grow and foster a community of dark pattern re-
searchers after a successful CHI workshop on the topic [38]. 
The community has since grown into a transdisciplinary 

network with over 100 participants around the world, in-
cluding dark patterns scholars, practitioners, legal experts, 
regulators, and representatives of non-profts seeking to com-
bat deceptive design practices. We asked this community for 
feedback on the utility of the defnitions, the completeness of 
the defnition structures, and the ability of these defnitions 
to leave as open-ended the many diferent low-level manifes-
tations of dark patterns. More than two dozen community 
members viewed the draft materials (evidenced through com-
ments or reactions), and over ten gave us feedback. Most 
interactions were quite short (particularly on Slack), while 
others involved threaded messages with replies to clarify 
meaning. For instance, there were discussions of how cen-
tral “deception” should be in the defnitions, requests for 
more information on how the diferent levels of defnitions 
functioned, and specifc words that can or should be used 
to indicate curtailing of user autonomy. Regardless of the 
form of interaction, the feedback was overwhelmingly posi-
tive, with respondents mentioning the utility of the patterns 
and defnitions in supporting future work and validating our 
approach to focus on mechanisms that support the power 
of dark patterns rather than overly focusing on intent. This 
positive feedback mirrored what we have heard from schol-
ars and regulators when presenting draft versions of the 
ontology in various international symposia, workshops, and 
conferences for almost a year. 
While more formal evaluation of specifc defnitions in par-
ticular contexts (e.g., design, regulation, research) will be 
useful, the community members who stand to beneft the 
most from the ontology have ensured that the defnitions 
have face validity. Since this initial evaluation in Summer 
2023, the ontology has also been used to support an emerg-
ing collection of “fair patterns” as well, wherein meso- and 
high-level dark patterns types from our ontology are linked 
to specifc countermeasures that could be considered by de-
signers and regulators.6 

(3) Finalizing low-level pattern defnitions. After mapping 
out the initial 30 defnitions, we created defnitions for the 34 
low-level patterns that were grounded in the specifcs of the 
UI execution. These patterns were easier to write since many 
taxonomy defnitions (in particular those from Brignull [7], 
Gray [24], and the FTC [21]) included richer detail for pat-
terns that pointed towards a real-world implementation. As 
a research team, we read and edited the defnitions until we 
were satisfed with their level of consistency and relation-
ships to the higher-level categories in which they belonged. 
All defnitions are included in the appendix of this paper and 
supplemental materials to support future work. 

4 MAPPING THE EVOLUTION OF DARK 
PATTERNS 

Pattern names have largely stabilized in the past fve years, includ-
ing high-level pattern types (e.g., nagging, obstruction, sneaking, 
interface interference, forced action) and low-level patterns (includ-
ing Brignull’s [6, 7] and those introduced by Gray et al. [24] and 

6https://fairpatterns.com/what-are-dark-patterns/ 
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Figure 3: A visual mapping of the evolution of dark patterns in the academic taxonomies we analyzed from 2018-2021. Each 
row includes elements of the related taxonomy by year and source, and connecting lines indicate relationships between or 
reiterations of diferent patterns over time. Pattern names in gray boxes are high-level patterns, pattern names in white boxes 
are low-level patterns or otherwise lack hierarchy, and pattern names at the bottom are the fnal high-level patterns we adopt 
in our ontology. A full version of this mapping is included as a supplemental material. 

Mathur et al. [40]). A mapping of these patterns over time across 
the academic and practitioner sources we considered is included in 
Figure 3. 

High-level patterns were most likely to co-occur across multi-
ple sources. For instance, Gray et al.’s [24] original fve high-level 
“dark pattern strategies” were found across multiple other sources, 
even if they were not consistently cited: nagging [15, 37], obstruc-
tion [15, 21, 37, 40], sneaking [15, 21, 37, 40], interface interference 
[15, 21, 37], and forced action [15, 21, 37, 40] (FTC uses “coerced 
action” instead). As shown in Figure 3, virtually all of the high 
level patterns proposed by Gray et al. in 2018 were carried for-
ward in other academic taxonomies. In Brignull’s 2023 changes to 

https://www.deceptive.design, multiple high-level strategies from 
Gray et al.’s [24] taxonomy were added to the website (nagging, 
obstruction, sneaking, forced action, visual interference)—however, 
these changes were not cited and Brignull continued his practice 
of not providing direct citations or hierarchical structure to his 
patterns. After their introduction in Mathur et al. [40], newly intro-
duced categories relating to social psychology or behavioral eco-
nomics also became common: urgency [15, 21, 37], scarcity [21, 37], 
and social proof [15, 21, 37] (the FTC bundles “Endorsements” with 
“social proof”). We have grouped these types together as part of a 
sixth high-level pattern of “social engineering.” 



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Gray, Santos, Bielova, & Mildner 

Domain or context-specifc patterns. The most volatility has 
occurred in relation to domain- or context-specifc patterns. These 
include expansions of Mathur et al.’s [40] high-level patterns of 
“social proof” and “scarcity,” which have since been reiterated by the 
EU Commission [15] and OECD [48] and extended by the CMA [10] 
and FTC [21] taxonomies. In addition, the EDPB guidance on dark 
patterns in social media [16] included a wholly new set of 6 high-
level and 15 low-level patterns, although the majority of these could 
be inferred as similar to already existing patterns proposed in the 
academic literature. Importantly, though, the EDPB taxonomy in-
cluded multiple patterns which we found to be new low-level or 
meso-level additions, including “privacy maze,” “dead end,” “con-
ficting information,” “information without context” (which we 
renamed from the EDPB pattern “decontextualizing”), and “visual 
prominence” (which we renamed from the EDPB pattern “look over 
there”). Similarly, the CMA taxonomy focused on choice architec-
ture as a guiding structure with three categories focused on choice 
“structure,” “information,” and “pressure.” This taxonomy structure 
also yielded new patterns, including “bundling,” “complex language,” 
and “personalization.” 

Our analysis demonstrates the value in classifying or generating 
context-specifc patterns that illuminate gaps in current taxonomies, 
and also the beneft of mapping these patterns within larger on-
tologies to identify abstractions of patterns that may apply across 
many domains, contexts, and legal felds. Our fnal ontology map-
ping is included in Figures 4 and 5 and can also be found in the 
supplementary materials. 

5 CREATING A DEFINITIONAL STRUCTURE 
BY ONTOLOGY LEVEL 

As described in Section 3.2.1, our ontology includes three diferent 
levels of hierarchy: 

• High-level patterns are the most abstracted form of knowl-
edge, including general strategies that characterize the inclu-
sion of manipulative, coercive, or deceptive elements that 
might limit user autonomy and decision making. These pat-
terns are context-agnostic and can be employed through 
a range of modalities and technologies (e.g., desktop, mo-
bile, VUIs, VR/AR) and application types (e.g., e-commerce, 
gaming, social media). 

• Meso-level patterns bridge high- and low-level forms of 
knowledge and describe an angle of attack or specifc ap-
proach to limiting, impairing, or undermining the ability 
of the user to make autonomous and informed decisions or 
choices. These patterns are content-agnostic and may be 
interpreted in a contextually-appropriate way based on the 
specifc context of use or application type. 

• Low-level patterns are the most situated and contextually 
dependent form of knowledge, including specifc means of 
execution that limits or undermines user autonomy and deci-
sion making, is described in visual and/or temporal form(s), 
and is likely to be detectable through algorithmic, manual, 
or other technical means. 

To create a defnitional structure for each level, we frst used 
a subset of approximately ten dark patterns types and defnitions 
in order to “play-test” a combined and unifed defnition for dark 

patterns types at multiple levels of granularity (i.e., high, meso, 
low). Through this process, we considered not only the level of 
abstraction inherent in dark patterns at difering levels, but also 
the interaction between: the user’s expectations of what should or 
would be likely to occur (i.e., manipulation of the gulf of execution); 
the user’s identifcation that something had occurred that they did 
not wish to happen (i.e., manipulation of the gulf of evaluation); 
and the mechanisms used to inform or execute manipulation in 
either of these prior elements. We also considered cases where 
the deception or manipulation was likely to be hidden to the user 
(e.g., cases of sneaking, obstruction, or interface interference) as 
well as cases where deception or coercion was overt and known 
to the user (e.g., forced action). Based on this iterative generation 
of a defnitional structure, we created a standardized syntax for 
each dark pattern level, described below. All 65 fnal defnitions are 
included as a supplemental material. 

5.1 High-Level Patterns 
{HIGH-LEVEL DARK PATTERN} is a strat-
egy which {UNDESIRED ACTION} that 
[optionally, if known to users, would] {DIS-
TORT/SUBVERT/IMPEDE/OTHERWISE LIMIT 
USERS’ AUTONOMY, DECISION-MAKING, OR 
FREE CHOICE}. 

Across our 5 high-level pattern defnitions, we considered un-
desired actions such as: hiding, disguising, delaying, redirecting, 
repeating, impeding, privileging, or requiring actions. We also con-
sidered a range of mechanisms that could be used to limit users’ 
autonomy, decision-making, or free choice such as: foregrounding 
unrelated tasks, dissuading a user from taking an action, confusing 
the user, limiting discoverability of action possibilities, causing a 
user to unintentionally take an action they would likely object to, 
or forcing a user to take an action they would not otherwise take. 
Most of these defnitions placed a focus on mechanisms which 
were primarily hidden, resulting in the user being deceived, such 
as: “Interface Interference is a strategy which privileges specifc 
actions over others through manipulation of the user interface, 
thereby confusing the user or limiting discoverability of relevant 
action possibilities.” However, the defnition for Forced Action was 
focused more on the coercive nature of the interaction which may 
involve users’ awareness they are being manipulated: “Forced Ac-
tion is a strategy which requires users to perform an additional 
and/or tangential action or information to access (or continue to 
access) specifc functionality, preventing them from continuing 
their interaction with a system without performing that action.” 

5.2 Meso-Level Patterns 
{MESO-LEVEL DARK PATTERN} subverts the 
user’s expectation that {EXPECTATION}, instead 
producing or informing {DIFFERENT EFFECT ON 
USER}. 

Across our 24 meso-level pattern defnitions, we considered a 
range of user expectations such as: presence of relevant and timely 
information, match between user goal and action, completeness and 
truthfulness of information provided, and the ability to change one’s 
mind and reverse a decision. We also considered a range of potential 
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High-Level Pattern Meso-Level Pattern Low-Level Pattern

Obstruction 
D: Gr  Lu  Ma  Br23  EUCOM  FTC  OECD   
I: EDPB  CMA  

Roach Motel 
(D: Br  Gr  Lu  EUCOM  I: Br23  Ma   
FTC  OECD )

Immortal Accounts (D: Bö  Lu  FTC  OECD )

Dead End (D: EDPB )

Creating Barriers

Price Comparison Prevention  
(D: Br  Gr  Lu  FTC  EUCOM  OECD ; I: Br23 )

Intermediate Currency 
(D: Gr  Lu  FTC  EUCOM  OECD ; I: CMA  )

Adding Steps (I: EDPB ) Privacy Maze (D: EDPB )

Sneaking 
D: Gr  Lu  Ma  EUCOM  OECD   
I: EDPB  CMA  FTC

Bait and Switch 
(D: Br  Gr  Lu  FTC  EUCOM  I: OECD )

Disguised Ad 
(D: Br  Gr  Lu  FTC  EUCOM  OECD ; I: Br23 )

Hiding Information

Sneak into Basket  
(D: Br  Gr  Ma  Lu  FTC  EUCOM  OECD )

Drip Pricing, Hidden Costs, or Partitioned 
Pricing (D: Br   Br23  Gr  Ma  Lu  CMA  FTC  
EUCOM  OECD )

Reference Pricing (D:  CMA  OECD )

(De)contextualizing Cues
Conflicting Information (D: EDPB )

Information without Context (I: EDPB )

Interface Interference 
D: Gr  Lu  EUCOM  FTC  OECD   
I: Br  Ma  EDPB  FTC

Manipulating Choice Architecture 
(I: CMA )

False Hierarchy 
(D: Gr  OECD  I: Lu  EDPB  FTC )

Visual Prominence (I: EDPB )

Bundling (D: CMA )

Pressured Selling (D: Ma ; I: Lu  FTC )

Bad Defaults (D: Bö; I: CMA  EUCOM ) –

Emotional or Sensory Manipulation 
(I: Gr  Lu  EUCOM  OECD )

Cuteness (D: Lu )

Positive or Negative Framing  
(I: Gr  Lu  EDPB )

Trick Questions 
(D: Br  Gr  Ma  Lu  FTC  EUCOM  OECD ;  
 I:  Br23 )

–

Choice Overload (I: EDPB  CMA ) –

Hidden Information 
(D: Gr  FTC  OECD ; I: Lu  Bö EDPB  EUCOM )

–

Language Inaccessibility
Wrong Language (I: EDPB )

Complex Language (D: CMA )

Feedforward Ambiguity (I: EDPB ) –

Figure 4: Our ontology of dark patterns organized by level of pattern. “D” indicates a direct use of the pattern language in the 
original source(s) and “I” indicates an inferred similarity between diferent terminology used across two or more pattern types. 
Sources are indicated by abbreviation and are colored cyan if they are regulatory reports or magenta if they are academic or 
practitioner sources. “Br” indicates his 2018 patterns and “Br23” indicates his 2023 patterns. Italized patern names indicate 
new pattern types introduced in this paper while all other text relies upon the sources indicated. Underlined sources indicate 
the earliest mention of that pattern or patterns in the sources we analyzed. A full description of the inferred pattern names is 
included in supplemental material to support future work. 
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High-Level Pattern Meso-Level Pattern Low-Level Pattern

Forced Action 
D: Gr  Lu  Ma  EUCOM  OECD   
I: CMA  FTC

Nagging (D: Gr  Lu  Br23  EUCOM  FTC  
OECD ; I: EDPB  CMA ) 

–

Forced Continuity (D: Br  Gr  I: Lu  Ma  Br23  
FTC  EUCOM  OECD )

–

Forced Registration (D: Bö Lu  FTC  EUCOM  
OECD ; I: Bö Ma  CMA  FTC )

–

Forced Communication or Disclosure

Privacy Zuckering 
(D: Br  Bö Gr  Lu  ; I: FTC  OECD ) 

Friend Spam (D: Br  ; I: Lu  FTC  OECD )

Address Book Leeching 
(D: Bö ; I: Lu  FTC  OECD )

Social Pyramid (D: Gr  ; I: Lu  FTC  OECD )

Gamification (D: Gr  Lu  OECD )
Pay-to-Play (D: FTC )

Grinding (D: FTC )

Attention Capture Auto-Play (D: FTC )

Social Engineering

Scarcity and Popularity Claims 
(D: CMA ; I: Ma  Lu  Br23  FTC )

High Demand 
(D: Ma  Lu  FTC  EUCOM  OECD )

Social Proof 
(D: Ma  Lu  EUCOM  OECD ; I: Br23 )

Low Stock (D: Ma  Lu  FTC  EUCOM  OECD )

Endorsements and Testimonials 
(D: Ma  Lu  FTC  EUCOM  OECD )

Parasocial Pressure (I: FTC )

Urgency (D: Ma  Lu  FTC  EUCOM  OECD ; 
I: Br23 )

Activity Messages 
(D: Ma  Lu  FTC  EUCOM  OECD )

Countdown Timer 
(D: Ma  Lu  FTC ; I: EUCOM  OECD )

Limited Time Message 
(D: Ma  Lu  FTC ; I: EUCOM  OECD )

Shaming Confirmshaming 
(D: Br  Ma  Lu  Br23  FTC  EUCOM ; I: OECD )

Personalization (D: CMA ) –

Figure 5: Ontology of dark patterns organized by level of pattern, continued. 

negative efects on the user, such as: unexpected or unanticipated 
outcomes, confusion or pressure, being prevented from locating 
relevant information, or making a diferent choice than they would 
otherwise make. Meso-level defnitions as a set touched on many 
diferent aspects of the user experience, with some pointing more 
towards static moments in the user journey and others describing 
temporal efects that might be realized over a longer portion of the 
user journey. For instance, these two patterns represent instances 
where the focus was primarily on static UI elements or a particular 
moment of interaction: 

• “Manipulating Choice Architecture subverts the user’s expec-
tation that the options presented will support their desired 
goal, instead including an order or structure of options that 
makes another outcome more likely.” 

• “Scarcity or Popularity Claims subverts the user’s expectation 
that information provided about a product’s availability or 
desirability is accurate , instead pressuring the user to pur-
chase a product without additional refection or verifcation.” 

In contrast, other patterns represented instances where the full 
efect of the pattern was felt over time and might involve multiple 
interactions with a system that accumulate to achieve the overall 
efect: 

• “Roach Motel subverts the user’s expectation that an action 
will be as easy to reverse as it is to make, instead creating a 
situation that is easy to get into, but difcult to get out of.” 

• “Hiding Information subverts the user’s expectation that all 
relevant information to make an informed choice will be 
available to them, instead hiding information or delaying 
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the disclosure of information until later in the user journey 
that may have led to them making another choice.” 

5.3 Low-Level Patterns 
{LOW-LEVEL DARK PATTERN} uses {RELATED 
HIGH- AND MESO-LEVEL DARK PATTERN} to 
{ELEMENT OF UI ALTERED}. As a result, {IN-
CORRECT USER EXPECTATION} leads to {UN-
DESIRED EFFECT ON USER}. 

Across our 35 low-level defnitions, we considered a range of 
means of execution in the UI or user experience, such as: provision 
of information that is conficting, prohibiting certain kinds of in-
teractions, adding items without a user’s knowledge, providing 
incomplete or misleading information, distracting a user through 
extraneous cues, or using social or other extrinsic pressure to steer 
user’s decisions. These means of execution were supported by a 
wide range of incorrect user expectations and related undesired efects, 
including: preventing a user from making an informed choice about 
their privacy or purchase of a product, disclosing incomplete or 
misleading information that leads to choices the user would not 
otherwise make, or distracting a user and thus preventing them 
from discovering information that would be relevant to their de-
cision. Low-level patterns all exploit the user experience in direct 
ways, but address diferent aspects of the experience: 

• Focus on specifc user interactions that are limited (e.g., “Price 
Comparison Prevention Creates Barriers and uses Obstruction 
by excluding relevant information, limiting the ability of 
a user to copy/paste, or otherwise inhibiting a user from 
comparing prices across two or more vendors. As a result, 
the user cannot make an informed decision about where to 
buy a product or service.”) 

• Focus on a coordinated set of user interactions that produce 
the desired efect (e.g., “Privacy Mazes Add Steps and use 
Obstruction to require a user to navigate through many 
pages a result, the user is prevented from easily discovering 
relevant information or action possibilities, leaving them 
unable to make informed decisions regarding their privacy.”) 

• Focus on discrete UI elements (e.g., “False Hierarchy Manip-
ulates the Choice Architecture, using Interface Interference 
to give one or more options visual or interactive prominence 
over others, particularly where items should be in parallel 
rather than hierarchical. As a result, the user may misun-
derstand or be unable to accurately compare their options, 
making a selection based on a false or incomplete choice 
architecture.”) 

• Focus on user comprehension of the interface (e.g., “Wrong 
Language leverages Language Accessibility, using Interface 
Interference to provide important information in a diferent 
language than the ofcial language of the country where 
users live. As a result, the user will not have access to relevant 
information about their interaction with the system and their 
ability to choose, leading to uninformed decisions.”) 

6 EXTENDING THE ONTOLOGY BASED ON 
CURRENT AND FUTURE SCHOLARSHIP 

Dark patterns researchers have addressed the impact of manipu-
lative, deceptive, and coercive design in a range of technological 
domains. While these eforts are important in protecting online 
users and identifying areas for regulatory or legal impact, the nov-
elty and breadth of this work potentially hinders an exhaustive 
mapping of dark patterns onto our ontology. Building on our pro-
posed ontology, we identify pathways for many stakeholders to 
contribute to the growth of ontology elements—both through the 
addition of new patterns and strengthening contextual or domain-
specifc examples of existing patterns. This extension can help not 
only to anchor instances of patterns from future studies in existing 
literature, but also to enable the scholarly community to extend or 
further characterize these pattern types. The ontology’s stratifca-
tion allows anyone to extend the current framework by following 
the structure and syntax given for each high, meso, and low level 
dark pattern type. 

To perform this mapping and extension exercise, we sought to 
identify existing alignment between proposed dark patterns and 
the ontology. To this end, we consider how a source might ofer 
new perspectives for existing or examples of novel dark patterns. 
The method we used to extend the ontology involves three steps: 

(1) We analyzed the dark pattern defnition included by the 
author and, if provided, considered any cited relationships 
to other dark patterns and related terminologies. 

(2) We then aligned the author’s defnition with the syntax of 
the high, meso, and low levels, placing the dark pattern at 
the most logical level of abstraction. 

(3) Finally, we considered how the addition of the type informs 
a revision of the ontology. A type could reiterate an existing 
type in the ontology (leaving the core ontology unchanged), 
extend an existing type in the ontology (providing rationale 
for a more expansive defnition of an existing type), or iden-
tify the presence of a wholly new type (adding a type to the 
core ontology). 

This section demonstrates how we envision for the commu-
nity to extend the ontology by drawing examples from three 
contemporary studies defning dark patterns from domain and 
context-specifc areas, underlining the decision behind selecting 
these relevant works. These examples extend across multiple 
emergent areas of the state-of-the-art in dark patterns literature, 
encompassing some of the frst examples of studies addressing: 
dark patterns in Japanese apps (Section 6.1), dark patterns ex-
perienced across multiple modalities (Section 6.2), and dark pat-
terns experienced on prominent social media apps (Section 6.3). 
We also show how the ontology can be extended to map legis-
lation and case law relating to dark patterns. Table 1 summa-
rizes how three diferent sources were compared to our ontology 
through this method, demonstrating how the community could 
extend the ontology over time. The ontology can be accessed at 
https://ontology.darkpatternsresearchandimpact.com, which 
includes a current state of the ontology and community-vetted 
changes over time that follow this process in a public, delibera-
tive manner. Initial and future iterations of the ontology will be 
versioned and include a version history for citation accuracy. 
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Extending the Ontology 

Name Defnition from the Sources Mapping to Ontology Level 

Linguistic Dead-End [30] “[D]esign patterns wherein language use prevents Language Inaccessibility extends meso-
or makes it very difcult for the user to understand level 
crucial functionality [...]”. 

Untranslation [30] “[D]esign patterns in which part or all of the app is Wrong Language extends low-
in a language unfamiliar to the people using it, even level 
if the app is stated as available in the local language 
in the store”. 

Alphabet Soup [30] “[D]esign pattern language use prevents or makes it Language Inaccessibility new low-level 
very difcult for the user to understand crucial func-
tionality [...]”. 

Extraneous Badges [29] “[D]esign elements — often tiny, brightly colored Aesthetic Manipulation new low-level 
circles—that visually highlight UI elements that re-
quire immediate user attention”. 

Account Deletion Road- “Unclear deactivation/deletion options covers cases Roach Motel new low-level 
blocks [29] where a service insufciently communicates what 

will happen if a person deactivates or deletes their 
account.” 
“Time-Delayed Account Deletion covers cases where a Roach Motel new low-level 
service will only initiate the account deletion process 
after a cool-of period, rather than instantaneously.” 

Engaging Strategies [43] “[D]ark patterns where the goal is to keep users oc- Social Engineering extends high-
cupied and entertained for as long as possible”. level 

Governing Strategies [43] Dark patterns “that navigate users’ decision-making Obstruction extends high-
towards the designers’ and/or platform providers’ level 
goals”. 

Labyrinthine Navigation [43] “[N]ested interfaces that are easy to get lost in, dis- Privacy Maze extends low-
abling users from choosing preferred settings”. level 

Table 1: This table presents an overview of selected dark patterns from Hidaka et al. [30], Gunawan et al. [29], and Mildner et 
al. [43] to demonstrate extending the dark pattern ontology. 

6.1 Dark Patterns In Japanese Apps 
Hidaka et al. [30] studied dark patterns in Japanese apps and iden-
tifed two dark pattern types—Unstranslation and Alphabet Soup— 
which are sub-types of a novel Linguistic Dead-End dark pattern. 
They specifcally motivated their work as one of the frst studies 
of dark patterns in a non-Western context. We closely evaluated 
the authors’ defnition of Linguistic Dead-End, where the use of 
a foreign language hinders users from understanding the conse-
quences of their interactions. When comparing these three patterns 
to our ontology, the high-level pattern Linguistic Dead-End appears 
to ft within the existing meso-level dark pattern Language Inacces-
sibility while extending its coverage. The remaining two low-level 
patterns, Untranslation and Alphabet Soup, can then be nested as 
two low-level types underneath the same meso-level dark pattern, 
with Untranslation mapping to and extending the existing Wrong 
Language dark pattern and Alphabet Soup forming a new low-level 

pattern. In this case, the three dark patterns extend and further 
support a distinct area of the ontology, demonstrating how novel 
contexts help to usefully supplement existing dark patterns and 
identify new low-level means of execution. Additionally, this study 
demonstrates that dark patterns exist across multiple cultures and 
areas of the world, but may take diferent forms depending on local 
design norms. 

6.2 Contextual Dark Patterns in Diferent 
Screen Modalities 

Gunawan et al. [29] investigated the presence of dark patterns 
across diferent screen modalities, describing eight novel dark pat-
tern types which limit the choices of users depending on the device 
used. In the provided defnitions for each proposed dark pattern, the 
authors included links to previously defned dark patterns—linking 
these patterns to elements of the ontology, thus providing an easy 
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mapping path. The Extraneous Badges dark pattern, for example, 
is indicated as related to Aesthetic Manipulation [24] as a form of 
Interface Interference, and would result in this dark pattern being 
included as a new low-level type in the ontology. Similarly, using 
the authors’ defnitions and identifcation of mapping in the paper 
text, Account Deletion Roadblocks could extend Roach Motel through 
two specifc new low-level types focusing variously on insufcient 
communication and time delay: Unclear Deactivation/Deletion Op-
tions and Time-Delayed Account Deletion. These examples illustrate 
how contextual and situational links to previously defned dark 
patterns support the ontology, describing specifc situations that 
strengthen established dark patterns and identify new low-level 
means of execution. 

6.3 Domain-Specifc Dark Patterns in Social 
Media Applications 

Mildner et al. [43] investigated dark patterns on social media plat-
forms, proposing fve dark patterns across two strategies. As with 
Hidaka et al., the granularity of their defnitions implies a mapping 
on multiple levels of the ontology. We began by drawing from the 
authors’ defnitions of Engaging Strategies and Governing Strategies. 
The authors describe the aim of Engaging Strategies as entertaining 
users for as long as possible, related to Attention Capture [44], which 
is already included in the ontology as a meso-level pattern under 
Forced Action. However, some elements of the original defnition 
(e.g., occupying and entertaining) ft more closely within concepts 
of Social Engineering. Similarly, Governing Strategies can be par-
tially linked to multiple patterns in the ontology. For example, as 
the authors originally suggest, the strategy can be enabled through 
Interface Interference. However, Governing Strategies also ofers a 
high-level focus to inspect Obstruction with Labyrinthine Naviga-
tion, presenting an interesting adaption of Privacy Maze already 
present in the ontology. These examples indicate how the authors 
make their dark pattern types distinct from prior ones, functioning 
as a lens that might invite reinspection of dark patterns in the on-
tology and perhaps indicate opportunities for further development 
of low-level patterns. 

6.4 Dark Patterns in Legislation and Case Law 
An alignment between legislation, the ontology, and case law shows 
that it could also be a robust and reliable artifact for regulators and 
policy makers to use in their compliance monitoring and enforce-
ment actions. 

Mapping the ontology to case law Dark patterns have been 
detected in regulatory cases by enforcers, such as Data Protection 
Authorities (DPAs) and Consumer Protection Authorities, for more 
than a decade [15, 21]. However few cases explicitly designate 
dark patterns as such.7 Decisions analyse several practices that 
are related to dark patterns, but without qualifying each practice 
into a concrete granular type of dark pattern. Current case law 
descriptions of the use of dark patterns often report infringements 
only at a general level, but without qualifying each practice as 
a concrete type of dark pattern [50]. In doing so, case law could 
miss lower-level granularity that may translate across domains. A 

7Case law and legal frameworks have recently been added to the https://deceptive. 
design site, which includes mappings to specifc dark patterns [2]. 

recent example shows that a EU regulator, the Italian DPA, used 
the concept of dark patterns related to certain consent practices 
for the frst time in an ofcial EU legal decision [34]. By mapping 
case law to the ontology, regulators can gain additional knowledge 
identifying where dark patterns practices at multiple levels and in 
multiple combinations are at play, and were deemed to be illegal 
per jurisdiction [36], enhancing legal certainty about dark patterns 
practices. For example, the EU Court of Justice has ruled that the 
practice called “pre-selection” violates the GDPR [9], which maps 
to the meso-level dark pattern “Bad Defaults” in our ontology. 

Further, the ontology has the potential to support enforcement 
decisions since it can test and confrm the traceability of concrete 
dark patterns-related practices. For instance, the Italian Data Pro-
tection Authority has already added the keyword “dark pattern” 
to the available tags of their online database8—a useful efort that 
should be extended to ofcial and unofcial searchable databases 
of enforcers’ decisions. Connecting case law to multiple levels of 
dark patterns in our proposed ontology has the potential to inform 
enforcers of diferent jurisdictions in the EU/US and reduce the 
risks of gaps or overlaps. 

Mapping the ontology to legislation The proposed ontology 
can also help regulators across diferent jurisdictions to understand 
relationships between diferent defnitions of dark patterns, includ-
ing high-, meso- and low level dark patterns, including when such 
defnitions map to existing and upcoming legislation. The recent 
EU Digital Service Act (DSA)[14, Art.25(3)(b), recital 67] explicitly 
prohibits user manipulation and specifes that further guidelines 
will be given on a specifc practice, where “repeatedly requesting 
that the recipient of the service make a choice where that choice has 
already been made, especially by presenting pop-ups that interfere 
with the user experience”; this example maps well to the proposed 
Nagging dark pattern in our ontology. Because new legislation, such 
as the DSA[14], Data Market Act (DMA)[13], Data Act [12], and 
California CPRA [11] contain dark patterns specifc prohibitions, 
we believe the proposed ontology has the capability to ensure a 
precise mapping between the concepts of dark patterns in research 
literature and the legally-binding provisions. When the concepts 
of the ontology are mapped to a legal concept, then it is easier 
for regulators to link a specifc dark pattern to a concrete binding 
legislative provision. Consequently, the ontology will help to con-
clude the normative value of such practice—whether a specifc dark 
pattern is illegal or legal—and what relevant obligations and rights 
are derived from the law and must be enforced. If regulators and 
policy-makers across jurisdictions rely on the same defnitions of 
dark patterns, this can assure an easier re-use of case law for future 
legal cases. 

7 USING THE ONTOLOGY TO SUPPORT 
TRANSDISCIPLINARY ENGAGEMENT 

In this ontology, we seek to synthesize and harmonize existing 
academic and regulatory taxonomies while adding useful and con-
sistent structure to allow for other stakeholders to build upon and 
derive beneft from a shared description of dark patterns knowledge. 
This paper lays the foundation for shared action, which includes 
many diferent stakeholders with difering aims. In this section, 
8https://www.garanteprivacy.it/temi/internet-e-nuove-tecnologie/dark-pattern 
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we outline key opportunities for future transdisciplinary engage-
ment, identifying opportunities for scholars to continue building 
knowledge about dark patterns and their harms, for regulators and 
other enforcement agencies to better detect and thus sanction dark 
patterns, and for legal scholars and legislators to address current 
and future consequences of dark patterns that can inform further 
action. 

7.1 Challenges in Evolving the Ontology 
Not all of our mappings were clear-cut and some may be produc-
tively extended or disputed in future versions of this ontology. 
Through dialogue, we sought to locate existing patterns within 
our ontology based on our best understanding of the pattern as 
described by its name and defnition in the source taxonomy. One 
challenge we faced was that some combinations of patterns have 
evolved over time. For instance, Mathur et al.’s [40] high-level pat-
tern “social proof” originated with two sub-patterns, “activity mes-
sages” and “testimonials.” Later, the FTC created new low-level pat-
terns, introducing “endorsements” (we bundled it with testimonials 
as one low-level pattern) and more specifc types of endorsement 
or testimonials (e.g., “deceptive celebrity endorsements,” “false ac-
tivity messages”). Future work could identify the most useful level 
of abstraction for these patterns. 

Additionally, the use of novel names for patterns (particularly by 
the EDPB and CMA) or the use of patterns in specifc contexts (e.g., 
e-commerce, social media) caused us to consider both the presence 
of granular low-level patterns and the relation of these low-level 
patterns to inferred meso-level patterns. In particular, the use of 
novel names for patterns types and defnitions was a challenge from 
an analytic perspective, resulting in: i) instances where a wholly 
new pattern was introduced (e.g., CMA’s “information overload” 
which we leveraged to create a new meso-level pattern of “choice 
overload”); ii) instances where a new high-level strategy was highly 
similar to an existing high-level strategy (e.g., EDPB’s “skipping” 
which we subsumed within “sneaking”); and iii) instances where 
existing patterns included both a generalizable pattern and domain-
specifc information which may need to be captured in specifc 
low-level patterns in future work (e.g., EDPB’s “left in the dark” is a 
form of “hidden information” but implies specifc low-level patterns 
that are specifc to data protection). 

These observed challenges point towards the value of a shared 
ontology that includes a consistent vocabulary, but also points to 
opportunities to generate more specifc knowledge that is linked to 
particular contexts and technologies. For instance, low-level pat-
terns could be tagged based on how well they relate to specifc 
contexts (e.g., e-commerce, social media), technologies (e.g., CUIs, 
VR/AR, robots), or application domains (e.g., health, travel) as indi-
cated by a recent systematic review of dark patterns literature [22]. 

Finally, formal evaluation of the defnitions and ontology struc-
ture we have proposed will strengthen our understanding of how 
various stakeholders consider, interpret, and use the ontology to 
support their work—within and across technology contexts. For 
instance, the language specifcity demanded by a legal or regu-
latory professional from a given defnition within the ontology 
may require diferent kinds of analytic precision as compared to 

the generative or evaluative use of the same defnitions by a de-
signer performing an audit of dark patterns on digital systems for 
their company. Future work should address both the utility and the 
rigor of various components of our ontology for difering purposes, 
including expert evaluation, gathering of evidence for legal and 
regulatory action, operationalization of dark patterns for social 
science research, and use by designers to avoid inscribing dark 
patterns into their design work. 

7.2 Activating Transdisciplinary Pathways 
As we have outlined, work relating to dark patterns has connected 
many diferent disciplinary communities toward shared goals, in-
cluding social scientists studying the presence and harms of dark 
patterns, legal scholars linking instances of dark patterns to rel-
evant consumer protection or data protection legal frameworks, 
legislators targeting specifc legal provisions about dark patterns 
to support new obligations and/or future sanctions, and regula-
tors detecting legal violations related to dark patterns to support 
enforcement sanctions. We consider multiple opportunities for col-
laboration within and across these stakeholder groups: 

• Social Scientists Scientists studying dark patterns can use 
the ontology to better map the impact triggered by certain 
dark patterns in concrete contexts in ways that support 
shared knowledge building and reduce duplication. This 
approach has been applied for specifc low-level patterns 
by various empirical studies that evaluated the impact of 
dark pattern design on the outcome of users’ consent de-
cisions [45], but could be scaled up substantially using the 
ontology as a means of producing and sharing these map-
pings. 

• Social Scientists + Computer Scientists The detection of 
dark patterns could also be more robustly supported by our 
ontology, with our assertion that low-level patterns show the 
most promise in being detectable. Existing detection eforts 
(e.g., [5, 8, 35, 40, 46, 52–54, 57]) have shown that higher-
level patterns are difcult or impossible to detect at scale due 
to their abstract nature that requires interpretation, while 
low-level UI elements with discrete and known qualities (e.g., 
cookie consent banners, elements of the checkout process) 
are more detectable using software tools for automated de-
tection. Our ontology of low-level patterns and gaps creates 
a foundation for future detection eforts, allowing computer 
science scholars to focus on pattern types which are most 
likely to be detectable and measurable. 

• Social Scientists + Regulators Bielova et al. [3] have re-
cently compared the results of such empirical studies and 
designs recommended by EU regulators and found multi-
ple gaps and contradictions relating to instances of dark 
patterns, showing that empirical studies bring important 
insights not only in the research community but also for 
the regulators and policy-makers. This efort demonstrates 
an opportunity for regulators and social scientists to work 
more closely—commissioning studies where user experience 
of dark patterns is unknown or unclear (particularly with 
relation to causal mechanisms) while deprioritizing studies 
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that address design choices that are already illegal under 
statute. 

• Social Scientists + Legal Scholars The ontology can be 
extended to consider potential harms in relation to specifc 
dark patterns types [28]. For example, the meso-level dark 
pattern Nagging can arguably trigger “attentional theft,” thus 
harming consumer welfare, and can lead to indirect harms 
such as increased vulnerability to privacy violations, and 
fnally, to anti-competitive harms [32]. A mapping of harms 
to specifc types of dark patterns in the ontology may support 
connections to avenues for legal remedies, as well as aid in 
identifying areas where additional research is needed. 

• Legal Scholars + Regulators The ontology may also be 
extended to refer to concrete enforcement cases already con-
solidated in a database of dark patterns case law, such as 
those on Brignull’s updated site [2]. This will allow for case 
law to inform future legal sanctions, identify which elements 
of the ontology connect to existing legal frameworks, and 
lay the groundwork for future legislative action to allow for 
sanctioning of novel patterns that are not well addressed 
through existing laws. 

8 CONCLUSION 
To support the development of a shared language of dark patterns, 
in this paper we present our analysis of ten existing regulatory and 
academic taxonomies of dark patterns and propose a three-level 
ontology with standardized defnitions for 65 synthesized dark pat-
tern types across low-, meso-, and high-level patterns. Building on 
our analysis, future scholars, regulators, and legal professionals can 
beneft from our hierarchical organization of dark patterns types to 
indicate links to existing and similar concepts. This description en-
courages the establishment of provenance in future work, allowing 
scholars and regulators to identify pattern types and their origins 
and provide an audit trail to connect specifc contextually-bound 
instances with broader categorizations. This ontology creates a 
foundation for a shared and reusable knowledge source, allowing 
many stakeholders to work together in building a shared, explicit 
and precise conceptualization of what is already known in the liter-
ature and which can be further refned and extended. Finally, we 
illustrate how this ontology can support translational research and 
regulatory action, by extending the ontology from three contem-
porary studies defning dark patterns from domain and context-
specifc areas, as well as ontology extension to map legislation and 
case law. 
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A FINAL ONTOLOGY DEFINITIONS 
• Sneaking is a strategy which hides, disguises, or delays the disclosure of important information that, if made available to users, 
would cause a user to unintentionally take an action they would likely object to. 
– Bait and Switch subverts the user’s expectation that their choice will result in a desired action, instead leading to an unexpected, 
undesirable outcome. 
∗ Disguised Ads Bait and Switch and use Sneaking to style interface elements so they are not clearly marked as an advertisement 
or other biased source. As a result, users are induced into clicking on the interface element because they assume that it is a 
relevant and salient interaction, leading to unwitting interaction with advertising content. 

– Hiding Information subverts the user’s expectation that all relevant information to make an informed choice will be available to 
them, instead hiding information or delaying the disclosure of information until later in the user journey that may have led to them 
making another choice. 
∗ Sneak into Basket Hides Information and uses Sneaking to add unwanted items to a user’s shopping cart without their consent. 
As a result, a user assumes that only the items they explicitly added to their cart will be purchased, leading to unintentional 
purchase of additional items. 

∗ Drip Pricing, Hidden Costs, or Partitioned Pricing Hides Information and uses Sneaking to reveal new charges or costs, 
present only partial price components, or otherwise delay revealing the full price of a product or service through late or incomplete 
disclosure. As a result, the user is misled about the total or complete price of the product or service, leading to them to make a 
purchase decision after they have expended efort on false pretenses. 

∗ Reference Pricing Hides Information and uses Sneaking to include a misleading or inaccurate price for a product or service 
that makes a discounted price appear more attractive. As a result, the user is misled into believing that the price they pay is 
discounted, leading them to make a decision to purchase a product or service on false pretenses. 

– (De)contextualizing Cues subverts the user’s expectation that provided information will guide the user to making an informed 
choice, instead confusing the user and/or preventing them from locating relevant information due to the context where information 
is presented. 
∗ Conficting Information uses (De)contextualizing Cues and Sneaking to include two or more sources of information that confict 
with each other. As a result, the user is unsure what the consequences of their actions will be and will be more likely to accept 
default settings that may not be in their best interest. 

∗ Information without context uses (De)contextualizing Cues and Sneaking to alter the relevant information or user controls to 
limit discoverability. As a result, the user is unlikely to fnd the information or action possibility they are interested in. 

• Obstruction is a strategy which impedes a user’s task fow, making an interaction more difcult than it inherently needs to be, 
dissuading a user from taking an action. 
– Roach Motel subverts the user’s expectation that an action will be as easy to reverse as it is to make, instead creating a situation 
that is easy to get into, but difcult to get out of. 
∗ Immortal Accounts create a Roach Motel and use Obstruction to make it difcult or impossible to delete a user account once it 
has been created. As a result, the user may create an account or share data with the false assumption that they can later delete 
this information, even though that account and/or data are then unable to be removed by the user. 

∗ Dead Ends create a Roach Motel and use Obstruction to prevent users from fnding information through inactive links or 
redirections that limit or completely prevent the display of relevant information. As a result, the user may seek to fnd relevant 
information or action possibilities but instead be left unable to achieve their goal. 

– Creating Barriers subverts the user’s expectation that relevant user tasks will be supported by the interface, instead preventing, 
abstracting, or otherwise complicating a user task to disincentive user action. 
∗ Price Comparison Prevention Creates Barriers and uses Obstruction by excluding relevant information, limiting the ability of a 
user to copy/paste, or otherwise inhibiting a user from comparing prices across two or more vendors. As a result, the user cannot 
make an informed decision about where to buy a product or service. 

∗ Intermediate Currencies Create Barriers and use Obstruction to hide the true cost of a product or service by requiring the user 
to spend real money to purchase a virtual currency that is then used to purchase a product or service. As a result, the user is 
unable to easily ascertain the true monetary cost of a product or service, leading them to make an uninformed purchase decision 
based on an obscured cost. 

– Adding Steps subverts the user’s expectation that a task will take as few steps as technologically needed, instead creating additional 
points of unnecessary but required user interaction to perform a task. 
∗ Privacy Mazes Add Steps and use Obstruction to require a user to navigate through many pages to obtain relevant information 
or control without a comprehensive and exhaustive overview. As a result, the user is prevented from easily discovering relevant 
information or action possibilities, leaving them unable to make informed decisions regarding their privacy. 

• Interface Interference is a strategy which privileges specifc actions over others through manipulation of the user interface, thereby 
confusing the user or limiting discoverability of relevant action possibilities. 
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– Manipulating Choice Architecture subverts the user’s expectation that the options presented will support their desired goal, 
instead including an order or structure of options that makes another outcome more likely. 
∗ False Hierarchy Manipulates the Choice Architecture, using Interface Interference to give one or more options visual or interactive 
prominence over others, particularly where items should be in parallel rather than hierarchical. As a result, the user may 
misunderstand or be unable to accurately compare their options, making a selection based on a false or incomplete choice 
architecture. 

∗ Visual Prominence Manipulates the Choice Architecture, using Interface Interference to place an element relevant to user goals in 
visual competition with a more distracting and prominent element. As a result, the user may forget about or be distracted from 
their original goal, even if that goal was their primary intent. 

∗ Bundling Manipulates the Choice Architecture, using Interface Interference to group two or more products or services in a single 
package at a special price. As a result, the user may incorrectly assume that these items must be purchased as a bundle or be 
unaware of the unbundled price for the component elements, possibly leading to an uninformed purchasing decision. 

∗ Pressured Selling Manipulates the Choice Architecture, using Interface Interference to preselect or use visual prominence to focus 
user attention on more expensive product options . As a result, the user may be unaware that a lower price is available or even 
desirable for their needs , steering the user into making a more expensive product selection than they otherwise would have. 

– Bad Defaults subverts the user’s expectation that default settings will be in their best interest, instead requiring users to take 
active steps to change settings that may cause harm or unintentional disclosure of information. 

– Emotional or Sensory Manipulation subverts the user’s expectation that the design of the site will allow them to achieve their 
goal without manipulation, instead altering the language, style, color, or other design elements to evoke an emotion or manipulate 
the senses in order to persuade the user into a particular action. 
∗ Cuteness uses Emotional or Sensory Manipulation and Interface Interference to embed attractive cues in the design of a robot 
interface or form factor. As a result, a user may place undue trust in the robot, leading the user to inaccurately or incompletely 
assess the risks of interacting with the robot. 

∗ Positive or Negative Framing uses Emotional or Sensory Manipulation and Interface Interference to visually obscure, distract, or 
persuade a user from important information they need to achieve their goal. As a result, the user may assume that the system 
is providing equal access to relevant information, leading the user to be distracted by positive or negative aesthetic cues that 
distract them from important information or action possibilities or otherwise convince them to pursue a diferent goal. 

– Trick Questions subvert the user’s expectation that prompts will be written in a straightforward and intelligible manner, instead 
using confusing wording, double negatives, or otherwise leading language or interface cues to manipulate a user’s choice. 

– Choice Overload subverts the user’s expectation that the choices they make should be understandable and comparable, instead 
providing too many options to compare or encouraging users to overlook relevant information due to the volume of choices 
provided. 

– Hidden Information subverts the user’s expectation that relevant information will be made accessible and visible, instead 
disguising relevant information or framing it as irrelevant. 

– Language Inaccessibility subverts the user’s expectation that guidance will be provided in a way that is understandable and 
intelligible, instead using unnecessarily complex language or a language not spoken by the user to decrease the likelihood the user 
will make an informed choice. 
∗ Wrong Language leverages Language Accessibility, using Interface Interference to provide important information in a diferent 
language than the ofcial language of the country where users live. As a result, the user will not have access to relevant 
information about their interaction with the system and their ability to choose, leading to uninformed decisions. 

∗ Complex Language leverages Language Accessibility, using Interface Interference to make information difcult to understand by 
using obscure word choices and/or sentence structure. As a result, the user will not be able to comprehend relevant information 
about their interaction with the system and their ability to choose, leading to uninformed decisions. 

– Feedforward Ambiguity subverts the user’s expectation that their choice will be likely to result in an action they can predict, 
instead providing a discrepancy between information and actions available to users that results in an outcome that is diferent from 
what the user expects. 

• Forced Action is a strategy which requires users to knowingly or unknowingly perform an additional and/or tangential action or 
information to access (or continue to access) specifc functionality, preventing them from continuing their interaction with a system 
without performing that action. 
– Nagging subverts the user’s expectation that they have rational control over the interaction they make with a system, instead 
distracting the user from a desired task the user is focusing on to induce an action or make a decision the user does not want to 
make by repeatedly interrupting the user during normal interaction. 

– Forced Continuity subverts the user’s expectation that a subscription created in the past will not auto-renew or otherwise 
continue in the future, instead causing undesired charges, difculty to cancel, or lack of awareness that a subscription is still active. 

– Forced Registration subverts the user’s expectation that they can complete an action without registering or creating an account, 
instead tricking them into thinking that registration is required, often resulting in the sharing of unneeded personal data. 
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– Forced Communication or Disclosure subverts the user’s expectation that a system will only request information needed to 
complete their desired goals, instead tricking them into sharing more information about themselves or using their information for 
purposes that they do not desire. 
∗ Privacy Zuckering uses Forced Communication or Disclosure as a type of Forced Action to trick users into sharing more information 
about themselves than they intend to or would agree to if fully informed. As a result, the user assumes that information they are 
requested to provide is vital for use of the service, even while this information is used or sold for other purposes. 

∗ Friend Spam uses Forced Communication or Disclosure as a type of Forced Action to collect information about other users through 
extractive means that results in unwanted contact from the service. As a result, the user assumes that information about their 
friends or social network is vital for use of the service, even while this information is used to spam other users. 

∗ Address Book Leeching uses Forced Communication or Disclosure as a type of Forced Action to collect information about other 
users through extractive means, which are often hidden to the user and/or conducted under false pretenses. As a result, the user 
assumes that only vital information will be collected when signing up for or using a service, even while this information is used 
to gain knowledge of other users or inform other purposes that have not been initially declared. 

∗ Social Pyramid uses Forced Communication or Disclosure as a type of Forced Action to manipulate existing users into recruiting 
new users to use a service, often by tying this recruitment to additional functionality or other benefts. As a result, the user 
assumes that social recruiting is necessary to continue to use aspects of the service, even while this information is primarily used 
to build the service’s user base. 

– Gamifcation subverts the user’s expectation that system functionality is based on alignment with user goals and needs, instead 
coercing them into gaining access to aspects of a service through repeated (and perhaps undesired) use of aspects of the service. 
∗ Pay-to-Play uses Gamifcation as a type of Forced Action to initially claim that aspects of a service or product are available via 
purchase or download, but then later charging users to actually obtain that functionality. As a result, the user incorrectly assumes 
that a service or product will allow them certain functionality, leading to them downloading or purchasing the product or service 
under false pretenses. 

∗ Grinding uses Gamifcation as a type of Forced Action to require repeated, often cumbersome and labor-intensive actions over 
time in order to obtain certain relevant functionality. As a result, the user may seek to avoid these repetitive actions, leading 
to them making unwanted additional in-app purchases to unlock the same functionality without “grinding” over an extended 
period of time. 

– Attention Capture subverts the user’s expectation that they have rational control over the time they spend using a system, instead 
tricking them into spending more time or other resources to continue use for longer than they otherwise would. 
∗ Auto-Play uses Attention Capture as a type of Forced Action to automatically play new video after an existing video has completed. 
As a result, the user may lose control over their viewing experience, leading them to watch more content than they intended or 
result in them watching content that is unexpected or harmful. 

• Social Engineering is a strategy which presents options or information that causes a user to be more likely to perform a specifc 
action based on their individual and/or social cognitive biases, thereby leveraging a user’s desire to follow expected or imposed social 
norms. 
– Scarcity or Popularity Claims subverts the user’s expectation that information provided about a product’s availability or 
desirability is accurate , instead pressuring the user to purchase a product without additional refection or verifcation. 
∗ High Demand uses Scarcity and Popularity Claims as a type of Social Engineering to indicate that a product is in high-demand or 
likely to sell out soon, even though that claim is misleading or false. As a result, the user may assume that demand is high when 
it is not, leading to their uninformed purchase of a product or service. 

– Social Proof subverts the user’s expectation that the indicated behavior of others in a specifc situation is correct or desirable, 
instead accelerating user decision-making and encouraging the user to trust fawed implications through provided information. 
∗ Low Stock uses Social Proof as a type of Social Engineering to indicate that a product is limited in quantity, even though that 
claim is misleading or false. As a result, the user may assume that a product is desirable due to demand, leading to undue or 
uninformed pressure to buy the product immediately. 

∗ Endorsements and Testimonials use Social Proof as a type of Social Engineering to indicate that a product or service has been 
endorsed by another consumer, even though the source of that endorsement or testimonial is biased, misleading, incomplete, or 
false. As a result, the user may assume that the endorsement or testimonial is accurate and unbiased, leading to their uninformed 
purchase of a product or service. 

∗ Parasocial Pressure uses Social Proof as a type of Social Engineering to indicate that a product or service has been endorsed by 
a celebrity, infuencer, or other entity that the user trusts, even though the source of that endorsement is biased, misleading, 
incomplete, or false. As a result, the user may assume that the endorsement is accurate and unbiased, leading to their uninformed 
purchase of a product or service. 

– Urgency subverts the user’s expectation that information provided about discounts or a limited-time deal for a product is accurate, 
instead accelerating the user’s decision-making process by demanding immediate or timely action. 
∗ Activity Messages use Urgency as a type of Social Engineering to describe other user activity on the site or service, even though 
the data presented about other users’ purchases, views, visits, or contributions are misleading or false. As a result, the user may 
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falsely feel a sense of urgency, assuming that others users are purchasing or otherwise interested product or service, leading to 
their uninformed purchase of a product or service. 

∗ Countdown Timers use Urgency as a type of Social Engineering to indicate that a deal or discount will expire by displaying a 
countdown clock or timer, even though the clock or timer is completely fake, disappears, or resets automatically. As a result, the 
user may feel undue urgency and purchasing pressure, leading to their uninformed purchase of a product or service. 

∗ Limited Time Messages use Urgency as a type of Social Engineering to indicate that a deal or discount will expire soon or be 
available only for a limited time, but without specifying a specifc deadline. As a result, the user may feel undue urgency and 
purchasing pressure, leading to their uninformed purchase of a product or service. 

– Personalization subverts the user’s expectation that products or service features are ofered to all users in similar ways, instead 
using personal data to shape elements of the user experience that manipulate the user’s goals while hiding other alternatives. 
∗ Confrmshaming uses Personalization as a type of Social Engineering to frame a choice to opt-in or opt-out of a decision through 
emotional language or imagery that relies upon shame or guilt. As a result, the user may be convinced to change their goal due 
to the emotionally manipulative tactics, resulting in being steered away from making a choice that matched their initial goal. 
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B ANALYZED TAXONOMIES OF DARK PATTERNS 

Table 2: Academic taxonomies of dark patterns. 

High-Level Pattern Low-Level Pattern 

Brignull 2018-2022 [6] — Sneak into Basket, Bait and Switch, Roach Motel, Price Comparison Prevention, Dis-
guised Ads, Privacy Zuckering, Trick Questions, Hidden Costs, Confrmshaming, Friend 
Spam, Forced Continuity, Misdirection 

Brignull 2023 [7] — Comparison Prevention, Confrmshaming, Disguised Ads, Fake Scarcity, Fake Social 
Proof, Fake Urgency, Forced Action, Hard to Cancel, Hidden Costs, Hidden Subscription, 
Nagging, Obstruction, Preselection, Sneaking, Trick Wording, Visual Interference 

Obscure Privacy Zuckering, Immortal Accounts, Hidden Legalese Stipulations, Bad Defaults 
Maximize Shadow User Profles, Address Book Leeching, Forced Registration 
Deny Immortal Accounts Bösch et al. [4] Preserve Shadow User Profles, Address Book Leeching 
Centralize Shadow User Profles 
Publish, Violate, Fake — 

Nagging — 
Sneaking Intermediate-Level Currency, Roach Motel, Price Comparison Prevention 

Gray et al. [24] Obstruction Bait and Switch, Sneak into Basket, Hidden Costs, Forced Continuity 
Interface Interference Toying with Emotion, Aesthetic Manipulation, Trick Questions, Preselection, Disguised 

Ad, Hidden Information, False Hierarchy 
Forced Action Gamifcation, Privacy Zuckering, Social Pyramid 

Sneaking Sneak into Basket, Hidden Costs, Hidden Subscription 
Urgency Limited-time Message, Countdown Timer 
Misdirection Confrmshaming, Visual Interference, Trick Questions, Pressured Selling 

Mathur et al. [40] Social Proof Activity Message, Testimonials 
Scarcity Low-stock Message, High-demand Message 
Obstruction Hard to Cancel 
Forced Action Forced Enrollment 
Nagging — 
Social Proof Testimonials, Activity Messages 
Obstruction Immortal Accounts, Intermediate-Level Currency, Roach Motel, Price Comparison Pre-

vention Luguri et al. [37] Sneaking Bait and Switch, Sneak into Basket, Hidden Costs, Hidden Subscription / Forced Conti-
nuity 

Interface Interference Cuteness, False Hierarchy / Pressured Selling, Toying with Emotion, Trick Questions, 
Preselection, Disguised Ad, Hidden Information / Aesthetic Manipulation, Confrmsham-
ing 

Forced Action Friend spam/social pyramid/address book leeching, Privacy Zuckering, Gamifcation, 
Forced Registration 

Scarcity High Demand Message, Low Stock Message 
Urgency Countdown Timer, Limited Time Message 
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Table 3: Regulatory taxonomies of dark patterns. 

High-Level Low-Level Pattern 
Pattern 

Overloading Continuous Prompting, Privacy Maze, Too Many Options 
Skipping Deceptive Snugness, Look Over There 
Stirring Emotional Steering, Hidden in Plain Sight EDPB [17] Obstructing Dead End, Longer than Necessary, Misleading Action 
Fickle Lacking Hierarchy, Decontextualizing, Language Discontinuity, Inconsistent Interface 
Left in the Dark Conficting Information, Ambiguous Wording or Information 

Nagging — 
Social Proof Testimonials, Activity Messages 
Obstruction Intermediate-Level Currency, Roach Motel / Difcult Cancellations, Price Comparison Prevention 

EU Com. (EC) [15] Sneaking Bait and Switch, Sneak into Basket, Hidden Costs, Hidden Subscription / Forced Continuity 
Interface Interfer- Toying with Emotion, Trick Questions, Preselection (default), Disguised Ad, Hidden Information 
ence / False Hierarchy, Confrmshaming 
Forced Action Forced Registration 
Urgency Countdown Timer / Limited TIme Message, Low Stock / High Demand Message 

Forced Action Forced Registration, Forced Disclosure / Privacy Zuckering, Friend Spam / Social Pyramid / 
Address Book Leeching, Gamifcation 

Interface Interfer- Hidden Information, False Hierarchy, Preselection, Misleading Reference Pricing, Trick Questions, 
ence Disguised Ads, Confrmshaming / Toying with Emotion OECD [48] Nagging Nagging 
Obstruction Hard to Cancel or Opt Out / Roach Motel / Click Fatigue / Ease, (Price) Comparison Prevention, 

Immortal Accounts, Intermediate Currency 
Sneaking Sneak into Basket, Hidden Costs / Drip Pricing, Hidden Subscription / Forced Continuity, Bait 

and Switch (including Bait Pricing) 
Social Proof Activity Messages, Testimonials 
Urgency Low Stock / High Demand Message, Countdown Timer / Limited Time Message 

UK CMA [10] 
Choice Structure 

Choice Informa-
tion 

Defaults, Ranking, Partitioned Pricing, Sludge, Bundling, Dark nudge, Choice overload and 
decoys, Virtual currencies in gaming, Sensory manipulation, Forced outcomes 
Drip pricing, Reference pricing, Framing, Complex language, Information overload 

Choice Pressure Scarcity and popularity claims, Prompts and reminders, Messengers, Commitment, Feedback, 
Personalisation 

US FTC [21] 

Endorsements 
(Social Proof) 
Scarcity 
Urgency 
Obstruction 
Sneaking or Infor-
mation Hiding 
Interface Interfer-

False Activity Messages, Deceptive Consumer Testimonials, Deceptive Celebrity Endorsements, 
Parasocial Relationship Pressure 
False Low Stock Message, False High Demand Message 
False Discount Claims, False Limited Time Message, Baseless Countdown Timer 
Immortal Accounts Roadblocks to Cancellation, Price Comparison Prevention 
Intermediate Currency, Hidden Subscription or Forced Continuity, Drip Pricing, Hidden Costs, 
Hidden Information, Sneak-into-Basket 
Bait and Switch, Disguised Ads, False Hierarchy or Pressured Upselling, Misdirection 

ence 
Coerced Action 

Asymmetric 
Choice 

Friend Spam, Social Pyramid Schemes, and Address Book Leeching, Pay-to-Play or Grinding, 
Forced Registration or Enrollment, Nagging, Auto-Play, Unauthorized Transactions 
Subverting Privacy Preferences, Preselection, Confrm Shaming, Trick Questions 
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Dark patterns are ubiquitous in digital systems, impacting users throughout their journeys on many popular apps and websites. While
substantial efforts from the research community in the last five years have led to consolidated taxonomies of dark patterns, including
an emerging ontology, most applications of these descriptors have been focused on analysis of static images or as isolated pattern
types. In this short paper, we present a case study of Amazon Prime’s “Iliad Flow” to illustrate the interplay of dark patterns across a
user journey, grounded in insights from a US Federal Trade Commission complaint against the company. We use this case study to lay
the groundwork for a methodology of Temporal Analysis of Dark Patterns (TADP), including considerations for characterization
of individual dark patterns across a user journey, multiplicative effects of multiple dark patterns types, and implications for expert
detection and automated detection.
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1 INTRODUCTION

After over a decade on research, interest in dark patterns1 research is still growing—impacting not only HCI scholarship,
but also connections to policy, law, and design [17]. The study of dark patterns was originally focused on design
practitioners with the goal of “naming and shaming” companies into providing better user experiences [10], but has
since captured a broad range of patterns that deceive, coerce, or manipulate users. Researchers have developed a
growing knowledge of dark pattern instances in specific domains, such as e-commerce [26], games [32], and social
media [29]. These efforts have supported the development of a domain-agnostic ontology [19], which has categorized
1We use this term to connect our efforts to prior scholarship and legal statute, while recognizing that other terms such as “deceptive design” or
“manipulative design” are sometimes used to describe similar tactics. While the ACM Diversity and Inclusion Council has included dark patterns on a list
of potentially problematic terms, there is no other term currently in use that describes the broad remit of dark patterns practices that include deceptive,
manipulative, and coercive patterns that limit user agency and are often hidden to the user.
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2 Gray, Mildner, & Bielova

Fig. 1. A journey map taken from a version of darkpatterns.org in 2016. This diagram demonstrates users’ interactions when engaging
with a website, including experiences of multiple dark patterns.

individual dark pattern types into high-, meso-, and low-level patterns to allow easier access and adaption within and
outside this community.

In the past two years, regulators and policymakers have taken action to address issues of technology manipulation
and deceptive design practices, resulting in legislative frameworks and regulatory sanctions that aim to protect users
from dark patterns’ harms. Legislation such as the EU’s Digital Service Act (DSA) [6] and California’s Privacy Rights
Act (CPRA) [2], alongside guidance from governmental bodies such as the Organization for Economic Co-operation and
Development (OECD) [30], UK Consumer and Markets Authority (CMA) [4], and the US Federal Trade Commission
(FTC) [1] have supported the development of regulatory frameworks related to dark patterns, with the goal of bringing
more transparency into digital environments and protecting users’ autonomy to make informed decisions. Currently,
lawsuits and other sanctions are leveraging these new regulations and, thus, demonstrate the effectiveness of policies
where HCI and law work side-by-side to protect end users.

However, existing scholarship often focuses on static dark patterns, driven by sharing screenshots as artifacts as
evidence of dark patterns latent in the UI [18]. While contemporary dark patterns scholars often acknowledge aspects
of temporal complexity, including feedforward, repetition of actions such as nagging, or actions that are part of a
larger sequence, no expert evaluation or automated methods have been proposed that comprehensively support the
inspection of an entire user journey. This lack of support for specific methods to support the temporal experience is
particularly odd, given that Brignull (the originator of the term “dark patterns” and founder of darkpatterns.org) shared
an annotated journey map including the kinds of details mentioned in 2016 for a brief time (Figure 1). As Brignull notes
on this archived page:

“A journey map is a simple diagram to illustrate users go through in engaging with a webpage, whether it is

an online experience, a product, retail, service or any combination. Usually when there are many touchpoints

it means the experience is more complex. In this case, we located the Dark Patterns as touchpoints—ideally the

map should be clean.”

(From darkpatterns.org, 2016)

We use Brignull’s diagram as a source of inspiration and starting point to propose components of a disciplined and
rigorous methodology to characterize dark patterns experienced over time. This kind of temporal complexity has been
primarily addressed in the dark patterns literature at present through application audits conducted with specific sets
Manuscript submitted to ACM
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of user goals in mind [15, 29], while other scholarship has focused on automated or semi-automated detection across
elements of the user journey [11, 25, 26]. Recent work from Mildner et al. [28, 29], echoing prior work from Gray et al.
[20], Luguri and Strahilevitz [24], and guidance from the OECD [30], suggests that not only do dark patterns often
occur together in single moments of a user journey, but they can also produce multiplicative or amplified effects both in
isolation and across a user journey. We advance this line of research in this short paper, building a foundation for a
method of Temporal Analysis of Dark Patterns (TADP) and consider attributes of this method through a case study
from the legal literature.

To that end, we make two contributions to the HCI and dark patterns literature. First, we illustrate aspects of temporal
complexity that enhance the impact of dark patterns on user behavior through a case study of the Amazon Prime “Iliad
Flow,” identifying the kinds of user interactions over time that should be considered and characterized by researchers,
regulators, and legal scholars. Second, we assess components of a TADP methodology that should be considered when
studying the effects dark patterns have on users and identify how these components might be taken up through expert
evaluation, automated detection, and human-in-the-loop detection.

2 PROBLEMATIZING DARK PATTERNS EXPERIENCED OVER TIME: A CASE STUDY OF AMAZON
PRIME’S “ILIAD FLOW”

A legal complaint filed by the US Federal Trade Commission (FTC) in June 2023 against Amazon is a recent example of
enforcement action that includes detailed references to dark patterns [7]. This case follows multiple other cases [5, 12, 13]
in the past two years by the FTC and other government bodies that have used the presence of dark patterns as a
central form of evidence that user autonomy was not respected. We present the Amazon Prime cancellation process as
an explanatory case study [31] to identify how dark patterns are inscribed into the user experience, how these dark
patterns relate to each other on specific screens and over time, and what elements of the overall user experience would
be useful for scholars to focus on when analyzing other experiences for the presence of dark patterns.

The center of a recent enforcement action by the FTC is Amazon Prime’s cancellation process, which gained notoriety
for being obstructive to users and led to the adoption of a two-click cancellation option in July 2022—but only for
EU consumers [3]. A Norwegian Consumer Council report from 2021 demonstrated how dark patterns were used
in Amazon’s cancellation process to frustrate consumers, leaving them “[. . . ] faced with a large number of hurdles,
including complicated navigation menus, skewed wording, confusing choices, and repeated nudging. Throughout the
process, Amazon manipulates users through wording and graphic design, making the process needlessly difficult and
frustrating to understand.” [22].

In the FTC complaint against Amazon, these same allegations were exposed in further detail, building on evidence
that showed how Amazon’s design teams were complicit in making this process more difficult than it needed to be:

[. . . ] the primary purpose of the Prime cancellation process was not to enable subscribers to cancel, but rather

to thwart them. Fittingly, Amazon named that process “Iliad,” which refers to Homer’s epic about the long,

arduous Trojan War. Amazon designed the Iliad cancellation process (“Iliad Flow”) to be labyrinthine, and

Amazon and its leadership [. . . ] slowed or rejected user experience changes that would have made Iliad simpler

for consumers because those changes adversely affected Amazon’s bottom line. [7, p. 3]

Notably, legal frameworks such as those used by the FTC or other regulatory bodies rarely require proof of intent in
order to produce sanctions. However, in this case, not only were elements of the user experience clearly obstructive,
but Amazon’s own naming of the user flow indicated their goal of making the process as difficult as possible. The

Manuscript submitted to ACM
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Fig. 2. This flowchart demonstrates the user journeys for becoming an Amazon Prime member, finding the “Iliad Flow”, and canceling
a subscription.

complaint features an exhaustive description of the user journey, supported by screenshots. Several different aspects of
the interactive system are included in the complaint, including the process to subscribe to Amazon Prime, different ways
to enter the “Iliad Flow” to cancel Amazon Prime, and the component interactions required to cancel the membership.

2.1 Identifying Dark Patterns in the “Iliad Flow”

The FTC complaint included explicit analysis that demonstrated and named the presence of multiple dark patterns
across the “Iliad Flow”. To characterize these dark patterns in more detail, we leveraged Mildner et al.’s [29] approach to
identify dark patterns in interfaces, using the software Atlas.ti [16] to analyze the complaint through open coding. We
used a deductive codebook containing dark patterns from Gray et al.’s [19] ontology and Mildner et al.’s [29] work,
thereby analyzing both the text and visual elements of the complaint using a qualitative content analysis approach.
One author performed the initial coding work, leveraging dark patterns noted in the complaint and previous sanctions
alongside their own expertise from previous studies on dark patterns. A second author who also had prior experience
conducting studies on dark patterns confirmed the application of codes. After the document was fully coded, we
connected the different interface stages in the form of a journey map including co-occurring and amplification of dark
patterns on the one hand and their sequential dependency on the other.

Amazon’s “Iliad Flow” describes the user journey leading to the option for cancelling a Prime membership. In our
analysis, we not only focused on the “Iliad Flow” but also considered membership creation and the required steps to
cancel the service. The cancellation process itself includes three pages, however, there are multiple ways to enter the
“Iliad Flow” and even more interactions that terminate the flow without successfully canceling the membership. Figure 2
shows the user journey described in the complaint including membership creation, finding the “Iliad Flow,” and three
pages users have to successfully navigate to find the option to cancel the membership.

Becoming an Amazon Prime Member. Although not directly a part of the “Iliad Flow,” it is noteworthy to demonstrate
the ease through which Amazon recruits new members to its Prime program. Options to subscribe Amazon Prime are
presented continuously through Amazon’s services on both mobile and desktop modalities, including Amazon Music,
Amazon Prime Video, and anytime an item is being purchased from Amazon—the service seemingly utilizes every
opportunity to offer its Prime membership to users. In doing so, Amazon uses multiple dark patterns that manipulate
users’ understanding of the choice architecture. Although both Amazon Music and Video offers include stand-alone and
cheaper alternatives, the service provider exploits Interface Interference (a high-level dark pattern) to promote its Prime
membership as a superior subscription, including all of Amazon’s premium features but at a higher cost. Consequently,
Manuscript submitted to ACM
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users are being tricked into more expensive subscriptions through the Bait and Switch dark pattern and deploying the
Roach Motel pattern through the existence of the “Iliad Flow”.

Entering the “Iliad Flow”. While it is relatively easy to subscribe to Amazon Prime, the complaint describes a complex
and labyrinthine procedure to cancel it. In total, Amazon offers users three possible paths to enter the “Iliad Flow”.
First, customers can use a search function on the website. However, the complaint describes how users have to be
highly precise in their choosing of words to be presented with a link to enter the cancellation process. Alternatives
refer customers to other settings or help services but do not present quick access. Second, customers can reach out to
customer service, which itself requires customers to navigate through multiple options before being able to actually
enter a query. Third, customers can enter the “Iliad Flow” by first navigating to Amazon’s “Account & Lists,” finding
the “Manage Membership” option, and selecting the “End Membership” option. Contrary to its name, this option will
not end a customer’s membership but rather forward them to begin the “Iliad Flow.” Together, these three options
contain multiple instances of Interface Interference and Obstruction, for instance, in the form of Labyrinthine Navigation
or Misdirection. The complaint suggests that customers have to take a minimum of two actions to even enter the “Iliad
Flow.”

Navigating the “Iliad Flow”. Once a customer finds themselves in the cancellation flow process, they have to success-
fully navigate three pages before being able to end their Amazon Prime membership. As Figure 3 demonstrates, the pages
repeatedly feature alternative options that, if clicked, remove the user from the “Iliad Flow”, exiting the process. Thus,
customers have to begin to find and enter the “Iliad Flow” again if they consider one of the alternatives presented on
each screen. Each screen of the “Iliad Flow” includes a variety of dark patterns in a labyrinthine interface path deceiving
customers in their attempt to cancel their membership. Moreover, the interface emotionally manipulates customers
by reminding them about personalized features or contemporary offers that become unavailable once they terminate
their membership. Only after customers reach the third page of the “Iliad Flow” are they able to end their subscription
immediately. However, Amazon still aims to keep users connected to their service by offering the alternatives to pause
a membership or terminate it at a different time. Collectively, customers have to navigate through a plethora of dark
patterns in various stages before being able to end their membership.

2.2 Characterizing the Complexity of the “Iliad Flow”

In this section, we describe the findings of our temporal analysis based on Amazon’s “Iliad Flow,” with a summary
of our findings shown in Figure 3. For the sake of brevity, we simplified the “Iliad Flow” in terms of displayed dark
patterns and overall complexity to allow a high-level view of both the strategies deployed on individual screens and
discrete UI elements and across the entire flow experience. In its original form, the “Iliad Flow” affords users multiple
scrolling actions, as options to proceed were otherwise outside the visible frame. Moreover, additional visual and text in
the original experience added further Social Engineering tactics.

2.2.1 Instances of Dark Patterns. Our temporal analysis of the “Iliad Flow” revealed a plethora of dark patterns customers
encounter throughout their attempt to cancel their Amazon Prime membership. In their complaint, the FTC named
seven dark patterns specifically: (1) Forced Action; (2) Interface Interference; (3) Obstruction; (4)Misdirection; (5) Sneaking;
and (6) Confirmshaming. While our analysis confirms instances of these dark patterns, we extend the FTC’s findings by
also identifying multiple instances of 22 dark pattern types, including high-level, meso-level, and low-level mapped

Manuscript submitted to ACM
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INTERFACE INTERFERENCE INTERFACE INTERFERENCE

INTERFACE INTERFERENCE

Items tied to your membership will be affected if 
you cancel your membership.
You won't be eligible for your exclusive offers.

Roach Motel Adding Steps
SNEAKING · OBSTRUCTION SNEAKING · OBSTRUCTION OBSTRUCTION

Labyrinthine Navigation

End Now

Fig. 3. A summary of our temporal analysis of dark patterns in Amazon’s “Iliad Flow.” For brevity, we simplified the interface
complexity but maintained key options including three screens users have to navigate to be able to cancel their membership. Vertically
underneath each page, we summarized co-occurring and amplifying dark patterns. Horizontally, we follow the sequential impacts
and dependency of dark patterns. Dark patterns in small caps refer to high-level types while lower-case dark patterns refer to meso-
and low-level instances (from Gray et al.’s [21] ontology). Descriptions of each dark pattern are included in Table 1.

to Gray et al.’s [21] ontology. Notably, the “Iliad Flow” itself comprises three linked screens on which we counted 70
instances of dark patterns across 22 types.

Most prominently and at the highest level of abstract, we identified Obstruction (𝑛 = 25) and Interface Interference

(𝑛 = 14) dark patterns. Other lower-level types that were frequently found in the screens included Labyrinthine

Navigation (𝑛 = 10), Exploiting Errors (𝑛 = 10), and Redirective Condition (𝑛 = 6).

2.2.2 Dark Pattern Co-Occurrence & Amplification. Aside from the variety of dark patterns deployed in the “Iliad
Flow,” our analysis further shows how multiple dark patterns often occur together. As shown in Figure 3, high-level
patterns of Sneaking and Obstruction pervaded the entire interaction sequence, supported by Social Engineering in
Manuscript submitted to ACM
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Code N Definition
1 Aesthetic Manipulation

[21]
7 “Any manipulation of the user interface that deals more directly with form than function. This includes

design choices that focus the user’s attention on one thing to distract them from or convice them of
something else.”

2 Confirmshaming [10] 7 “Guilting users into opting into something. The option to decline is worded to shame the user into
compliance.”

3 Confusion [14] 3 “Asking the user questions or providing information that they do not understand. Asking a novice
user if they would like to change their default browser, use of double, triple, or quadruple negatives.”

4 Decision Uncertainty
[29]

1 “This dark pattern confuses users by diminishing their ability to assess situations, leaving them
clueless as to what is expected of them or what options are available.”

5 Exploiting Errors [14] 10 “Taking advantage of user errors to facilitate the interface designer’s goals. E.g. mistyped URL brings
up advertisement instead of assistance.”

6 Forced Action [21] 5 “This strategy describes dark patterns that require the user to perform a certain action to access (or
continue to access) certain functionality.”

7 Hard to Cancel [26] 3 “The pattern does not disclose important information upfront to the user that canceling a subscription
or membership could not be completed in the same manner they signed up with.”

8 Hidden Costs [10] 2 “You get to the last step of the checkout process, only to discover some unexpected charges have
appeared.”

9 Hidden Information
[18]

5 “This dark pattern describes options or actions relevant to the user but not made immediately or
readily accessible. It may manifest as options or hidden in fine print, disclosed text, or a product’s
terms and conditions statement.”

10 Interface Interference
[18]

14 “This strategy describes dark patterns that manipulate the user interface privileging certain actions
over others, thereby confusing the user or limiting discoverability of important action possibilites.”

11 Labyrinthine Naviga-
tion [29]

10 “This dark pattern describes nested interfaces that are easy to get lost in, disabling users from choosing
preferred settings. This pattern is often seen in social media settings menus.”

12 Manipulate Navigation
[14]

2 “Information architectures and navigationmechanisms that guide the user towards interface designer’s
goal. E.g. making the free version of an application far more difficult to find than the commercial
version on a consumer firewall vendor’s website.”

13 Misdirection [10] 3 “The design purposefully focuses your attention on one thing in order to distract your attention from
another.”

14 Nagging [18] 2 “This strategy describes dark patterns that redirect of expected functionality persisting beyond one or
more interaction.”

15 Obfuscation [14] 4 “Hiding desired information ad interface elements. E.g. reducing contrast of close/stop buttons on
video advertisements.”

16 Obstruction [21] 25 “This strategy describes dark patterns with intentions of making a process more difficult than it needs
to be, with the intent of dissuading certain action(s).”

17 Redirective Condition
[29]

6 “Dark patterns of this type contain choice limitations that force users to overcome unnecessary
obstacles before being able to achieve their goals.”

18 Roach Motel [10] 4 “You get into a situation very easily but getting out is difficult (occurs in subscriptions).”
19 Sneaking [21] 2 “Dark patterns following this strategy attempt to hide, disguise, or delay the divulging of information

that is relevant to the user.”
20 Social Engineering [21] 8 “Social Engineering is a strategy which presents options or information that causes a user to be more

likely to perform a specific action based on their individual and/or social cognitive biases, thereby
leveraging a user’s desire to follow expected or imposed social norms.”

21 Toying With Emotions
[18]

2 “[T]his dark pattern includes any use of language, style, color, or other similar elements to evoke an
emotion in order to persuade the user into a particular action.”

22 Visual Interference [26] 7 “This dark pattern uses style and visual presentation to influence users into making certain choices
over others.”

Total = 70

Table 1. Table containing all 22 identified dark patterns from the analysis of the “Iliad Flow”. The table includes the number of
instances each dark pattern was identified and their definitions.

key decision moments in the first two screens. Additionally, these high level patterns were supported—and even
amplified—by numerous lower-level patterns that drew on the higher-level parent types. For instance, all three screens
used manipulation of the visual hierarchy (a meso-level pattern) to confuse users about the interactive differences and
feedforward between the three options, making options to keep the membership, continue to cancel, or be reminded
later appear in parallel. In parallel, Social Engineering strategies such as personalization were used to amplify the
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8 Gray, Mildner, & Bielova

interface interference effects by providing specific amounts of media the user might lose access to or provide options
on how to choose a different payment plan that would appear more affordable.

Notably, while some patterns are easily traceable to one or more specific UI elements, the interactions among the
different types of dark patterns are more nuanced. For instance, the first screen layers choice architecture manipulation
and emotional manipulation (Interface Interference) and urgency (Social Engineering) in a direct way, leaving the roach
motel (Sneaking) to be realized across the entire user journey. Similarly, the use of labyrinthine navigation (Obstruction)
applies to the entire user journey as opposed to one discrete UI element or screen.

2.2.3 Sequential Impact & Dependency of Dark Patterns. While co-occurrence between dark pattern types provides
insights into the interplay between specific forms of manipulation, deception, and coercion, these types also benefit
from each other from a sequential level. To understand their intertwined effects, we considered the dark patterns across
the interactions and how they helped maintain deceptive and manipulative pressure on customers. As a customer sets
out to end their membership, they constantly face distractions and Sneaking strategies to keep them from proceeding.
As Figure 3 depicts, each screen contains multiple options deflecting from the goal to end a membership. The screens
are visually designed to appear engaging through the Interface Interference and Social Engineering high-level dark
patterns—being both highly visible in their focus and emotionally pressuring. Importantly, engagement with any of the
options other than the undifferentiated buttons indicated in the figure instantly exits the customer from the “Iliad Flow”
and requires them to begin again. Thus, the combination and sequencing of dark patterns deployed ensures that most
consumers will fail at their goal of cancelling the service—particularly the first time they navigate the gauntlet of dark
patterns.

3 FOUNDATIONS FOR A TEMPORAL ANALYSIS OF DARK PATTERNS (TADP) METHODOLOGY

Building on the case study we have presented, in this section we outline key characteristics that a Temporal Analysis
of Dark Patterns methodology should consider, along with how these characteristics might be supported by expert
evaluation, automated analysis, and human-in-the-loop automated analysis.

(1) Identify which dark patterns are being used, in what combination or sequence, and of what type(s).
This stage requires the use of a standardized source of pattern types and definitions, such as the emergent
ontology of dark patterns by Gray and colleagues [19]. Identification of dark patterns should include high, meso,
and low-level characterization where possible, although novel dark patterns might only be characterized by high
and meso-level, with a low-level characterization leading to the definition of a new potential pattern type. This
stage of analysis takes into account: readable text; layout; relative size and positioning of UI elements; use of
color, typography, or text decoration; feedforward or other forms of feedback to the user; task flows or other
relations between UI elements and screens; and the context or medium of use.

(2) Identify which UI element(s) are implicated in the use of dark patterns, and how these concentrations
of elements within the interface might lead to the user’s experience of dark patterns. This stage requires
connections between the presence of a dark pattern and its manifestation in UI or system. This stage of analysis
takes into account the relationship between: one or more dark patterns to one or more UI elements; one or more
dark patterns to the lack of visible UI elements; or one or more dark patterns to transitions between screens or
across the entire user journey. Different levels of dark pattern characterization may allow characterization of
high- and meso-level patterns on the screen or journey level that are then inscribed into one or more specific UI
elements.
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(3) Describe interactions between dark patterns, co-occurrence of dark patterns types, and/or potential
amplification effects. This stage requires knowledge of which dark pattern types appear and in which combi-
nation, both on a specific screen and over time. This stage of analysis takes into account the: combinations of
dark patterns that appear in discrete moments of the user journey and over time; the co-occurrence of patterns
with shared or differing high- or meso-level parents; the strategies or cognitive biases the patterns exploit; and
the causal or other interactive relationship between patterns on a screen or over time.

Based on these proposed stages for a TADP methodology, we can consider which components are best suited for
manual expert review, which can be fully automated, and which type of automation may augment expert analysis in a
human-in-the-loop system. When detecting dark patterns automatically, several researchers have implicitly recorded
temporal interactions with web services in order to reveal the presence of dark patterns; however, the need for temporal
detection was not explicitly stated. We list below the most recent advancements in automatic detection of dark patterns
in websites and mobile applications, demonstrating where technical approaches might be leveraged in relation to our
overall methodology aims.

(1) Web applications The foundational work of Mathur et al. in e-commerce websites [27] scaled the detection of
dark patterns by (1) automatising the process of product acquisition and capturing HTTP Archive (HAR) [8] files
for each crawled page containing HTTP headers and full website response content, (2) detecting visible HTML
elements in website content and further automatically clustering them, and (3) using expert analysis to evaluate
the occurrence of dark patterns using additional context and surrounding information. This expert analysis
included insights from the temporal dimension. For example, researchers found sneak into basket instances by
noting that no such product was explicitly added earlier thus requiring to observe several steps of the purchase
process [26, Fig.3a]; additionally, a countdown timer was found on a website where the same offer remained on
a day-to-day basis requiring the website to be recorded over several days [26, Fig.4a]. Bouhoula et al. [9] also
conducted research on consent banners, automatically detecting dark patterns on these banners using natural
language processing (NLP) applied to HTML elements. These researchers also used a temporally grounded
two-step process to detect such elements on the first and second layer of the banner, anticipating how a user
would interact with these elements in real life. These examples demonstrate a technical foundation that could
support automated detection of dark patterns in digital systems by collecting and evaluating HTML element
information over time, while also indicating places where expert analysis is needed to characterize what kinds of
data are collected, in what time frame(s), and how these data are processed or evaluated.

(2) Mobile applications Several scholars have also detected dark patterns in mobile applications, which differ in
accessibility as compared to website HTML code. Koch et al. [23] proposed a new solution to download the
Android Package (APK) and iOS and iPadOS application archive file (IPA) files to be able to further analyse
Android and iOS applications. They also targeted consent banners, extracting app elements that contain visible
text, grouping them to detect accept/reject/settings options, and automatically interacting with the options to
observe the hidden data flows in each scenario. Chen et al. [11] took a different approach and based their analysis
on computer vision and NLP to automatically detect dark patterns in mobile apps, however only using static
UI screenshots. These examples demonstrate different technical approaches to identifying and evaluating dark
patterns on mobile applications, revealing opportunities for both code-based auditing of APK or IPA files that
simulate temporal interaction and scaling up of computer vision or NLP techniques that could be applied to
videos of interactions to better characterize temporal characteristics of dark patterns.
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10 Gray, Mildner, & Bielova

We anticipate that future scholarship can productively advance this intersection of automated and expert evaluation
techniques to support the temporal analysis of dark patterns, facilitating descriptions of dark patterns on both websites
and mobile applications. However, each context presents challenges relating to what level or type(s) of patterns can be
detected that future work should consider. In general, low-level patternsmay be detectable if they can be abstracted in a
way that can be supported by web crawlers; however, this detectability is limited by the concreteness of the pattern and
the need for human intelligence to detect instances where a pattern is deployed through many different combinations of
HTML elements that may require interpretation (as in [26]). For instance, a pattern that manipulates the visual choice
architecture might be quite straightforward to detect since this pattern often relates to specific form fields or buttons
that can be identified and evaluated in a straightforward manner (as in [9, 23]). However, other patterns—particularly
those that involve sneaking or obstruction—will be more difficult to detect in a fully automated manner. In these cases,
augmentation technologies may be useful to amplify the abilities of the evaluator, creating an audit trail and also
potentially supporting further detection efforts at scale in the future. For instance, an evaluator might manually tag
dozens of examples of dark patterns across multiple screens of an interface, indicating where types are present in both
static and temporal forms with labels and links to HTML elements or interactive components of the system; these
mappings may then be used in combination to train detection systems that can suggest the presence of dark patterns
that can then be evaluated and confirmed by an expert. We envision a future TADP methodology that brings together
the strengths of both technical detection and expert evaluation, supporting the identification of dark patterns statically
and over time in relation to specific UI elements and aspects of the overall user experience.

4 CONCLUSION

In this short paper, we present a case study of the Amazon Prime “Iliad Flow” to characterize the complexity of dark
patterns as they are experienced over time. We used this case to demonstrate how dark patterns exist in combination
and over time, supporting the foundation for an analysis methodology for Temporal Analysis of Dark Patterns (TADP).
We identify key stages that this methodology should include and identification for components that could be automated
or augment expert analysis in future work.
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1 INTRODUCTION
Social networking services (SNS) are ubiquitous in many people’s ev-
eryday lives as both personal and professional drivers for maintain-
ing relationships, retrieving information, and engaging in commu-
nities [52]. Yet, in spite of their success, the experience of SNS users
is not entirely positive. Misaligned expectations, unfulfilled satisfac-
tions [42, 48], and the feeling of losing control over one’s personal
data [22, 49] decrease users’ satisfaction when using related plat-
forms. To a certain degree, this is the result of difficult-to-navigate
user interfaces (UIs), particularly settings menus [30, 43], leading to
increasing demands for better control over personal data [5, 38, 57].
Noticeably, two main reasons factor into the difficulty of SNS

navigation and, thus, a loss-of-control feeling among their users.
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Firstly, SNS have matured into complex applications with a wide
range of features to engage with others and settings users have
to maintain [19, 40, 42]. Many SNS feature multiple feeds or time-
lines, options for public or personal discourse, and a wide range
of controls to customise user experience, such as, but not limited
to, control of personal data, advertisement-related data, and notifi-
cations from SNS applications. Secondly, research has identified a
host of dark patterns in SNS [31, 41, 43, 48] as well as in the design
of many of these individual features. In the context of SNS, dark
patterns, also referred to as deceptive design patterns 1, are used to
steer users’ attention [44] or unwillingly increase their engagement
while governing their decisions [43]. Building on the existing taxon-
omy of dark patterns captured and described in related work [26, 29],
a recent effort by Mildner et al. [43] identified more than 40 dif-
ferent dark patterns across popular SNS platforms, while Monge
Rofarello et al. [44] described design strategies on SNS aimed to cap-
ture their users’ attention. Furthermore, in a different work, Mildner
et al. [41] illustrated SNS users’ difficulty in effectively protecting
themselves from these strategies, which is in line with similar prior
studies [10, 20]. At least partially responsible for users’ struggles in
this regard, the concept of Labyrinthine Navigation [43] describes
tangled UI structures that hinder users from successfully and ef-
fectively navigating SNS interfaces when controlling personal data
within and outside of particular SNS platforms. This combination of
increasingly complex interfaces and the prevalence of dark patterns
have led to SNS UIs where settings — containing crucial elements
to control personal data — are hidden deep within complex and
nested interface structures. Although we cannot know whether
such design choices fall under malintent, their users experience the
consequences through bad usability and a lack of control.
In this research, we take a first step towards improved usabil-

ity and control for SNS users by understanding their expectations
regarding SNS interface design and complexity. To this end, we
consider a user-centred design (UCD) approach for investigating
the importance of relevant SNS features and the frequency with
which they are used. We analysed Facebook’s interface as a pro-
totypical example for SNS UIs, as it remains highly relevant after
almost two decades in service. Facebook has long been the focus

1We chose to use the term “dark pattern” consistent with prior research efforts to
describe design strategies that obfuscate or hide consequences of (online) interfaces.
Nonetheless, we recognise that the ACM Diversity, Equity, and Inclusion Council has
recently [3] identified the term as contentious due to possible negative implications
when implying evilness or malintent. Our usage of the term adheres to its initial
definition, highlighting the hidden nature of these design strategies with concealed
consequences on users [12]. We further acknowledge that this discourse is ongoing
and that there is currently no alternative term that fully encapsulates the deceptive,
manipulative, obstructive, or coercive nature inherent to the original term.
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of privacy-concerned research [21, 31, 56] and has been critically
reviewed repeatedly from the eyes of public media outlets [1, 51].
Through constantly changing and extending its features, Facebook
presents particular challenges for its users to keep personal settings
in their desired states and navigate the interface successfully.
In our study, we conducted a card sorting experiment based on

Facebook’s interface with 21 participants identifying both important
and frequently used interface elements as well as seemingly unim-
portant and less used ones to gain insights about users’ expectations
about individual and groups of SNS features. Through this study,
we aim to answer the following research question:
RQ: What specific design considerations should be taken into

account to align SNS UIs with their users’ expectations?
Based on our results, we discuss design considerations to structure

SNS UI features according to our participants’ ratings in terms of
the importance and frequency in which a feature is used. Moreover,
we identified six groups of SNS UI elements that further capture
users’ expectations and offer an initial hierarchy within SNS UI
features: (1) “User Support”, (2) “Legal & Policy Compliance”, (3)
“Data Security & Privacy”, (4) “Profile & Account Management”, (5)
“Visibility Control”, and (6) “User Experience Customization”. These
groups include common functionalities implicit in SNS but also less
used features for privacy, security, and control over users’ data. In
tandem, these insights offer opportunities to rethink and restructure
current SNS to avoid labyrinthine UI structures and instead aid users
in navigating them successfully to maintain features and settings
according to their preferences. In contrast to current design efforts
of commercial SNS applications, which deal with a large number of
features and are affected by dark patterns, this paper argues solely
from the users’ perspective and their expectations. We acknowledge
that designing good SNS applications in terms of UI and settings
menus is a challenging task. With our design considerations, we
contribute a first step towards improving the status quo.

2 RELATED WORK
The main focus of this research lies within traditional UCD concepts
in the context of SNS, intending to understand users’ perceptions
to design optimal UIs that respond to their expectations. However,
our study draws from recent efforts in HCI spotlighting unethical,
exploitative design strategies that decrease users’ ability to make in-
formed decisions through deceptive and manipulative dark patterns.
The related work begins by highlighting traditional user-centred
and ethical design. Afterwards, we continue with SNS-related stud-
ies identifying problematic design and dark patterns that limit user
agency.

2.1 From User-Centred Design to Deception
Traditionally, HCI provides designers with the means to develop
user-centred interfaces that should be intuitive and easy to navigate.
Extending core principles of UCD, the ethically driven school of
Value Sensitive Design (VSD) [24] promotes the necessity to uphold
users’ autonomy andmake consequences of interactions transparent
to the user. While VSD promotes user autonomy, other interfaces are
designed to guide users through complex interactions. In this regard,
nudges [53] and persuasive design [23] can be deployed to increase

usability in terms of efficiency and engagement, but not necessarily
transparency. Although these concepts find many useful applica-
tions, especially in health-related contexts [6], they can be exploited
to undermine users’ ability to make informed decisions [14, 32]
leading to deceptive or manipulative interfaces [12, 29]. Offering
some insight into how design can accommodate user autonomy to
avoid deceptions, Leimstädter [36] build on Hansen and Jespersen’s
framework [32] to promote reflection through design friction, how-
ever, at the cost of user experience and restricted usability. In the
scope of persuasive technologies, recent work by Bennett et al. [8]
has underlined the general relevance of user agency and autonomy.
However, the authors notice certain ambiguities in the terms’ usage
in related work. In this paper, we follow traditional UCD concepts
and Bennett et al.’s terminology suggestion to study users’ expecta-
tions when interacting with SNS features in terms of importance
and frequency [8].

2.2 User Agency in SNS
Similar to autonomy-related work, within the HCI peripheral, re-
search has investigated the effects of SNS on user agency for some
time now [34, 48] – particularly regarding users’ privacy behaviour [5,
7, 35]. The lack of agency to use SNS as desired may place users
in a vulnerable spot. In this regard, an array of studies illustrate
the contrast between the positive effects of SNS increasing social
connectedness [4, 50] and misuse of SNS, leading to negative conse-
quences on users’ well-being [9, 16, 18, 54]. These tensions highlight
a continuous need to study how SNS affect their users and what
interface features are responsible for potentially problematic out-
comes.
This need is further amplified by the constant change and in-

crease of SNS features [19, 40]. Since their advent, SNS have grown
into sophisticated platforms that extend their original features when
offering users a wide variety of options to engage with content and
other users [42]. This upscale of features has led to complex UIs that
users may find difficult to navigate [20, 43]. Based on a user study on
YouTube’s mobile interface, Lukoff et al. [37] noticed design strate-
gies deployed by the platform limiting a sense of agency among
its users and found opportune interface mechanisms that could
increase their ability to use the platform as preferred. A common
approach to enable users in this regard is the implementation of
design interventions. Concerned with Facebook’s interface, Lyngs
et al. [38] developed two interventions that would either remind
users about their usage goals or remove Facebook’s newsfeed to
help users not get distracted. Although their results contain lim-
itations, they demonstrate the benefits of increased control over
one’s usage behaviour. In a similar vein, Masaki et al. [39] demon-
strate how nudges used as design interventions can protect users
from exposing personal information unwillingly. Their results are
in line with prior results by Wang et al. [55], who confirm that posi-
tive impact interface nudges and friction design can have to help
users reflect on their decisions before engagement. While related
work presents important design interventions as countermeasures
to problematic interface design that limit user agency, in this work,
we aim to understand SNS users’ expectations to inform UIs that
avoid the implementation of problematic designs. To this end, we
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discuss design considerations for structuring UIs based on users’
expectations regarding individual and groupings of SNS UI features.

2.3 SNS Breaking Users’ Expectations
Work focusing on design interventions suggests a misalignment of
interests between providers of SNS and their users. This discrepancy
could stem from commercial incentives [58], leading to unethical
design, such as dark patterns, in SNS’ UIs [15, 27]. Dark patterns are
design strategies that prohibit users frommaking informed decisions
by obfuscating or obstructing informed decision-making [12, 28].
As per their nature, dark patterns are difficult to avoid [20], even
when participants were made aware of their existence [10], and
SNS are not exempt from this [41]. Consequently, users may be
unable to maintain account settings aligned with their preferences
depending on the screen modality used to access a service [30, 41]
or feel restricted from deleting their accounts alltogether [48].
Arguably, dark patterns restrict users’ agency and autonomy

to use systems in terms of their beliefs or values and break their
expectations. Recent work done by Mildner et al. [43] dismantled
popular SNS interfaces identifying a range of dark patterns based on
a corpus of 80 types. Moreover, the work described five SNS-specific
dark patterns that subscribe to engaging and governing strategies.
The engaging strategies fall in line with designs that draw users’
attention towards themselves, as described as attention-capturing by
Monge Roffarello [44]. The governing strategies, on the other hand,
convey interfaces that steer users’ interactions while disregarding
their goals. Motivated by the Labyrinthine Navigation dark pattern
falling under this strategy, describing complex and nested interfaces
users easily get lost in, we recorded Facebook’s interface to study
users’ perception of its features. Here, our aim was to learn about
users’ expectations in terms of the importance of features as well as
the frequency with which users use them. Based on these criteria,
we gained an in-depth understanding of how SNS UI features can
be structured to accommodate user preferences.

3 METHOD
To understand SNS users’ expectations of SNS UI features, we con-
ducted a card sorting study with 21 participants, including 58 cards
representing typical SNS features collected from Facebook’s inter-
face. The study was designed to be completed unsupervised and
online through the web application Miro [47]. The online study
setup was self-contained, meaning the instructions and the task
were embedded on the Miro board. Thus, participants did not have
to leave the platform throughout the exercise and could concentrate
on completing the study.

3.1 Selection of Cards
As a basis for the cards, we analysed the interface of Facebook’s
mobile application. The decision fell on Facebook as it remains a
popular SNS that, in the course of almost two decades, changed its
UI and adopted different strategies, growing into the platform it is
today. We screen-recorded a walkthrough of the complete Facebook
application2 and identified a total of 102 UI features, including the
feed, profile page, and settings menu. In an attempt to limit the
2We recorded usage based on Facebook version 397.0 on iOS.

scope of cards to suit the purpose of this study (i.e. understanding
expectations toward general SNS features), we excluded certain UI
features that were specific to Facebook (e.g. marketplace or dating
features) or exceeded the scope of this research (e.g. payment meth-
ods, management tools for professionals). Finally, this reduction
resulted in 58 cards of relevant SNS UI features that participants
were asked to sort.

3.2 Card sorting Procedure
Each participant was provided with the necessary information to
participate in the study via email, together with a consent form and
demographic questionnaire to fill out. After we received their con-
sent and demographic data, participants were given a link to their
individual Miro boards where the online card sorting task took place
(see Figure 1 for one participant’s card sorting results). The study
was designed to last about 40 minutes and involved three parts: First,
participants were asked to follow a traditional card sorting approach
by grouping cards based on similar traits to learn about the relat-
edness of UI features. Second, we asked them to assign each card
an importance score from 1-5 (not important at all - extremely im-
portant), following a Likert scale. Lastly, participants colour-coded
the cards depending on the frequency with which they would use
a particular feature (“frequent” usage in green, “moderately” in
yellow, and “rarely to never” in red). We acknowledge that such a
3-point Likert scale is restricting the analysis but follow advice [33]
that it can produce interesting insights, especially when a study
design demands participants’ focus over longer periods of time. The
data gained through these additional tasks informed us about the
relevance of each feature based on two criteria — importance and
frequency — which offered further insights into our participants’
expectations for the UI features.

3.3 Participant Demographics
Participants were recruited through various university computer
science and HCI programs. Participation was entirely voluntary,
and participants were rewarded 10€ for taking part in the study.
To qualify for this study, participants had to engage with social
media on a weekly basis and needed to be enrolled in HCI-related
programs. The latter requirement was chosen as we aimed for some
sensibility towards HCI research and technological literacy. In total,
23 participants participated in this card sorting study. However,
two participants had to be excluded for incomplete participation.
The remaining data from 21 participants was therefore included in
the further analysis. Of these 21 participants, nine self-identified
as female and twelve as male. At the time of conducting the study,
the participants’ mean age was 26.52 years (sd=3.56). They were
recruited from Germany (𝑛 = 10), Netherlands (𝑛 = 1), Switzerland
(𝑛 = 8), and the USA (𝑛 = 2). Between participants, their highest
education included a high-school diploma (𝑛 = 1), bachelor’s degree
(𝑛 = 9), and master’s degree (𝑛 = 11). They used SNS an average of
6.86 days per week (𝑠𝑑 = 0.48).

4 FINDINGS
In this section, we first present the results of the grouping aspect
of the card sorting task. We used hierarchical clustering based on
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Fig. 1. This figure displays one participant’s card sorting results featuring 5 groups of cards with the labels security, privacy, support, basic functionality and
control over personal data and usage preference. The cards are both colour-coded and include importance ratings according to the study design.

a similarity matrix generated from each participant’s card sorting
results. This allows us to assess the relationship between individual
cards and to create average groups based on the participants’ indi-
vidual decisions [13]. We then turn to the individual features and
report each UI feature’s importance and frequency ratings. As the
combined data from the 58 cards is too large to be presented in this
paper, we focus on the most relevant findings with the complete
data included in this paper’s supplementary material.

4.1 Groups
The results of the card sorting task offer insights into the collective
and individual perspectives of SNS users regarding the sorting of
UI features. Moreover, these insights suggest common characteris-
tics shared among SNS UI features, which, in turn, can inform an
optimised structure of SNS interfaces. By enhancing the discover-
ability of individual features in alignment with users’ expectations,
interface aspects leading to labyrinthine navigation could thus be
avoided.
To this end, we began our analysis by transferring the groups

created by participants (see Figure 1 for an example) into a similar-
ity matrix, as visualised in Figure 2. This allows us to assess how
often participants paired UI features, giving us a first impression of
how UI features could be structured. Here, we report noteworthy
similarity pairs in percentages based on the number of times the
21 participants paired up individual features. Often used features
of SNS were frequently coupled together, such as ‘Home feed’ and
‘Followers and public content’ (66.7%). Furthermore, policies were
often paired (i.e. ‘Data policy’ and ‘Cookies policy’ at 80.9%).
Using the data from the similarity matrix, we proceeded with a

hierarchical clustering approach to determine groups with the high-
est agreement across participants. Figure 3 illustrates the resulting

groups. We followed common practice for the hierarchical cluster-
ing of our data by using the linkage criterion ‘ward’ and Euclidean
distance. We visually inspected the dendrogram and discussed dif-
ferent cut-off distances to identify meaningful groups among the
authors of this work. We chose a cut-off at an Euclidean distance
of 40, resulting in six groups (indicated in Figure 3), containing
between 3 and 15 features each, with an average of 9 features per
group. These results echo similar findings of a related approach
by Nawaz [46]. Figure 3 visualises a complete overview of the six
groups, their sizes, and their corresponding features.

4.2 Measuring Importance
Alongside our investigation into how participants organised UI fea-
tures, we also considered their evaluations of the importance of
individual features and the frequency with which they use them.
These results can inform interface designs to consider perceived im-
portance as a criterion when structuring SNS UIs. We evaluated the
data based on the ratings users’ gave each card. We used outlier de-
tection and descriptive statistics to identify significantly important
or frequently used features. Here, we report the most interesting
findings, while we include the full data in the supplementary mate-
rial of this paper.
Using a Z-score analysis to identify outliers (with a threshold

of 𝑍 > 2), we found two features to be significantly unimportant
compared to other UI features: ‘Impress’ (𝑍 = −2.08 and ‘Upload
contacts’ (𝑍 = −2.36). Based on our analysis, there were no sig-
nificantly important features. The average importance rating for
all 58 cards was relatively high, with a mean of 3.34 (𝑠𝑑 = 0.74).
Interestingly, the highest ratings were given to ‘Password and Se-
curity’ (mean = 4.70, 𝑠𝑑 = 0.56), ‘Account Deletion’ (mean = 4.45
𝑠𝑑 = 0.97), and ‘Home Page / Feed’ (mean = 4.45, 𝑠𝑑 = 0.74). On the
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Fig. 2. This figure shows the similarity matrix of all 58 Facebook features based on the 21 card sorting groups.

other end, the UI features with the lowest importance ratings were
‘Show Active Status’ (mean = 2.10, 𝑠𝑑 = 0.99), ‘Impress’ ( mean =
1.80, sd = 0.93), and ‘Upload Contacts’ (mean = 1.60, sd = 1.07) as
the least important feature.

4.3 Measuring Frequency
To better understand how relevant participants perceive individual
UI features, we asked them to change a card’s colour (see Figure 1
for an example) depending on the frequency with which they use
it. In this regard, green means the feature is often used, yellow
means the feature is moderately used, and red means the feature
is rarely used. For our analysis, we mapped the three colours to
values from 1 to 3 (1=red, 2=yellow, 3= green) in the form of a

3-point Likert-scale [33]. Similar to the importance ratings, we focus
on important findings while we include the complete data in the
supplementary material of this paper. We used a Z-score analysis to
identify outliers (with a threshold of 𝑍 > 2). We found two features
to be significantly more often used: ‘Video and photos’ (𝑍 = 2.16)
and ‘Home page / Feed’ (𝑍 = 2.94). Based on our analysis, there
were no significantly rarely used features.

Following descriptive statistics, all 58 cards collectively featured
an average score of 1.67 (𝑠𝑑 = 0.45) regarding usage frequency.
The most frequently used UI features were ‘Home Page / Feed’
(mean = 3.00, 𝑠𝑑 = 0, 00), ‘Video and Photos’ (mean = 2.65, 𝑠𝑑 =
0.57), and ‘View Your Profile’ (mean = 2.40, 𝑠𝑑 = 0.66). In terms of
least frequently used features, we find ‘Memorialisation Settings’
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Fig. 3. This hierarchical clustering dendrogram illustrates the optimal number of groups of the card sorting study, highlighted by the dotted red line at 40%.

(mean = 1.05, 𝑠𝑑 = 0.22), ‘Community Standards’ (mean = 1.00,
𝑠𝑑 = 0.00), and ‘Terms of Service’ (mean = 1.00, 𝑠𝑑 = 0.00). Notably,
three of these UI features were rated with a standard deviation of
0.00, suggesting 100% agreement between participants. To further
investigate the results of the card sorting task, we continued by
assessing the overall agreement between ratings.

4.4 Agreement
The agreement between participants across UI features in our data
indicates similar user expectations regarding how important they
find certain UI features and how frequently they use them. To inves-
tigate these notions further, we computed the percentage agreement

for each feature and across all ratings in terms of importance and fre-
quency. Across all importance scores, we find an average agreement
of 44%. Furthermore, the features ‘Password and Security’ (75.0%),
‘Upload Contacts’ (70.0%), and ‘Account Deletion’ (70.0%) have the
highest agreement among participants. On the other hand, the fea-
tures ‘Ad Preferences’ (30.0%), ‘Help Centre’ (30.0%), and ‘Privacy
Policy’ (25.0%) have the lowest agreement. For the frequency scores,
we noticed an average agreement of 62%. Furthermore, we find that
the UI features ‘Community Standards’, ‘Home page / Feed’, and
‘Terms of service’ have an agreement of 100%, while the features
‘In-app Browser’ (35.0%), ‘Time Monitoring’ 35.0%, ‘Access Your In-
formation’ (40.0%) have the lowest agreement among participants.
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5 DISCUSSION & FUTURE WORK
Building on prior work [43, 48], this research aims to identify rele-
vant design considerations to bridge otherwise disconnected user
expectations with regard to SNS UIs. Offering answers to our re-
search question, the results of our card sorting study reveal sensible
groupings of UI features and suggest a hierarchical structuring to
afford user expectations. In our discussion, we begin by reiterat-
ing how SNS users’ expectations are broken in the first place. We
then propose design considerations concerning the structure of in-
dividual UI features based on the ratings given by our participants.
Afterwards, we continue with design considerations focusing on
the general grouping of SNS UI features based on our hierarchical
analysis.

5.1 Aligning Expectations of SNS Users
It is worth mentioning that we cannot know whether certain UI
strategies are deployed with malicious intent; however, users face
negative consequences, for instance, in the form of compromised us-
ability and difficult-to-maintain privacy settings. These negative con-
sequences are documented by a series of related work [30, 37, 38, 42],
including a study conducted by Schaffner et al. [48], who identified
various unethical practices throughout users’ attempts to delete
their accounts – ultimately limiting their agency over their own
account and data. In contrast to decreased agency and studies report-
ing on SNS deploying dark patterns [43] or on their users misusing
related platforms [9, 16, 18, 54], SNS have the opportunity to foster
social connectedness and be of great value to maintain meaningful
relationships across the globe [4, 50]. It is, therefore, relevant to
consider how SNS can be redesigned to offer their users a better
experience. By letting users sort SNS UI features, we learned about
the possible optimisation of features into sensible groups in terms
of restructuring their UIs. Drawing from our participants’ card sort-
ings, collecting similar features in closer proximity could improve
the discoverability of individual features. Especially with critical
UI features, for instance, those related to maintaining personal or
ad-related data, a redesign would help users to better control set-
tings according to their preferences [42, 56] To this end, our findings
offer guidance and reflections for countering aspects of Labyrinthine
Navigation dark patterns in today’s SNS [41].

5.2 Considerations for Structuring SNS UI Features
The distribution of features across the two dimensions of impor-
tance and frequency carries certain insights for the UI design of SNS
— some are easier to respect, while others require more attention. For
instance, participants rated the often-used ‘Home Page / Feed’ very
important and gave it high frequency, while unpopular features like
‘Upload Contacts’ were considered less important as they are rarely
used. It would be relatively easy to meet our participants’ expecta-
tions in those regards when restructuring an SNS UI. Briefly, quick
access should be granted to frequently used features, while rarely
used features can be nested deeper within the UI. Unfortunately,
the task becomes more challenging for more complex expectations.
The feature ‘Account Deletion’, for instance, was deemed very im-
portant but is, understandably, only rarely used. The feature ‘In-app
Browser’, on the other hand, is quite frequently used but, at the

same time, perceived as unimportant. Without certain care for such
specific cases, it would be easy to fall back to labyrinthine interface
structures that do not meet users’ needs and will be difficult to
navigate.
The differently perceived importance and frequency ratings of

individual UI features demand good design choices to meet users’
expectations, especially if a feature is perceived as important but
not frequently used, or vice versa. Figure 4 shows a scatter plot of
all 58 considered UI features from Facebook. Noticeably, it is divided
into four quadrants through the mean importance and mean fre-
quency ratings. The four quadrants suggest four different categories
that SNS features can fall into with varying design strategies to
address them: (1) High importance and high frequency ratings, (2)
low importance and low frequency, (3) high importance and low
frequency, (4) low importance and high frequency. For UI design,
particularly the two quadrants embedding opposite high and low
scores add complexity for finding sensible positions for UI features
in an interface. Here, we cover each quadrant independently and
propose design considerations based on traditional HCI approaches.

High Importance and High Frequency. The first quadrant is rela-
tively straightforward. UI features that are often used and deemed
important should be easy to find and engage with. Here, common
practices in HCI, such as the steering-law [2], can help UI design-
ers find a sensible structure for these features. However, designers
should be wary of overpopulating interface sections with too many
options for users to choose from.

Low Importance and Low Frequency. The second quadrant entails
UI features that are neither frequently used nor considered impor-
tant. These ratings suggest that these features do not require quick
access and could be placed further into the background of the in-
terface without breaking users’ expectations. Similar to the first
quadrant, this is relatively easy to address, even in combination
with the first. Again, HCI principles such as the steering law can
help structure the UI with respect to features within this quadrant.

High Importance and Low Frequency. These next two quadrants
require more attention. UI features that SNS users find important but
do not frequently need access to or use often should be positioned in
the interface to allow quick access whenever needed — even though
they do not necessarily need to be omnipresent. While this may
seem difficult at first, HCI has utilities to afford interactions, espe-
cially in web and app-based interfaces. UI designers could rely on
interface shortcuts [11] to efficiently support users’ agency to access
otherwise difficult-to-find features. In the same vein, searchbars [45]
allow quick and reliable access if the underlying technology can
precisely interpret user input in case they are unsure of a feature’s
name.

Low Importance and High Frequency. Inverse to the former quad-
rant, UI features that are frequently used but not important to SNS
users suggest potential overuse. This further implies that the fea-
tures of this quadrant should not take space for other, more impor-
tant features. Instead, especially if excessive or misuse is noticed,
the UI structure requires a change to help users better maintain their
time and regain agency of their usage behaviour [37, 56]. To this end,
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Fig. 4. This figure shows a scatter plot of all 58 Facebook features based on the 21 card sorting groups placed along the two dimensions: importance and
frequency. The scatter plot is divided into four quadrants through the overall mean importance and frequency ratings. The four quadrants can be characterised
by containing features with low importance and low frequency ratings (lower left quadrant), low importance rating and high frequency rating (lower right
quadrant), high importance and low frequency rating (upper left quadrant), and high importance and high frequency rating (upper right quadrant).

design friction is a common design tool to help users make more
reflected decisions [17, 36] by hindering impulsive engagement.

5.3 Considerations for Grouping SNS UI Features
Thematic groups of similar UI features help to better arrange their
large quantity. Although SNS already structure their UIs based on
topics, the lack of discoverability suggested by related work [48], as
well as the Labyrinthine Navigation dark pattern [43], implies that
improvements can be made. Previously, in Section 4.1, we demon-
strated optimised groupings of SNSUI features based on participants’
card sortings, which we further visualised in Figure 3. Here, we dis-
cuss related design considerations per UI feature group. To this end,
Figure 5 offers an overview of six individual groups, including con-
vex hulls, to visualise their distribution across the importance and
frequency dimensions based on participants’ ratings. To describe
each group, we used the individual UI features they contained in
order to establish overall themes that covered their general scope. In

the following paragraphs, we report the contents of each of the six
groups independently, as well as discuss the resulting implications
in relation to the other groups.

Group 1: “User Support” (3 Features). This group contains three
features for user assistance, featuring the ‘Help Centre’, ‘Report a
problem’, and the ‘Support inbox’ feature. Such features help users
who seek solutions to various issues, ranging from technical prob-
lems to policy-related questions. The ratings for both dimensions
are mid-ranged compared to other groups, with a mean importance
rating of 3.30 (𝑠𝑑 = 1.26) and a mean frequency rating of 1.33
(𝑠𝑑 = 0.54). These ratings suggest that users do not often require
access to these features and while they are not unimportant, they
seem not crucial enough to be always present.

Group 2: “Legal & Policy Compliance” (9 Features). Group 2 pro-
vides the legal features, including features like ‘Community stan-
dards’, ‘Cookies policy’, ‘Data policy’, and ‘Terms of service’. These
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Fig. 5. This figure shows each feature and their convex hull for each of the six groups as introduced in Figure 4. Each sub-figure visualises the distribution of
the contained group across the two dimensions of importance and frequency.

features offer access to legal documents and information. With a
mean importance rating of 2.84 (𝑠𝑑 = 1.20) and a mean frequency
rating of 1.17 (𝑠𝑑 = 0.33), this group has the lowest values for im-
portance and frequency among all groups. Thus, it can be argued
that these UI features of this group should be situated deeper within
interfaces, not to obfuscate other, more relevant groups.

Group 3: “Data Security & Privacy” (9 Features). The next group
contains features like ‘Device location’, ‘Download a copy of your
data’, ‘Login alerts’, and ‘Two-factor authentication’. These UI fea-
tures offer tools to users they need to secure their own data and
remain informed about any attempts to compromise it. With a mean
importance rating of 3.51 (𝑠𝑑 = 1.09) and a mean frequency rating
of 1.56 (S𝑠𝑑 = 0.65), the ratings are higher than those for the Legal
& Policy Compliance group but lower than those for the Visibility
Control group, putting it quite in the centre in terms of SNS users’
expectations.

Group 4: “Profile &AccountManagement” (15 Features). This group
contains features connected to profile and account management
and is the largest group with a total of 15 features. They provide
options for ‘Accessing personal information’, ‘Account deletion’,
and ‘Ad preferences’, among others. The features in this group
offer ways in which users can alter how they and their information
appear on the platform. Featuring a mean importance rating of 3.22
(𝑠𝑑 = 1.11) and a mean frequency rating of 1.67 (𝑠𝑑 = 0.69) the
group features mid-range values for both importance and frequency

ratings. As a consequence of its size, this group spans features of
high importance and high frequency (i.e. ‘View your profile’) as well
as low importance and low frequency (i.e. ‘Business integrations’).
With further attention to the four quadrants between importance
and frequency scores, large groups, such as this one, may require
further subdivisions into smaller clusters to increase the overall
discoverability of UI features.

Group 5: “Visibility Control” (7 Features). Group 5 is focused on
features that control online visibility, such as ‘Who can see your
posts’, ‘-stories’, and ‘-reels’. These features enable users to manage
their online visibility, determining how much or how little of their
content is visible to different audiences. The mean importance rating
for this group is 4.01 (𝑠𝑑 = 1.03), which is the highest among all
groups, while the mean frequency rating is 1.87 (𝑠𝑑 = 0.74). Overall,
these ratings suggest that users would expect quick and easy access
to the UI features contained in this group.

Group 6: “User Experience Customization” (12 Features). This final
group impacts how a user interacts with the platform on a daily
basis. Features include ‘Feed preferences’, ‘Notification settings’, and
controls for ‘Show active status’ and ‘Upload contacts’. These op-
tions offer users a level of control over their day-to-day engagement
with the platform. For this final group, the mean importance rating
is 3.33 (𝑠𝑑 = 1.04), and the mean frequency rating is 2.10 (𝑠𝑑 = 0.62).
Similar to the group “Profile & Account Management”, this sixth
group contains both low importance and low frequency (i.e. ‘Upload

9



Authorversion, 2024, Mildner et al.

contacts’) as well as high importance and high frequency (i.e. ‘Home
page / Feed’) UI features. In fact, this group contains both the lowest
and highest-rated features based on our study. As with the fourth
group, the size of this group may require further subdivisions to
address users’ expectations better.

Generally, the overall number of UI features available to SNS users
introduces obstacles hindering the discoverability of individual ones
— negatively impacting usability. Drawing from our findings, we
can rethink the placement of UI features in SNS in consideration
of our participants’ feedback and expectations to increase the dis-
coverability of those that participants deemed important. Together,
Figure 4 and Figure 5 offer a structured overview of users’ interface
expectations. Moreover, the thematic groups lay some groundwork
for possible future research and design directions by focusing on the
role that each feature plays within SNS contexts. Importantly, our
groups are based on limited SNS UI features and a card sorting task
with 21 participants. A future study may allow for more detailed
insights into similar groups or even come up with additional or
different groups altogether. Nonetheless, our findings offer two gen-
eral implications that help to better understand how SNS interfaces
should be structured to meet users’ expectations.

Firstly, our six groups offer sensible themes to organise SNS fea-
tures that share similar characteristics. Aligned with users’ expecta-
tions, they present a first impression for restructuring and placing
of existing UI features into interface panels, menus, tabs, or any
other container that fits the purpose of its application. In this work,
we mainly focused on the purpose of UI features and the conceptual
structuring thereof. Future work should also consider individual
affordances to design the features in line with users’ expectations.
Secondly, the individual groups need considerations for the in-

ternal structuring of contained features according to importance
and frequency ratings. While individual groups show consistency
across their features, they often span multiple quadrants as con-
tained UI features vary in importance and frequency. Moreover,
the number of included UI features varies considerably, with ‘User
Support’ containing three features compared to ‘Profile & Account
Management’, which contains fifteen. Thus, large-sized groups may
require additional design consideration and further analysis, which
future work could address. Throughout our analysis of Facebook’s
interface, we noticed specific menus listing a large number of UI
features, often requiring users to scroll in order to find specific set-
tings. In such instances, it may be interesting to recursively apply
our considerations and break down clustered settings to increase
the discoverability of UI features within them.

Aligning users’ expectationswith experience, the groups and their
themes can positively inform existing usability challenges of large
and often difficult-to-manoeuvre SNS interfaces. With this work,
we contribute a foundation to rethink and restructure existing SNS
interfaces and highlight the relevance of considering the inclusion
of the importance and frequency at which UI features are visited
in usability studies. In future work, we plan to build on the gained
understanding to develop and study alternative SNS UI structures
and their effectiveness in avoiding Labyrinthine Navigation dark
patterns.

6 LIMITATIONS
As with most research, our study has several limitations that we
want to disclose here and offer potential avenues for future research.
In our selection of UI features, we aimed to stay agnostic to common
SNS features to mitigate these limitations. However, the focus is pri-
marily on Facebook’s interface, limiting the generalisability of our
findings across other SNS platforms. While Facebook can be used
as a prototypical example of SNS, this focus could result in insights
that are not universally applicable, given the fast-paced evolution
of SNS interfaces and their differing scopes for user engagement.
However, Mildner et al. [43] have identified Labyrinthine Naviga-
tion within four SNS: Facebook, Instagram, TikTok, and Twitter,
hopefully mitigating this limitation to some extent. In our study, we
developed groups and underlying themes based on the card sorting
results of 21 participants of similar demographics and knowledge
in HCI-related fields. While we particularly opted for these demo-
graphics to utilise their technological literacy, this introduces two
limitations. First, a higher and more diverse sample could represent
a wider user base with different expectations. Second, the groups
are accumulated from all participants’ card sorting results. Thus,
the groups only reflect averaged expectations, removing individual
perceptions. In this regard, we noticed further design challenges,
as some SNS address particular user needs. For example, Facebook
and Instagram have features specifically directed to provide busi-
nesses and professionals with useful tools to support their efforts
to attract and maintain other users’ engagement. Many of these
features are only important for a certain user base and, thus, often
not relevant for others. While we focused on static interfaces, future
work could investigate the feasibility and effectiveness of adaptive
or customisable UIs [25] that can be tailored to meet individual user
needs

7 CONCLUSION
In the last two decades, social media platforms like Facebook have
become ubiquitous companions in many peoples’ lives. Based on an
analysis of Facebook’s interface, this research provides valuable in-
sights for rethinking and restructuring SNS interfaces in alignment
with users’ expectations. Through a card sorting study involving 21
participants, including considerations of the importance in which UI
features are perceived and how frequently users engage with them,
we identified six common interface groups allocating UI features
into key SNS features that reflect users’ expectations. In contrast
to current efforts in related work, we do not introduce design in-
terventions to labyrinthine interfaces. Instead, we provide insights
based on user-centred design to restructure user interfaces of SNS
from the ground up with the goal of increasing the discoverability
and usability of individual SNS features.
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igate [33]. However, an in-depth understanding of the underlying mech-
anisms that deceive, coerce, or manipulate users is missing. We explore
the interplay between cognitive biases and dark patterns to address this
gap. To that end, we conducted four focus groups with experts (𝑁 = 15) in
psychology and dark pattern scholarship, inquiring how they conceptualise
the relation between cognitive biases and dark patterns. Based on our re-
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1 INTRODUCTION
The last decade of research in Human-Computer Interaction (HCI)
has shown a growing interest in unethical design practices — in
the midst of it are deceptive design practices and so-called “dark
patterns” 1. Various streams of research have described instances
that deceive or manipulate users in domains such as, but not lim-
ited to, e-commerce [58], social media [64, 71], and web and mobile
interfaces [22, 32, 38]. While this body of work makes significant
contributions that inform the protection of people against the harms
embedded in these environments, we currently lack a fundamental
understanding of the underlying principles that enable the decep-
tive, coercive, and potentially manipulative characteristics of dark
1We opted for the term “dark pattern” in alignment with previous authors when re-
ferring to identified harmful design practices. However, we are aware that the ACM
Diversity, Equity, and Inclusion Council recently decided to classify the term as prob-
lematic, given its association with negative connotations. We use the term in line
with its original context of hidden consequences for users [11] and acknowledge that
there currently exists no alternative terms that convey the full spectrum of deceptive,
manipulative, obstructive, or coercive characteristics of the original term.

Authorversion, 2024,
© 2024 Copyright held by the owner/author(s).
This is the author’s version of the work. It is posted here for your personal use. Not for
redistribution. The definitive Version of Record was published in , https://doi.org/10.
1145/nnnnnnn.nnnnnnn.

patterns. Previous work by Mathur et al. [58] and Waldman [82]
draw tentative connections to the exploitation of cognitive biases in
this regard. However, the lack of supportive research leaves a gap
for additional, fundamental work to describe this relationship in
more detail. Furthermore, it remains unclear how this relationship
could manifest itself and how it could be navigated in interaction
design.

Generally, exploiting cognitive biases and connected heuristics [5,
50] to manipulate users of any kind poses important ethical ques-
tions that require careful evaluation. Incorporating knowledge of
human cognition and perception is an integral element of human
factors and the design of interfaces. However, Thaler and Sunsteins’
‘nudge’ theory [76] and the principles of persuasive design [26] il-
lustrate the effectiveness in which cognitive biases can be utilised to
alter peoples’ choice architecture; and, thus, require responsibility
in designers not to hinder informed decision-making as users can be
unaware of consequences [16]. Wary of misuse, critique voices ethi-
cal concerns against paternalistic implications on agency [43, 60, 70].
Although Thaler and Sunstein independently addressed these con-
cerns [73, 75] by reiterating how nudges were meant to empower
people tomake individual good decisions, Hansen and Jespersen [40]
argued for the necessity of nudging transparently upholding user
agency.

This ongoing discourse spotlights the various ethical caveats de-
signers should consider to support the informed decision-making
of end-users. While recent work shows positive effects of design
friction to assist users in making informed decisions [53, 61], in
practice, designers aim for effective user journeys that meet their
goals. Online shopping sites, for example, take advantage of the
aforementioned principles [16, 58]; they steer users toward effort-
lessly discovering (recommended) products from where they are
quickly manoeuvred to a checkout page [58]. In other cases, design
friction is indeed used to hinder certain interactions. This can be
sensible to support reflection of an interaction’s consequences by
interrupting mindless engagement [19, 61]. However, design friction
can lead to frustration in other cases. Along similar lines, infamous
cookie-consent banners have a history of making selection pro-
cesses a cumbersome task [34]. They rely on visual interferences
and aesthetic manipulation to pre-select choices, effectively pushing
users’ decisions to their disadvantage [34].
These examples demonstrate the responsibility contained in de-

signers’ work. Exploitation of cognitive biases, such as the framing
effect or the default effect, have been used to misguide and trick
users [58]. Drawing from the importance of this ongoing discourse
and the need for a better understanding of the underlying cognitive
mechanisms that can be exploited to harm users, this research aims
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to take the next step by exploring the relationship between cog-
nitive biases and dark patterns and how it should be navigated in
interaction design. To this end, we conducted four focus groups with
experts in dark pattern scholarship, cognitive science, and psychol-
ogy research, several of whom also have significant experience in
interaction design (𝑁 = 15). Each focus group included a discussion
structured to investigate the following research question:
RQ: How can we conceptualise the dynamic relationship between

cognitive biases and deceptive design patterns?
In conclusion, the focus groups facilitated valuable insights by

bridging the perspectives of two distinct fields, providing impor-
tant details to understand the effects of cognitive biases on dark
patterns and vice versa. Moreover, our findings offer guidance for
future work and ethical design considerations to better protect users.
By examining the inherent characteristics of cognitive biases [78]
and their utilisation in dark patterns within digital contexts, we
have garnered new insights into underlying mechanisms, thereby
supporting previous suggestions that linked the harming effects of
dark patterns to the exploitation of cognitive biases [58, 82]. Our
contribution to this field is the Relationship Model of Cognitive Bi-
ases and Dark Patterns, which elucidates the connections between
design decisions and real-world consequences, emphasizing the ne-
cessity of responsible design choices and decision-making to protect
end-users.

2 RELATED WORK
This paper synthesises research on autonomy and empowerment,
cognitive biases, and dark patterns. First, we revisit contributions
about users’ autonomy within the periphery of HCI promoting eth-
ical design concepts. Second, we present a background of cognitive
bias scholarship that informed this research. Concluding this sec-
tion, the third part focuses on HCI research on dark patterns and
points to an ongoing discourse regarding terminology in this area.

2.1 User Autonomy and Empowerment
As digital technologies have become increasingly ubiquitous, the
relationship people share with their daily drivers has been described
as complex and emotional [74]. The field of HCI has advanced
from focusing on usability issues to designing technologies that
foster positive interactions and user well-being, often navigating
persuasion and autonomy. As an antagonist to autonomy, persua-
sive technologies often undermine user agency [15]. While research
in health-related environments (e.g. [4]) indicates potential positive
applications of the persuasive technology paradigm, it is crucial to
remain mindful of the ongoing critiques and ethical considerations
surrounding persuasive technology. At the same time, it is important
to recognise that participants made an autonomous decision and
consented before giving up autonomy to change their behaviour
toward more healthy options using this health-care intervention.

Unfortunately, achieving responsible design is not an easy task [37].
While Schneider et al. [72] emphasised the importance of empow-
erment based on a structured literature review, persuasive design
remains an often relied-on strategy for behaviour change inter-
ventions [39]. Thereby, the implementation of persuasive design
is often well–meant but executed in a problematic manner [15].

To illustrate, in their work, Brynjarsdóttir et al. [12] describe the
pitfalls of persuasive sustainability — the attempt to persuade users’
behaviour toward environmental sustainability, related to Fogg’s
Behaviour Model [26]. In sum, Brynjarsdóttir et al. frame a critic
concerned with modernist technologies, which they place persua-
sive sustainability under, and remind about a lack of awareness of a
design’s impact. Opening future avenues, the authors suggest that,
firstly, persuasion and users’ reactions have to be better understood
before implementation. Secondly, they echo traditional user-centred
design (UCD) approaches by reminding practitioners to involve
users throughout development stages, and, thirdly, encourage prac-
titioners to move away from the individual and consider larger
social environments. Offering both research and industry a reflec-
tion tool in this vein, Elsayed-Ali et al. [24] created an online card
tool showcasing a variety of critical aspects and considerations for
innovative design processes. To that end, the tool fosters the shar-
ing of opinions across hierarchies, accounts for differences among
participants, promotes inclusiveness, and gives room to otherwise
difficult discussions specific to the participants’ work environments.

Work in HCI has long been concerned with conscious control [48],
and in that sense user autonomy and agency; although often using
these terms interchangeably, as highlighted by a recent literature
review [7] considering over 32 years of related work. In this review,
Bennet et al. [7] allocate these values as key concepts in various
HCI work. In 2014, Grimpe et al. [37] highlighted the difficulties
of responsible design, problematizing the challenge into four core
issues: reflexivity; responsibility and responsiveness; inclusion; and
anticipation. A core effort promoting user autonomy when interact-
ing with technologies is value sensitive design (VSD), first proposed
by Friedman et al. [27]. Continuing former work [28], the authors
encourage interfaces to convey functionalities transparently and
truthfully while empowering users. The relevance of VSD is again
highlighted by contemporary work from Chen et al. [16]. The au-
thors apply underlying paradigms to often deceptive recommender
systems to study notions of disagreement between practitioners
and users, illuminating disagreement of associated values. In part,
these disagreements may be the result of conflicting ethical stances
among practitioners and corporate incentives [17, 31].

Resulting interfaces might restrict users’ ability to make informed
decisions that are in line with their beliefs or values [26, 84, 85]. In
order to return agency to the user, design interventions, design fric-
tion, or nudges have been discussed as potential counter-measures
to mitigate loss-of-control feelings getting users to reflect on their
choices [40, 53, 84]. Focusing on the social medium Facebook, Lyngs
et al. [55] compared two design interventions to empower users to
reflect on their usage behaviour. One would periodically remind
the users about their initial goals; the other removed the newsfeed
feature from Facebook to keep users’ on track with their goals. In
a controlled setup, the study revealed certain shortcomings but
highlighted how interventions can help users reflect on their be-
haviour. Exploring how nudges can be used similarly, Masaki et
al. [57] developed nudging interventions deployed to shield users’
privacy. These findings gain support by work conducted by Wang et
al. [83], demonstrating the positive effects of design interventions,
friction, and nudges that can grant users better agency when engag-
ing with social media. In a similar vein, Lukoff et al. [54] conducted
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a co-design study based on YouTube’s mobile interface to develop
alternative mechanisms that redirect a sense of agency to the plat-
form’s users. The limited agency of social networking service (SNS)
users could be an indicator of decreased well-being. While previ-
ous studies promote design interventions as counter-measures to
problematic interfaces in this regard, we return to traditional UCD
principles aiming to understand users’ expectations regarding UI
features within and beyond the SNS context. Exploring the possi-
bilities for adaptive interfaces users can customise to meet their
needs, Kollnig et al. [51] developed an “app repair framework”, after
a majority of 85% of their participants demonstrated appreciation
for the option to alter elements of their apps. With a focus on audio-
related privacy when recording, Dunbar et al. [23] propose design
principles to accommodate people’s concerns and preferences in
this sensitive context. These examples highlight the necessity of
understanding when and how in the design process to factor in
considerations regarding user agency.

Inspired by this body of work, our objective is to extend our focus
beyond specific usage contexts and conceptualise the nuances of
design choices practitioners encounter. Furthermore, we intend to
incorporate ethical considerations from dark pattern scholarship
into the discourse at a more general level. To that end, we connect
the fields of cognitive biases and dark patterns to explore their
relationships that often lead to negative and harmful effects for
users.

2.2 Cognitive Biases
Utilisation of human cognition and perception is an integral part of
human factors andHCI [86]. In this vein, Jain andHorowitz et al. [48]
discuss opportunities that go beyond interactions requiring users to
make conscious decisions. As the work rests its focus on HCI-related
work to promote seamless, unconscious interactions that could
enhance people’s experience with novel technologies, they remind
of ethical constraints when designing to alter cognitive processes.
While our work is inspired by underlying constructs of cognitive
biases, governing our choices unconsciously, the overall history of
this field exceeds the means of this paper. Here, we synthesise key
contributions as a background of our work.

Tversky and Kahneman’s [50] first introduced the term cognitive
biases in 1972. Ever since, related work has identified and described
a plethora of effects that influence human decision-making. The
granularity and diversity of cognitive biases are well reflected in
Baron’s book ‘Thinking and Deciding’ [6], highlighting the enor-
mous effort that went into this field of research, reporting that the
variety of concepts has been thoroughly catalogued and understood.
In an attempt to summarise these past efforts, Hilbert [47] identified
eight core biases, provoking the idea that every other cognitive bias
can be mapped to one of them. Hilbert placed these core biases
alongside additional mathematical definitions to avoid any future
ambiguity. His framework can help to understand the logical con-
straints in cognitive processes and promotes the concept of “The
Noisy Memory Channel,” demonstrating how noises — confusion
and mistakes — affect decision-making.

With the aim to help people make informed decisions, Hertel et
al. [45] present a comprehensive overview of cognitive bias modi-
fication (CBM) strategies, which encompass procedures designed
to prohibit automatic cognitive processes. This includes the alter-
nation of peoples’ attention, interpretation of situations, and their
memory to affect future decisions. Based on the growing body of
work investigating CBM, Jones et al. [49] conducted a systematic
literature review. The authors demonstrate the effectiveness of CBM
across selected studies, which consistently show that CBM can mod-
ify targeted biases in adults but not children. This work underlines
the potential of CBM as a tool for influencing automatic decision
processes and reducing cognitive biases. Between the lines, these
works postulate certain negative connotations and consequences
of cognitive biases. Haselton et al. [41] spotlight certain situations
where the opposite occurs. Their work on Error Management The-
ory (EMT) asserts that biased judgments in uncertain conditions
can actually result in better decisions compared to unbiased alterna-
tives as part of ongoing research studying the evolution of cognitive
biases [42].

While these different perspectives mirror the power with which
cognitive biases steer decisions, work illustrates the ease in which
they can be exploited, for instance, to personalise recommender
systems [77] for increasing purchasing behaviour or govern peo-
ples’ search behaviour [5]. To explore possibilities to account for
cognitive biases to avoid harmful designs, work by Kahneman and
Tversky [78] and Baron [6] informed the design of our focus groups.
We relied on the general definitions and selected biases from these
works as part of each focus group. We thus base our findings on
the fundamentals of cognitive bias and heuristic decision-making
theory to learn about their relation to dark patterns.

2.3 Dark Patterns
Critique on nudges [40] spotlights ethical design caveats to ob-
fuscate people’s decision-making. In the scope of HCI, these con-
cerns have sparked various streams of research to investigate the
negative or harmful effects of technological interactions — in its
midst a discourse surrounding dark patterns. Introduced by Brignull
in 2010 [11], the concept describes unethical practices that trick
users into undesired actions with negative or harmful consequences.
Alongside this discourse, research in HCI has fostered a growing ty-
pology of unethical graphical user interfaces fitting the definition of
dark patterns across digital media. These include, but are not limited
to, games [87] and social media [64, 71], as well as context-specific
instances where language barriers are exploited [46]. This effort has
recently led to the development of a first ontology of related de-
sign patterns [30]. Interface Interference [32], for instance, promotes
certain interface elements, often visually, to gain users’ attention
with instances identified in e-commerce [58] and social media [63].
Collectively, these works demonstrate the multitude of deceptive
and manipulative strategies practitioners use to steer users’ deci-
sions against their best interest and toward service providers’ goals.
To offer an overview, Mathur et al. [59] constructed overarching
characteristics by reviewing over 82 types of strategies that include
research and regulation-based types. Mildner et al. [64] studied the
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effects of 80 empirically studied types in the context of social me-
dia, while Gray et al. [30] considered a corpus of over 245 for their
ontology.
While studies have frequently proposed a relationship between

dark patterns and cognitive biases [58, 82], to our knowledge, we
are among the first to explore this relationship in a dedicated study.
Allowing interpretation in this vein, various studies convey difficul-
ties among their participants to effectively recognise and avoid the
effects of dark patterns [10, 22, 56, 63]. Aiming to create privacy-
protecting interventions, work has deployed design strategies as
so-called “bright patterns” [36] that invert the mechanisms of dark
patterns. The study demonstrates an arguably positive impact on
users’ decisions. However, the study also shows that users’ choice
architecture is similarly altered as it would be by dark patterns
and, thus, restricting users’ autonomy to make informed decisions.
This aligns with research conducted by Ahuja and Kumar [2], who
demonstrate how dark patterns restrict user autonomy on various
levels, bridging the important topics. As the overall goal of this
paper is to understand the underlying mechanisms of autonomy-
respecting design, we build on their efforts and focus on cognitive
and behavioural aspects, particularly nudging and cognitive biases.

2.4 Terminology
Recent voices within the dark pattern community have argued that
contemporary terminology — “dark pattern” — should not be used
as it poses potential racial misconception [1]. In an attempt to offer
an alternative, Brignull [11], who originally coined the concept,
suggested using “deceptive design” to describe the unethical design
practices. However, voices objected to this change [68], arguing the
term “dark” does not insinuate a “bad” interaction but suggests hid-
den consequences. Furthermore, it dismisses a connection to pattern
language [3], which conceptualises reusable design strategies and
offers solutions to similar problems. This has led researchers to come
up with different terms [66] to describe the same concept. While
this discourse still unfolds, we opt to use the term “dark patterns”,
staying coherent with related work placing its origin in hidden
consequences of interfaces instead of evilness or mal-intent, but ac-
knowledge the importance of the current discussion problematising
the term.

3 METHOD
To answer our research question and conceptualise the dynamic rela-
tionship between cognitive biases and dark patterns, we conducted
a focus group study with experts in dark patterns and cognitive
science/psychology research. Several participants in the study also
bring extensive experience in interaction design, enriching our un-
derstanding of the practical implications in this field. We opted
for expert participants to accommodate the exploratory nature of
our research question. Additionally, the engagement of these two
relevant perspectives in focused discussions promises novel and
interesting insights into the similarities, differences, and facilitators
of the two concepts. For each focus group, we invited two expert
participants with extensive knowledge of dark pattern scholarship
and another two with academic backgrounds in psychology or cog-
nitive science. After agreeing to participate, we sent relevant study

information to each participant. At the same time, we gained their
consent to record and analyse each session in line with the host
university’s guidelines. Except for one focus group featuring three
participants, each was attended by four experts, resulting in a total
of 15 participants. To accommodate their international backgrounds
and the different time zones they were living in, the focus groups
were held online via the video conference tool Zoom.

3.1 Participants
Participants were recruited from the authors’ professional and aca-
demic networks or word of mouth. We carefully selected individuals
with backgrounds and expertise in dark patterns and cognitive sci-
ence or psychology with the precondition of having published in
esteemed venues of their respective fields. Participation was en-
tirely voluntary and without compensation. Before participating
in the focus groups, participants were sufficiently informed about
the study’s purpose and design, about their rights following GDPR
guidelines and then asked to give their informed consent. In total,
we recruited 15 participants, six self-identified as female, eight as
male, and one as non-binary. The average years of experience par-
ticipants had in their fields at the time of conducting this study
was 6.73 years (𝑠𝑑 = 3.43). On average, participants were 32.87
years old (𝑆𝐷 = 6.08). At the time of running this experiment, their
professions included (Assistant) Professors (5), Postdocs/Senior Re-
searchers (5), and PhD candidates (5). The demographics of our
participants are summarised in Table 1.

3.2 Focus Groups
In the course of 90 minutes, each focus group followed the same
procedure: After a brief introduction of all participants, commonly
used definitions of the terms cognitive bias and dark pattern were
provided in the form of an online presentation via Zoom. To illus-
trate previously discussed connections between the concepts, we
showed an example illustrating common streaming subscription
tiers, including the ‘framing effect’ and ‘decoy effect’ to demonstrate
their enabling of aesthetic manipulation, visual interference as well as
price comparison prevention, hidden information, and sneaking dark
patterns. Figure 1 shows the example given during this introduction.

Initial Discussion. Afterwards, the group was asked three ques-
tions to be discussed within ten minutes each: (1) What are the key
similarities between cognitive biases and dark patterns? (2) What
are the key differences between cognitive biases and dark patterns?
(3) What does a cognitive bias facilitate to become a dark pattern,
especially with regard to design? Each question affords participants
to consider the topic from a different angle. The participants were
prompted to use the communication channel of their choice to voice
their opinions. They could make use of the chat function of the
video conferencing platform or voice their perspective directly via
the audio channel.

Card Sorting Task. After the initial discussion, participants were
coupled with a disciplinary counterpart to conduct a card sorting
task. Using the online collaboration tool Miro, both pairings 2 were

2For the group featuring three participants instead of four, we joined all experts within
a single group to complete the card sorting task together.
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Participant Table

ID Age Gender Country of Residence Education Occupation Years of Experience
P1 47 Male Ireland PhD Senior UX Researcher 3
P2 32 Male Germany PhD Postdoc 8
P3 40 Female Netherlands PhD Assistant Professor 7
P4 25 Male United States MSc PhD Candidate 3
P5 28 Female United States MSc PhD Candidate 5
P6 28 Male Finland PhD Postdoc 5
P7 29 Female United States MSc PhD Candidate 6
P8 29 Female Germany Diploma PhD Candidate 4
P9 39 Non-binary United States PhD Professor 15
P10 31 Male Ireland PhD Postdoc 6
P11 32 Male Germany PhD Postdoc 7
P12 40 Male Ireland PhD Assistant Professor 10
P13 29 Female Luxembourg MSc PhD Candidate 3
P14 29 Female United States PhD Assistant Professor 12
P15 35 Male Finland PhD Assistant Professor 6
Mean = 32.87 Mean = 6.73

SD = 6.08 SD = 3.43
Table 1. This table presents an overview of expert participants of the four focus groups.

then tasked to group selected cognitive biases and dark patterns
within 20 minutes. To afford the timely constraints of each focus
group, we chose to select only prominent cognitive biases and dark
patterns based on the citation counts of respective publications.
Because of this limitation, however, we did not analyse these results
further to avoid a potentially strong selection bias. To give partici-
pants more context, cards included definitions taken from original
publications. Despite its limitations, we included this exercise as
we wanted to engage participants in a transdisciplinary activity to
experiment and test previously discussed ideas. Further, our aim
was to inspire alternative perspectives and enrich the following
discussion. The supplementary material contains a snapshot of the
initial Miro board, including the selected cognitive biases (sourced
from Tversky’s work [78]) and dark pattern types (sourced from the
dark pattern ontology by Gray et al. [30]).

Reflective Discussion. Following up on the card sorting task, par-
ticipants discussed their experiences, difficulties, and ideas behind
creating groups. In addition, the experience gained in the previous
activity led to new insights with regard to the questions raised in the
initial discussion. This allowed a more critical reflection on earlier
statements as well as identifying links between cognitive biases and
dark patterns that had gone unnoticed before.

4 ANALYSIS
Once we completed the four focus groups, we manually transcribed
the discussions and prepared the data for further analysis. To this
end, we anonymised any content that could be traced back to any
individual participant. For the analysis of the transcribed data, we
conducted a thematic analysis and used the card sorting results as an
assistive source for a better understanding of participants’ perspec-
tives. These steps were concluded using the software Atlas.ti [29].

4.1 Positionality
The authors of this research have mixed backgrounds. One author
gained their education in West Africa while the others acquired
their education in Central Europe with WEIRD (Western, Educated,
Industrialised, Rich, and Democratic) [44] backgrounds. Their re-
search expertise includes design, computer science, and psychology,
while their academic work focuses on topics concerned with social
justice and user well-being in digital technology contexts. The focus
groups were transcribed by two authors and, afterwards, coded by
two authors. All participants were recruited through professional
networks and by word-of-mouth. Each focus group was conducted
by at least two authors, one of which would be responsible for mod-
erating, the other(s) held assistive role(s). As this research aims to
describe the relationship between cognitive biases and dark patterns,
this lens has guided the structure and analysis of the focus groups.
Finally, we acknowledge any possible biases that are the result of
our academic, cultural, and personal backgrounds.

4.2 Coding of the Focus Group Transcripts
Prior to the analysis, we manually transcribed and anonymised the
focus group discussions. In the first step, two authors coded a repre-
sentative sample of 50% of the material using open coding in line
with Blandford et al. [8]. We then conducted an iterative discussion
to establish an initial coding tree. The remaining transcripts were
split between the two authors and coded individually. Finally, we
conducted a concluding discussion session to finalise the coding
tree. This was followed by a thematic analysis to identify emerging
dimensions from the material as described by Blandford et al. [8].
The codebook used to analyse the transcripts of the focus groups
comprises 52 codes and is included in this paper’s supplementary
material.

5



Authorversion, 2024, Mildner, Inkoom, Malaka, & Niess

Dark Pattern
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Fig. 1. This Figure was part of the introduction in each focus group and illustrates a common monthly subscription model of service providers with different
tiers. The figure highlights in magenta the presence of cognitive biases (framing effect and decoy effect) and in blue dark patterns (aesthetic manipulation/visual
interference, price comparison prevention, and hidden information/sneaking).

The main purpose of the card sorting task was to engage par-
ticipants in an interactive task where dark pattern scholars and
psychologists/cognitive scientists worked together to engage with
and analyse their ideas from previous discussions. Hence, the set of
biases and dark patterns used for the card sorting task was limited
and only included subsets of the overall cognitive bias and dark pat-
tern typologies. Thus, results were used to build an understanding
of the data collected in the different discussion phases, therefore
aiding our analysis of the focus group transcripts and the following
identification of relationships.

Using axial coding, two authors began to independently organise
all codes systematically into hierarchical structures and groups [8,
20]. This process was extended by connecting individual codes to
describe their relationships, noting whether any confirming or con-
tradicting notions exist between them. At this stage, the authors fre-
quently revisited transcripts and card sorting results to ensure they
stayed truthful to the data. Afterwards, the authors exchanged their
findings in a following discussion. Here, the emergent hierarchical
frameworks of the codes were the focus of identifying overarching
themes. We thereby aimed to identify phases that followed design
practice to real-world consequences in terms of dark patterns. Con-
sequently, based on the analysis outlined above, we constructed a
model that encapsulates these phases, effectively bridging the gap
between design practices and their tangible impacts in the context
of dark patterns.

5 FINDINGS
Based on the thematic analysis, we gained certain insights into the
relationship between cognitive biases and dark patterns. However,

this relationship appears intricate and, expanding prior sugges-
tions [58, 82], multifaceted. Here, we echo our participants’ discus-
sions to provide common and specific characteristics of the two
fields. Moreover, we focus on the implications of design, the inscrip-
tion of functionalities, and real-world applications as discussed by
our participants, and promote the “Relationship Model of Cognitive
Biases and Dark Patterns”. Our presentation of the results as a model
is consistent with established practices of presenting results in HCI
and Ubicomp (e.g. [23, 25, 48, 62]).

5.1 Similarities, Differences, and Facilitators
Each focus group included granulated discussions about similari-
ties, differences, and facilitation between cognitive biases and dark
patterns. Although the participants either had backgrounds in dark
pattern scholarship or cognitive science/psychology research, com-
bined with experience in interaction design, providing definitions
and a visual example established a common ground for fruitful
discourse.

5.1.1 Similarities. When asked about the similarities between the
two topics, participants noticed shared attributes regarding the im-
pact on decision-making and autonomy. Arguing from a designer’s
perspective, P5 discussed this sentiment further when persuading
user actions:

“I think the key similarity is [...] how the steering happens.
[...] You are trying to steer your users from the normative
ways of user agency, which is what HCI design mostly
preaches.” – P14
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By leveraging users’ perception and cognition, responsibility plays
a pivotal role in the profession of designers. In this regard, P3 no-
ticed another similarity in the shared dangers and harms that occur
when not cared for. The same participant went on to discuss the
particularities of users’ unawareness:

“[B]oth can be unconscious. So, in both cases, the user may
not be aware of the influence on their decision-making.”
– P3

Overall, participants noticed certain synergies between cognitive
biases and dark patterns. When triggered, both carry risks of making
unfavourable choices as either is difficult to avoid. Certain responsi-
bility was further attributed to designers utilising cognitive biases
when used to steer users against their will.

5.1.2 Differences. The second question sought to identify differ-
ences between cognitive biases and dark patterns. Across all focus
groups, a dominant argument addressed the different natures of
either concept. While “biases are already there [...] and inform our
decisions”, as P9 pointed out, or “your intuitive brain [...] working in
free-flow without really engaging too much in reasoned thought” (P1),
dark patterns, on the other side, are actively created and deployed
by practitioners. P1 later continued their argument in consideration
of the power dynamic between the designer and user:

“[A] designer has complete control over how that pattern
takes form, takes shape, and how it’s implemented within
a system. Whereas a user doesn’t have control over their
cognitive biases.” – P1

As cognitive biases are intrinsic to our behaviour, dark patterns, like
all design patterns, are created and impact our behaviour intrinsi-
cally. Importantly, participants noticed that not all dark patterns
actually require cognitive biases. This is in line with a statement
made by P10:

“[O]bfuscation and sneak-into-basket and hidden costs,
all of those just seem like outright lying. So, it’s not nec-
essarily using a cognitive bias to be the problem.” – P10

5.1.3 Facilitators. During the last question, participants explored
possible facilitators between the concepts. As similarities and differ-
ences foreshadow related attributes, P9 discusses how dark patterns
emerge:

“[D]ark patterns are really the designmaterial that allows
those cognitive biases to be activated [...] this method is
used to take advantage of our cognitive biases.” – P9

A strong sentiment across participants for a facilitator was further
noticed in (mal)intent behind deploying dark patterns. In this regard,
P3, P12, and P15, thoroughly discussed designers’ roles in persuading
users’ decisions toward commercial goals, limiting their autonomy.
Sharing this position, P10 noted:

“Something is dark patterns when you use any means
whatsoever [to] deprive me of my autonomy or to [...]
engage me in practices that violate my privacy.” – P9

Although not all dark patterns rely on cognitive biases, the latter
seems to be an effective means to the end for malicious strategies.
This reconnects to the previously discussed responsibilities of de-
signers but also highlights additional needs for ensuring user safety.

As P3 anecdotally pointed out, however, regulations, such as the
GDPR, do not consider intent as a necessity. This would ensure user
protection whenever harm is done.

5.2 The Relationship Model of Cognitive Biases and Dark
Patterns

To address the echoed implications for responsibility and impact for
practitioners, we opted for developing a model that follows design
from its creation to real-world implications. In a preliminary version,
we modelled how cognitive biases and their exploitation can lead to
deceptive design. Our model was constructed based on the findings
of our study juxtaposed with relevant previous work. We verified
our model by inviting focus group participants to provide feedback
on individual and general levels of this preliminary model, helping
us iterate and improve it where necessary. To this end, we sent
out an online survey to all participants, informing them about the
task and gaining their consent before breaking down the model for
individual critique. Additionally, we offered participants to reach
out to us and share further comments. In total, four participants
responded to the survey, helping us to advance the model.

Based on the focus groups, collected feedback, and prior work, we
introduce the Relationship Model of Cognitive Biases and Dark Pat-
terns as an answer to our research question (visualised in Figure 2):
How can we conceptualise the dynamic relationship between cog-
nitive biases and dark patterns? This model comprises three stages
that encompass five phases, showcasing a process from design to
the real world. More precisely, inspired by ethical considerations
of dark patterns [34] and their relationship toward cognitive bi-
ases [58, 82], the model follows the implementation of dark patterns
(or other deceptive designs) from addressing cognitive biases in
design to potential real-world implications, thereby showcasing
potential harmful consequences which require the assessment of
responsibilities.

Drawing inspiration from Verbeek’s theory of technology medi-
ation [80, 81], our model comprises three stages: (1) Inscription /
Delegation from a designer’s perspective, (2) mediation of the tech-
nology or particular interface, and (3) users’ interpretation thereof.
Adopting Verbeek’s theory, the model demonstrates how dark pat-
terns emerge from exploiting cognitive biases. To this end, our
model breaks the three stages down into five phases. The first stage
describes the designer’s perspective to inscribe or delegate func-
tionalities. Happening in phases one and two, design addresses
particular cognitive biases determining the balance between
autonomy versus coercion. The second stage – mediation – con-
tains the third phase: the exploitation of cognitive biases, which
can ultimately lead to deceptive practices and harm. The third stage
focuses on the users’ point of view, interpreting the design through-
out the fourth and fifth phases. First, users experience the designs’
implications, leading them to questioning responsibility. Ad-
ditionally, we identified crossroads for safeguarding strategies of
end-users as well as opportunities for organisations to limit harmful
design through exploiting cognitive biases. In the following subsec-
tions, we outline each phase in detail. We support the descriptions
for each phase through quotes from our participants and connect
individual phases to related work where applicable. For improved
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readability, we slightly altered some statements, ensuring words
and sentiment were maintained.

5.3 From Design to Real World
The aim of the Relationship Model of Cognitive Biases and Dark
Patterns is to follow the development of (unethical) design from its
planning stages until its deployment into the real world. Importantly,
as with many things, breaking decisions and their consequences
into stages or phases can result in over-simplifying processes. Our
model is no exception. To emphasise the responsibility tied to de-
signers’ decisions and connect them with the consequences that
arise once a design is implemented in the real world, we repre-
sented this progression with a continuous arrow beneath the three
stages. Research [32, 59] and regulation and legislation [9, 52, 69]
suggest that malintent plays a role in the design of online interfaces
to deceive or manipulate users. However, many design decisions
are not aimed at exploiting users’ cognitive biases, and neither are
practitioners always able to predict resulting harms. Throughout
development, many constraints (e.g. money and time) limit the pos-
sibilities in which a design [31, 80] can be tested. Over-simplifying
these issues can deflect from the critical aspects when design turns
deceptive. Echoing the voices of our participants, the following
phases attempt to convey these critical aspects with the goal of
respecting the underlying continuum.

5.4 Phase 1: Design Addresses Cognitive Biases
The first phase of this model addresses the utilisation of cognitive
biases to control users’ attention or afford specific interactions. This
is in line with Cross’ description of design cognition [21], where it is
part of the design process to identify the right problem to be solved:
Depending on the situation and the underlying goal, a design may
draw the user toward or away from it. Interactions are either better
supported or actively obfuscated to guide users’ decisions. While
there are plenty of reasons for either strategy, dark patterns are
used to provoke certain choices. It is important to emphasise here
that our data show that specific cognitive biases are addressed both
consciously (conscious decision of the designer) and unconsciously
(not deliberately addressed by the designer). The Bad Default dark
pattern [13], for instance, is often used in privacy settings where the
system provider is initially allowed to collect personal information
until a user decides otherwise. This pattern finds support in the
‘default effect’ as people often follow existing choices [6]. Whether
the deployment of these strategies and usage of supportive cognitive
biases is a deliberate choice is questioned by P14:

“Are [practitioners] doing this knowingly? I mean, the
obvious is that [if] you try to get people to buy a cer-
tain thing, [...] how dark is a dark pattern if it’s just
accidental?” – P14

Designers can address the intrinsic nature of cognitive biases —
shared between humans — when creating or using dark patterns
to alter peoples’ choice architecture. The particular relationship
between intrinsic cognitive biases and extrinsic deployment of dark
patterns was repeatedly discussed among participants across the
focus groups. P15 and P12 populated this idea through the following
statements:

“[C]ognitive biases are also so embedded in our auto-
matic decision-making process, while dark patterns are
our techniques deployed by external entities. [...] One is
individual, embedded decision-making, and the other is
external to us.” – P15

“[C]ognitive biases are the receiver while the [dark pat-
tern] are something from the perpetrator.” – P12

The extrinsic effectiveness of dark patterns thereby hugely benefits
from intrinsic cognitive biases, described by some participants as
a symbiotic relationship. The knowledge garnered by cognitive
scientists and psychologists plays a large role in informing dark
patterns and spotlighting opportune moments to leverage cognitive
biases. However, designers are not always in possession of this
knowledge. P15 elaborated on the potential of this knowledge by
saying:

“Knowing howwe process information and howwe heuris-
tically process and think is the way dark patterns become
so effective.” – P15

5.5 Phase 2: Balance Between Autonomy vs. Coercion
In the second phase, designers navigate the challenging equilibrium
between empowering users by giving them autonomy over their
choices and deceptive practices that coerce users’ decisions. The
(conscious and unconscious) decisions made in the first phase have
a direct influence on this balance, where ethical considerations and
consequences are introduced. As with the first phase, the balance
between providing users with autonomy and coercing their actions
can be an active design choice or an unaware consequence [17].
The effect on the user, however, is often the same. Therefore, this
phase requires careful attention to support reflective and informed
decision-making. P10 argues that it can be dangerous for users when
people attribute expertise to themselves in areas they do not actually
have and that this can potentially cause a lot of harm, especially in
sensitive contexts such as mental health applications:

“[S]elf assigned expertise [...] gives [practitioners] that
right framing that they could then use dark patterns
that exploit cognitive biases to design products without
feeling like they are being very unethical.”– P10

Instead of designing responsibly with users’ best interests in
mind, common or best practices and traditional mindsets within
professions may foster excuses for harmful design implications at
the user’s cost [17, 31]. In this regard, the ‘status-quo’ bias [6] may
offer some insight into why practitioners and designers resort to
deploying the same problematic designs. As with persuasive design
and nudges, however, their intention might be noble, but the out-
come is detrimental to users’ well-being. The plethora of deployed
strategies that harm users [30] is witness to practitioners’ negli-
gence in this regard, reflected by the increased regulatory efforts
in place to protect users [52, 69]. However, it has to be noted that
this negligence might stem from a culture of oversight or neglect at
the organisational level [17]. This second phase concludes the first
stage of our model and the perspective of designers who inscribe
their ideas into the design.
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Fig. 2. This Figure presents the Relationship Model of Cognitive Biases and Dark Patterns. Following a continuum from (potentially unethical) design to
real-world applications, the model comprises three stages spanning five phases. Adopting Verbeek’s theory of technology mediation [80, 81], the model follows
designers’ inscription of functionalities into technology to users’ interpretation, leading to the questioning of responsibilities. Depending on the impact and
implications of the (unethical) design, end-users may need safeguarding measures, while policy and regulation may be required for their protection.

5.6 Phase 3: Exploitation of Cognitive Biases
Relying on practitioners’ decisions in the first stage, the second
stage contains the mediation of the design and the third phase where
exploitation of cognitive biases manifests — eventually resulting in
deceptive practices and harm. It conveys the implications of design
that harnesses cognitive biases and controls user behaviour. In other
words, this phase is about users’ interactions with the design and,
thereby, the first phase, where design enters the real world with
all its implications. It describes the users’ reaction to the design
but not yet their evaluation of any interaction. Dark patterns that
govern user interactions influence their choice architecture without
providing transparent information about their consequences. In this
vein, P9 drew the following connection:

“[A] cognitive bias is a necessary component as kind of
[...] an ingredient to a dark pattern”. – P9

A core element to enable design — whether for good or bad —
is to afford specific interactions [67]. To that end, affordances can
have many forms and shapes to convey their aims but have to be
delivered easily accessible for users to engage. A common choice to
create affordances is through nudges [76]. While work demonstrates
their effectiveness [14], they limit transparency as P9 detailed:

“[N]udges for good fail to respect the autonomy of the
person who’s using the system if they’re not very open
and transparent about how the nudges are working and
there becomes a power imbalance then between whoever
is providing those nudges and the person on the other
end of them”. – P9

This power imbalance is a critical implication of dark patterns
as the user is rarely in control or aware of any consequences [63].
Thereby, design can easily facilitate its goals without providing
sufficient information that would allow users to reflect on their

choices. P10 explained how preferences can be exploited in the form
of cognitive biases:

“[U]sing our tendency to prefer colour or be attention-
grabbing so that we look at [the interface] more or our
tendency to kind of not want to think more than we
have to. [...] [D]ark patterns [are] more of a method and
cognitive biases [are] more of an inherent thing that is
exploited.” – P10

Our participants also discussed the natural benefits of certain
cognitive biases and heuristics to provide effective shortcuts in vari-
ous situations. In tandem with current design practices and service
providers’ monetary incentives [16], their mere presence opens
the door for serious exploitation, limiting users’ ability to formu-
late reflected decisions and avoid manipulation into unfavourable
interactions.

5.7 Phase 4: Experiencing Implications
The fourth phase of the model addresses the real-world implications
behind dark patterns and how users experience them. Here, the
third and last stage begins, where users interpret the design. At this
time, the impacts of the design become noticeable and perceptible,
whether originally accounted for or unintentional. Informed by the
first two stages of the model, during the fourth phase, practitioners
have already deployed the strategies to deliver their design’s goal(s).
This includes any decisions that affect user agency and autonomy
through cognitive biases. In other words, one could say that from
a user’s perspective, the harm is done. Elaborating on users’ ex-
pectations, P10 raises important questions from a user’s point of
view:

“[W]hat mental models do I have about these products?
And in what ways [do] my mental models of this product
align with what’s happening before me?” – P10

9
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Before any interaction, users may have certain expectations of
what will happen. The previous phases and underlying choices ulti-
mately lead to the moment when a user interacts with a design for
the first time. While certain dark patterns prohibit reflective think-
ing, others obscure access to specific functionality. Unaware of the
practitioners’ goal, users rely on a design’s attributes to understand
required actions. Thereby, they can draw from their mental model
and past experience before engaging with it but cannot know for cer-
tain what the consequences will be. At this stage, practitioners and
users will only be able to assess the truth behind the implications
once harm has been done.

5.8 Phase 5: Questioning Responsibility
In response to the aftermath of the prior phase, the fifth phase mir-
rors past decisions and reflects the question of responsibility behind
harmful implications, concluding the third stage of interpretation.
However, this question is not simply answered. From a user’s per-
spective, technological illiteracy or unawareness of the presence of
dark patterns can lead to seeking responsibility in themselves. Prac-
titioners, on the other end, may displace responsibility behind best
practices and common, albeit critically viewed, design paradigms
or deflect responsibility altogether, convinced of the noble cause of
their design. In any case, the responsibility is difficult to ascribe to
a single party. Nonetheless, there are multiple avenues to mitigate
negative implications. In this regard, P1 reflected on unintended but
harmful interactions, taking the practitioners’ perspective:

“[T]here is some kind of control over it from a designer’s
point of view that once [the harm] has been identified
and they’ve observed the problem, that they can go back
and fix it then afterwards”. – P1

However, the strategy outlined by P1 would require a thorough un-
derstanding of exploited cognitive biases, alternative strategies, and
access to necessary resources to change the design post-development.
Especially in this phase, it is important to remember this model also
as a continuum where decisions are intertwined and causally depen-
dent. Hence, untangling the root causes behind implications and
identifying responsibility is difficult. Therefore, practitioners need
to acquire a critical view of their own work and reflect on utilised
strategies to understand how cognitive biases enable dark patterns
that affect end-users’ decision-making. This does not mean that
practitioners need to become experts in human cognition and per-
ception (although it would not harm). Reflective steps throughout
development stages can already help ensure that user autonomy is
sufficiently respected to empower informed decision-making.

5.9 Safeguarding and Counter Measures
Collectively, the five phases of the Relationship Model of Cogni-
tive Biases and Dark Patterns highlight how dark patterns leverage
cognitive biases and how the latter can enable the first. However,
counter-measures to existing dark patterns and their harms have
not yet been accounted for. We, therefore, expanded the model with
two additional arrows that link to opportune moments where users
could safeguard themselves and where organisations, such as gov-
ernmental bodies, could restrict the exploitation of cognitive biases

through guidelines and regulations. Suggesting that knowledge can
help users mitigate harmful effects, P9 stated the following:

“Sometimes, if it’s raised to your attention, you can fight
back yourself. But in other cases, the pull is so strong
that you actually need regulatory bodies or other kinds
of policies in place to fight back on your behalf.” –P9

Safeguarding measures for and by end-users are only effective if
the problems are understood and can be avoided. In this regard, one
arrow leaving the fifth phase carries the question:Where can users
safeguard themselves? — points to the third phase, where cognitive
biases are exploited. Users can learn to mitigate cognitive biases, for
instance, through understanding how they manifest [18, 45]. But
even then, it may not be possible to always rely on the safeguarding
measures as demonstrated by Bongard-Blanchy et al. [10] or Mildner
et al. [63]. Importantly, our participants have emphasised that this
is not (ever) the user’s fault. Hence, our participants envisioned
that knowledgeable people would be able to recognise the potential
exploitation of cognitive biases in the third phase and could proceed
strategically with an appropriate reaction. P9 later continued their
argument by discussing the current approach behind dark patterns
and proposing legal requirements to assure user protection:

“I think a lot of the mainstream dark patterns that seem
to be very effective at triggering our cognitive biases and
altering our ability to act or understanding what the
situation is, do certainly seem like they’re illegitimate
forms of altering sense-making versus ones that we would
describe as normatively acceptable.”–P9

In this regard, P3 points toward already existing regulation, such
as the Digital Service Act (DSA) [69] of the European Union (EU),
restricting the implementation of dark patterns. Exploitation of
cognitive biases, however, is not regulated:

“There [is] the word dark patterns in the law now, but
cognitive biases are not a term for law.” –P3

In our model, organisational limits to exploitation, such as guide-
lines or regulations, are alternatives to end-user safeguarding. In
this regard, the model incorporates a second arrow leaving the fifth
phase asking:Where can organisations limit exploitation? The arrow
links to the first, third, and fifth phases to highlight opportunities
to protect users. In the same direction as pointed out by P3, or-
ganisations could request user autonomy to be respected, as done
by the EU’s DSA [69]. They could also restrict the exploitation of
cognitive biases through regulating deceptive design, also done by
the DSA as well as other regulations such as the US state of Califor-
nia’s CCPA [52] or India’s recent issue to prevent dark patterns [65].
Lastly, the arrow loops back into the fifth phase to illustrate the
importance of identifying offenders and holding them accountable
if users are harmed.
Although we view these measures as more effective compared

to users’ safeguarding themselves, we recognise that they are also
more drastic and finite in the case organisations increase regulations.
On the one hand, they could address the exploitation of certain
biases directly, for example, by requiring specific user consent or
autonomy to prevent harmful, impulsive interactions. This line of
defence leaves space for practitioners to choose alternative design
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strategies. On the other hand, regulations can restrict the overall
available design space, prohibiting the deployment of dark patterns.
As with the DSA [69], specific strategies can be directly addressed
to ensure user safety.

6 DISCUSSION
Inspired by previous research proposing a connection between cog-
nitive biases and dark patterns [58, 82], this paper offers answers to
our research question by problematising the dynamic and intricate
constraints within this relationship. To that end, we conducted four
focus groups and, based on our results, proposed the Relationship
Model of Cognitive Biases and Dark Patterns. This model depicts five
phases that describe how decisions to deploy cognitive biases can
enable exploitation and dark patterns. In this section, we discuss ap-
plications of this model, how technology can be devised to preserve
user autonomy in such contexts and point toward future avenues
HCI could consider to foster the implementation of ethical design
and user protection.

6.1 Using the Relationship Model of Cognitive Biases and
Dark Patterns

Previouswork has described a growing typology of dark patterns [30,
59, 64] users constantly encounter across web and app interfaces.
While various patterns have been captured and are relatively well
understood, this strand of research lacks in-depth knowledge of
the underlying mechanisms. Contributing relevant insights in this
regard, the main aim of the Relationship Model of Cognitive Biases
and Dark Patterns is to support both researchers and practitioners
by providing them with reflective phases that can support them in
considering the ethical caveats and impacts of their designs. It is not
meant to be prescriptive but provides a guiding roadmap remind-
ing about ethical implications throughout the design’s lifespan and
the interplay of cognitive biases and dark patterns in that regard.
While the aim of our model cannot change any malicious objectives
of practitioners, it can serve as a reminder about the implicated
consequences of utilising cognitive biases and can guide toward
potential counter-measures. The model can, therefore, be applied
in situations where dark patterns are observed. Especially in the
early development stages of designs, the Relationship Model
of Cognitive Biases and Dark Patterns can complement deci-
sions made alongside existing, traditional design paradigms
that may not always prioritize user agency and autonomy.
The research community focusing on dark patterns [35] has re-

cently questioned the intent behind deploying strategies that harm
users. Throughout their discussions, participants across our focus
groups separated practitioners’ intent from the harmful impacts of
deployed interactions. While some practitioners utilise obvious tac-
tics to manipulate users’ choices to their service’s advantage, smaller
service providers may naively follow existing common practices and
deploy dark patterns without realising the consequences. However,
in both cases, the end-user may suffer from possible implications, re-
gardless of intent. Based on these insights, we argue that necessary
protective measures should be independent of intentions as
they deem the safety of end-users most important. Recent
regulations [52, 69] already try to restrict certain dark patterns.

While this offers promising avenues to enhance user protection and
safety, we maintain that regulatory measures should be employed
judiciously when other protective measures have proven ineffec-
tive. The form and shape in which regulation should be enforced
pose new, complex challenges. On the one hand, over-regulation
may restrict innovation in the early stages. On the other hand, it
is difficult to administer regulations that affect domains as large as
web and app interactions.

6.2 Preserving User Autonomy
A key aspect of our model is to provide arguments for the impor-
tance of supporting and preserving user autonomy.Based on our
findings, we argue that it is crucial to allow for and foster informed
decisions before interactions happen. Traditional HCI paradigms
offer practitioners a range of tools and common practices to support
ethical design practice. Although critically reviewed, persuasive
design explains how motivation can be directly addressed to steer
and alter users’ choice architecture and guide them toward a pre-
determined goal. While behaviour change can be supported through
design and technology, it is easy to mean good and do harm [12].
In research, it is customary to behave responsibly, ask for consent,
and make users aware that the technologies utilised will poten-
tially affect their choices. Outside research, users are often kept
unaware of the consequences behind interactions, often noticed in
infamous cookie-consent banners [34, 79]. Knowledge about the en-
abling effects of cognitive biases toward dark patterns could mitigate
certain exploitation and protect users [49]. However, multiple stud-
ies [10, 22, 63] investigating the end-users ability to recognise and
avoid dark patterns repeatedly demonstrate difficulties among their
participants, even if information about dark patterns was provided.
This indicates that user safeguarding is limited in its effectiveness,
and other means are necessary to uphold their autonomy.
Overall, autonomy and agency-driven design have been a long-

standing element in HCI [28]. However, a lack of fine-grained un-
derstanding of how to connect these principles with usability [53]
suggests more work is needed to take full advantage of existing
design paradigms. Our model invites researchers and practitioners
to reflect on their responsibilities. We therefore hope that it can sup-
port continuing work and foster more responsible designs. Future
work could study the effectiveness of the model alongside exist-
ing design methods. For example, it would be interesting to learn
whether persuasive design or nudges can afford more autonomy if
the model is used alongside such practices. Nevertheless, existing
work in HCI echoes a balancing act between user autonomy and al-
ternation of choice architecture in every design. It remains within
the designers’ responsibility to understand this challenge and
follow ethical design principles promoting user autonomy.
A future goal of this work could be the investigation of opportune
design strategies that better connect usability, user experience, and
autonomy and create better incentives and tangible examples for
practitioners to follow such principles.

6.3 Ways Forward
Our proposed model mainly targets its depicted challenges from
an HCI perspective. While the model offers novel insights in this
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regard and is designed to assist practitioners in their work, it is
only one step towards understanding the underlying mechanisms
of dark patterns. P15, a participant with a psychology background,
speculated into the direction of cognitive processing:

“I can come up with the whole information processing
pipeline of human psychology here and just identify some
[showing that] it’s not covering everything.” – P15

Although the discussions of our participants did not come to an
overall conclusion or identify specific solutions, they provided rich
food for thought about the different angles fromwhich dark patterns
could be studied. With more emphasis on human cognition, perhaps
future work can work toward models that better support users’
perspectives. An already existing angle in this regard is presented
in cognitive bias modification (CBM). The work highlighting the
effectiveness in which autonomous decisions can be altered to be
better reflected [45, 49] spotlights an exciting direction to help users
make better decisions when faced with dark patterns. Moreover,
research inHCI could adopt CBM to devise technologies that prepare
and shape users’ expectations in line with possible interactions.

7 LIMITATIONS
Although we were careful in designing and conducting this study,
we recognise that this work is prone to certain limitations. Firstly,
the last focus group was attended by only three instead of four
participants (two experts in dark pattern scholarship and one expert
in psychology). While the focus group functioned well in terms of
interpersonal dynamics, a fourth member might have changed the
dynamic of the discussions. Moreover, this changed the dynamic
in which prior card sorting tasks were conducted. Instead of two
groups including one expert from the respective fields to discuss
and execute the task, we decided to have one group including all
three participants. Again, the outcome was comparable to prior
focus groups, but we cannot know whether a second expert with
expertise in cognitive science or psychology would have impacted
the group’s discourse and, thus, our findings.
Secondly, the study was designed and administered by three re-

searchers with backgrounds in HCI research. Although one of them
has a background in psychology, their current research is situated
in the field of HCI. Although the study was informed by relevant
work on the concepts of cognitive biases and human behaviour to
ensure a levelled discussion in terms of the considered subjects, we
acknowledge a certain bias stemming from our expertise. We would
welcome any future attempts to reproduce our findings in the fields
of human cognition and behaviour to gain different views that may
result in additional findings.
Our personal HCI backgrounds also resulted in a third limita-

tion regarding the Relationship Model of Cognitive Biases and Dark
Patterns. Here, we recognise that our HCI background guided our
moderation of the focus groups and informed our interpretation of
the data as well as any further analysis. To mitigate these effects,
we extensively reviewed material from the field of human cogni-
tion, particularly focusing on cognitive bias literature. However,
researchers with other backgrounds may interpret the same data
differently.

8 CONCLUSION
This research sheds light on the dynamic relationship between cog-
nitive biases and dark patterns. Based on a focus group study with
expert participants, we explore the ethical considerations through-
out the development of design and describe the Relationship Model
of Cognitive Biases and Dark Patterns providing an overview of the
continuum between design and real-world implications of harmful
design.
To that end, we emphasize the critical role of practitioners and

researchers in considering the ethical implications of their design de-
cisions, particularly when it comes to user autonomy. By illustrating
the dynamic process through which cognitive biases are leveraged
to create dark patterns, the model underscores the responsibility
designers hold in shaping user experiences. Furthermore, the study
recognises the importance of safeguarding strategies for end-users
and regulatory measures to protect individuals from the potential
harms of dark patterns. This recognition aligns with broader dis-
cussions in the HCI community regarding better implementation of
ethical design practices and user-centred development of autonomy
and agency-enabling technologies.
In summary, this research deepens our understanding of the

intricate interplay between cognitive biases and dark patterns but
also provides a practical model for practitioners to navigate this
complex landscape responsibly. As technology continues to play an
increasingly ubiquitous role in our lives, the ethical considerations
highlighted in this study become even more pertinent as related
work catalogues the variety of unethical, dark patterns. Thus, we
hope that this research contributes to the ongoing dialogue on
ethical design in HCI and sets the stage for future investigations
into creating safer, more user-friendly digital interfaces.
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