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Abstract

This thesis proposes amethodology to optimize the application pattern of adhesively bonded
joints, so that the liquid adhesive automatically flows into the desired bond shape during
manufacturing — leaving no spots over- or underfilled, thus the adhesive is used in the
most efficient way. Besides preventing adhesive excess and waste that eliminates the need
for cleaning and reworking steps after joining, this optimization approach ultimately leads
to a more ecological and economic adhesive manufacturing processes.

To achieve this goal, an optimization algorithm is developed that iteratively modifies the
shape of adhesive application pattern until it flows into the desired bond shape. Established
methods from topology optimisation for solids are used, re-interpreted, and applied in the
context of fluid mechanics in a new way. At each iteration, the resulting distribution ob-
tained after squeezing an initial adhesive application pattern is calculated. The resulting
distribution is then compared to the desired adhesive distribution, and overflown adhesive
is traced back to its origin in the initial pattern (using the calculated velocity and direc-
tion). These overflown areas are then removed from the initial pattern and the iteration
loop continues until the resulting distribution matches the desired bond geometry within
an acceptable tolerance.

This optimization strategy relies on the accurate simulation of squeeze flow processes for
which a special numerical model was chosen. This model was extensively validated in a
comprehensive experimental study in advance, to prove its suitability. By combining the
Hele-Shaw approach, a method to investigate squeeze flow processes, with Particle Image
Velocimetry, a method to measure fluid flows, it is demonstrated that the simulation model
is sufficiently accurate and can be implemented to calculate the quantities that are required
by the optimization algorithm. Further, the surface structure has proven to be of secondary
importance and doesn’t need to be considered in the optimization.

The algorithm was applied to optimize a variety of different application patterns. It was
found that the optimized shapes have recurring shapes such as pointy fingers which flow
into corners and bays that flow into straight edges. Furthermore, quantities like the degree
of compression, number of cells and considered flow-laws were varied to investigate their
influence on the algorithms results. However, it was found that the algorithm is mesh and
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Abstract

flow-law independent, which highly improves its applicability and simplicity for practical
use. It is capable to identify optimal patterns for frequently used adhesive layer thicknesses
and degrees of compression.

Finally, the optimized patterns obtained by theoretical analysis were validated through
real world experiments, that confirmed their ability to flow into the desired shapes. Overall,
this thesis presents an innovative approach to optimize adhesive application patterns. Due
to the performed optimization, the environmentally questionable adhesive waste and costly
post-cleaning work can be eliminated — thus, a more ecological and economical manufac-
turing process is achieved.
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Kurzfassung

In dieser Arbeit wird eineMethode zur Optimierung von Applikationsmustern für geklebte
Verbindungen entwickelt. Durch dieOptimierung soll der flüssige Klebstoff beim Fügen au-
tomatisch in die gewünschte Fugengeometrie fließen — ohne danach über- oder unterfüllte
Stellen zu hinterlassen. Durch dasVermeiden vonKlebstoffaustritt werdenReinigungs- und
Nachbearbeitungsschritte obsolet, was wiederrum zu einem sehr ökologischen und wirt-
schaftlichen Herstellungsprozess führt.

Hierfür wurde ein Optimierungsalgorithmus entwickelt, der iterativ die Form des Auft-
ragsmusters modifiziert, bis es in die gewünschte Klebfugengeometrie fließt. Dabei wur-
den etablierte Methoden aus der Topologieoptimierung verwendet, neu interpretiert und
im Kontext der Fluidmechanik angewandt. In jeder Iteration wird die resultierende Kleb-
stoffverteilung, die sich nach dem Verpressen (Squeeze-Flow Prozess) eines Initialmusters
ergibt, berechnet. Die resultierende Verteilung wird dann mit der gewünschten Klebfugen-
geometrie verglichen und übergeflossener Klebstoff zu seinem Ursprung im Initialmuster
zurückverfolgt (mit Hilfe der berechneten Geschwindigkeit und Richtung). Diese überlau-
fenden Bereiche werden dann aus dem Initialmuster entfernt. Die Iterationsschleife wird
so lange fortgesetzt, bis die resultierende Klebstoffverteilung innerhalb einer akzeptablen
Toleranz mit der gewünschten Klebefugengeometrie übereinstimmt.

Diese Optimierungsstrategie beruht auf der genauen Simulation von Squeeze-Flow Pro-
zessen, für die ein spezielles numerisches Modell verwendet wurde. Dieses Modell wurde
im Vorfeld in einer umfassenden experimentellen Studie validiert, um seine Eignung nach-
zuweisen. Durch die Kombination des Hele-Shaw Ansatzes, einer Methode zur Untersu-
chung von Squeeze-Flow Prozessen, mit Particle Image Velocimetry, einer Methode zur
Strömungsmessung, wird gezeigt, dass das Simulationsmodell ausreichend genau ist und
in den Optimierungsalgorithmus implementiert werden kann. Darüber hinaus hat sich ge-
zeigt, dass dieOberflächenstruktur der Fügeteile bei derOptimierung nichtmit berücksich-
tigt werden muss.

Der Optimierungsalgorithmus wurde an verschiedenen Klebfugengeometrien validiert.
Dabei hat sich herausgestellt, dass die optimierten Initialmuster wiederkehrende Merkmale
aufweisen, z.B. spitze Finger welche beim Verpressen in Ecken fließen oder Buchten welche
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in gerade Kanten strömen. Darüber hinaus wurde der Grad der Kompression, die Anzahl
der Zellen sowie die verwendeten Fließgesetze variiert. Dabei wurde festgestellt, dass derAl-
gorithmus unabhängig von der Zell-Diskretisierung und dem verwendeten Fließgesetz ist,
was seine Anwendbarkeit in der Praxis erleichtert. Es wurden optimale Muster für gängige
Klebschichtdicken erzielt.

Schließlich wurden die optimierten Applikationsmuster experimentell validiert, wobei
sich bestätigt hat das diese in die gewünschten Klebfugengeometrie fließen. Somit präsen-
tiert diese Arbeit einen erfolgreichen und innovativen Ansatz zur Verbesserung von Her-
stellungsprozessen im Kontext der Klebtechnik. Umweltbedenkliche Klebstoffabfälle und
kostspielige Nachbearbeitungsschritte werden hiermit obsolet, wodurch ein ökologischer
und wirtschaftlicher Herstellungsprozess garantiert wird.
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1 Introduction

Humans probably always strived to improve things. We’ve optimized our environment and
found the tools needed. To make life simpler, easier. To fulfil our needs, whether basic
or ambitious. Throughout history we hunted with bow and arrow to get food and built
rockets to fly to the moon and fulfil our desire for exploration. The invention of bicycles,
cars and aeroplanes have revolutionized thewaywe get fromA toB faster and faster. Further,
smartphones have fundamentally changed the way we interact and communicate socially.
Despite being often overlooked, these inventions (and lots of others) have been significantly
improved due to the application of adhesive bonding technology. Consequently, they have
become more durable, reliable, secure, and last but not least cost-effective, which is why
they are accessible to so many people today.

1.1 Scientific Problem

Although the technology of adhesive bonding highly improved our everyday products be-
cause of its many advantages, it does come with some challenges regarding manufacturing.
These difficulties aremainly caused by the liquid state of the uncured adhesive. The achieve-
ment of a solid bond that precisely matches the desired geometry, transitioning from a liq-
uid adhesive, is a highly challenging task. Adhesives do flow, even though there are some
adhesives which are rheologically designed to remain in their applied shape during manu-
facturing. However, once the substrates are pressed together, the adhesive is forced to flow
in-between the parts to be joined due to the squeezing process.

This is desired, as the adhesive begins to wet both surfaces and fills the bond. However,
many things can go wrong here. It is commonly accepted that a huge amount of adhesive
will spill out of the bond area, and no real thought is given to the design of the initial shape
of the adhesive application pattern. Since there is no general understanding about how a
good application pattern should look like, overfilling is even intended by design to prevent
an underfilled bond domain at the cost of waste and additional cleaning steps. Furthermore,
underfilling can occur, e.g. in the form of air bubbles, which can be caused by the trapping
of air during the squeezing process. Both shortcomings — over- and underfilling — are ex-
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1.2 Motivation

Figure 1.1: Cross section of a wind turbine rotor blade with air pockets (underfilling) and
much adhesive spill out (overfilling), taken & edited from [106].

emplary illustrated in Figure 1.1. In a nutshell, adhesive bonding requires special attention
with regard to the manufacturing process!

To make matters worse, the highly automated world of today’s manufacturing industry
offer many possibilities for the application of adhesives which are not fully utilized yet. In
addition to the conventional stress and strength related topics, a more global view on adhe-
sive bonding is needed. This includes the consideration of adhesive flow during joining with
all the information about initial application pattern and the resulting adhesive distribution
contained after the squeezing process. In this way, the advantages of modern manufac-
turing possibilities can be utilized to close the gap between common practice and what is
technical possible. This thesis aims to narrow this gap by optimizing adhesive application.

1.2 Motivation

Optimizing adhesive application has significant implications for achievingmore sustainable
bonds. By reducing the amount of adhesive used and preventing over- and underfilling, sev-
eral benefits can be realized. Firstly, it leads to economic advantages through waste reduc-
tion and material savings. Secondly, it contributes to environmentally friendly production
practices by minimizing resource consumption. Additionally, the optimization of adhesive
application streamlines manufacturing by reducing the number of required working steps
and eliminating cleaning tasks. Moreover, it can enhance the aesthetics of bonded prod-
ucts, which is particularly crucial in the glass or automotive industry, where aesthetics play
a pivotal role in product design. The research questions will be further refined and outlined
in the Objectives, right after an overview of the State of the Art has been given.
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2 State of the Art

2.1 Adhesive Manufacturing Processes

Manufacturing of adhesively bonded joints involves several steps, which must be coordi-
nated according to the technical application. First, an adhesive needs to be selected so to
fulfil the requirements of the specific application, cf. Figure 2.1 (a). The choice of adhe-
sive is highly influenced by the desired strength and the materials that need to be bonded
— however environmental conditions, curing time, cost, health, and safety as well as the
adhesive application method are further factors to be considered for the selection.

The next step is the preparation of the surfaces of the substrates on which the adhesive
will be applied to. Again, the preparation method that is used for the surfaces is depending
upon the materials to be bonded. There are many surface pre-treatment methods, ranging
in complexity from cleaning with solvents, sandblasting or grinding, to flame- or plasma-
treatments, cf. Figure 2.1 (b) — to name only a few. All of them aim to modify the surface
in a way that adhesion will benefit, and joint strength and durability are maximised.

Subsequently, the liquid adhesive is applied onto the substrate(s). The final shape of the
adhesive bead, and method used to apply the adhesive onto the surface(s) influences the
resulting bond geometry as well as the amount of adhesive spill out and underfilling — a
topic this thesis will investigate in much detail. Adhesive application can be either done
manually, cf. Figure 2.1 (c), using a cartridge press (which is fast and simple for single
components), or by using robots/xyz-Tables in combination with dispensers and dosing
systems (which is automatable and repeatable for a high number of pieces).

After applying the adhesive onto the substrate(s) they can be joined, cf. Figure 2.1 (d).
Pushing the substrates against each other, the relative motion of the closing gap between
the substrates forces the adhesive to flow in-between them whereby it wets both surfaces,
cf. Figure 2.1 (e). This process is called squeeze flow — another topic that will be compre-
hensively investigated in this thesis.

It is worth noting that there are other exciting joining methods for bonding that deserve
mention, such as the injection of adhesive in-between already final positioned substrates.
Additionally, the last step of every manufacturing process, i.e. the curing process, depicted
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in Figure 2.1 (f), should also be mentioned here for the sake of completeness. It has been
dealt with in a recent dissertation [93], in which a method to accelerate the curing process
using inductive heating was developed.

(a) Adhesive selection (b) Surface pre-treatment

(c) Adhesive application (d) Before joining

(e) After joining (f) Curing process

Figure 2.1: Manufacturing process of adhesively bonded joints.
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2.2 Experimental Investigations on Adhesive Squeeze Flow

Squeeze flows are defined as flows in which a material is deformed due to a squeezing motion
of some boundaries that approach each other. Unlike pipe or channel flow, squeeze flow
does not rely on gravity to generate motion, but it is primarily driven by the kinematics
of the squeezing process. Materials that can experience squeeze flow are usually non-solid
and highly viscous liquids — properties that apply to a wide range of adhesives in their
liquid state. The boundaries — or, in the context of adhesive bonding, the substrates — in-
between which the fluid is squeezed, can either be rigid or non-rigid and can have a certain
surface structure. The squeeze process is described by the relative motion of the substrates
from an initial to a final state, following defined kinematics (e.g. translation, rotation or a
combination thereof). Hereby, the topology of the substrates can be flat or arbitrarily shaped
and the position can be parallel or inclined to each other, cf. [30].

A widely used device to investigate adhesive squeeze flows consists of two parallel plates
with an initial gap height ofh0 that approach each otherwith a constant velocityw, until they
reach a final gap height ofhfin, as illustrated in Figure 2.2. In this setting, the fluid’s thickness
is always considered much smaller than it’s spread. Furthermore, the volume of the fluid
can be kept constant, by allowing it to spread in-between some infinitely large surfaces; or
the squeezing area can be kept constant, by allowing the fluid to squeeze out of finite sized
surfaces right from the beginning [20]. In the first case, the fluid will spread into a circular
shape if the gap becomes small enough (hfin ≪ h0 or h → 0), independent of the initial
shape.

A visually easy to grasp illustration of experimental squeeze flow was carried out by J.
M. Adams et al. [1]. The researchers conducted an investigation into the behaviour of
squeeze flowwith amaterial called plasticine. Their objective was to validate a finite element

Figure 2.2: Squeeze flow scenario of a circular fluid pattern under compression, taken &
edited from [67].
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Figure 2.3: Displacement field of an elasto-viscoplastic paste material during squeeze flow
(2D): experiment (left), simulation (right) for 13%, 29% and 52% compressive
deformation, taken from [1].

simulation that utilized an elasto-viscoplastic material model. To carry out the experiment,
they prepared specimens with a grid pattern on the cross section and subjected them to
squeezing in-between two parallel stiff stainless steel plates, that were attached to a testing
machine. With this procedure, they were able to measure and accurately predicted the 2D
displacement field through numerical simulation, as depicted in Figure 2.3. Similar studies,
such as [60] and [61, 62] have further explored the compaction process of soft pastes and
solids. However, more details regarding the numerical simulation of squeeze flow scenarios
will be presented in section 2.4.

2.2.1 The Hele-Shaw Approach

The modern investigations on flows within narrow gaps can be traced back to the pioneer-
ing work of Henry Selby Hele-Shaw. He served as an early source of inspiration for
subsequent research with his studies on The flow of water, which he published in the late
19th century [27–29]. Hele-Shaw developed a specialized device known as the Hele-Shaw
cell (HSC), named after him, that consists of two closely and parallel spaced, stationary glass
panes in-between which a flow can be generated and observed at the same time. Using this
apparatus, he explored various flow scenarios, including the flow of water around a semi-
cylinder. He concluded that, in this case, the experimentally observed flow patterns aligned
with those theoretically predicted based on hydrodynamic principles [29, p. 35]. However,
in this classical or original forms of the HSC, the gap between the plates was constant and
the flow is generated by injection or a pump circuit.

Further developments led to cells that havemoving surfaceswhich can squeeze the fluid to
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(a) Model sketch of the general squeeze flow problem,
taken from [40].

(b) Experimental setup for the investigation of
squeeze flows, taken from [52].

Figure 2.4: Description and investigation of squeeze flow problems.

obtain and observe its flow, as illustrated exemplary in Figure 2.4. Someof these adaptations,
like the liftingHSC (as referenced in [2]), facilitate an expansion of the gap size, while others,
such as the closing HSC (discussed in [46]), enable its reduction. These specialized cells
usually have circular plate geometries and serve dual roles: pulling fluids, a process that also
gives rise to viscous fingering (more on that in subsection 2.2.5) and compressing fluids
to investigate fluid rheology and squeeze flow behaviour. The lifting HSC, in particular,
finds application in investigating potential setbacks and relaxation effects that may occur
in the context of adhesive bonding after pressing the substrates together and subsequently
releasing the clamping force.

2.2.2 Surface Condition and Pre-treatments

There are different methods to characterize the quality and condition of surfaces to evaluate
the effect of the pre-treatment applied. Onepopular and simpleway is to estimate the surface
energy by measuring the contact angle θ between the liquid-vapour interface (e.g. water-
air) meeting the solid substrate surface [26]. Depending on the resulting contact angle, the
state of the surface can be quantified as hydrophilic (θ < 90◦), hydrophobic (θ ≈ 90◦)
and superhydrophobic (θ > 90◦). The smaller the contact angle the better is the surface
condition for bonding.

Another method to characterize the quality and condition of a surface is to measure its
roughness. This can be done in different ways, but the most practical oriented methods aim
to determine the arithmetic mean deviation, also known as arithmetic mean roughnessRa,
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Figure 2.5: Surface structure of milled aluminium plates with maximum mean surface
roughness of Ra = 0.26 µm (left), Ra = 4.91 µm (middle) and Ra = 7.82 µm
(right), taken & edited from [7].

along a profile (line) – even thought this is also possible on a surface (area). Based on the
characteristics of the surface, more parameters such as the root mean square roughness Rq

or the mean peak-to-valley height Rz are needed for characterization, since the same Ra

can be measured on totally different surfaces.

It is common practice to prepare surfaces before bonding [26], for which a plethora of
different methods, ranging from simple cleaning with organic solvents, roughening, flame-
or plasma-treatments, exist [6]. The goal thereof is to improve wettability, and thus increase
adhesion to the substrate, in order to maximize joint strength and durability [26]. Mechan-
ical surface pre-treatments aim to increase the surface roughness; these methods include
e.g. sanding, brushing and blasting [79], and increase mechanical interlocking; they are the
preferredmethods for (uncoated)metals. Physical pre-treatmentmethods aim to introduce
oxygen atoms into the surface and include flame treatment and different plasma treatments
[85]; they are often used with polymers [49]. Chemical surface pre-treatments are used to
remove contaminants, oxide layers, and enhance surface compatibility, ultimately ensuring
strong and durable bonds [4]. However, all these pre-treatment methods may modify the
surface in terms of roughness or surface energy, thus raising the question if they influence
the fluid dynamics of the squeeze flow itself.

Biszczanik et al. [7] used a setup similar to the closing HSC to investigate the adhesive
spread and the compressive force applied, generated on different substrate surface struc-
tures. In their investigation a polyurethane adhesive was squeezed between milled alu-
minium plates, see Figure 2.5, with mean surface roughness ranging from Ra = 0.26 µm
to 7.82 µm. The authors concluded that the roughness of substrate’s surfaces does not sig-
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nificantly affect the resulting thickness under otherwise identical test conditions.

Further studies considered rough surfaces to squeeze fluids to manipulate the fluid-solid
boundary conditions, e.g. slip (vBC > 0) vs. no-slip (vBC = 0). Therefore Rabideau et al.
used P180 grit sandpaper, with avg. particle diameter of 82 µm, as surfaces to squeeze sam-
ples of Carbopol at low forces of 1N, 2N, and 3N. They reported that this roughness ”was
deemed sufficient for preventing wall slip” [77]. Subsequently they measured the height as
function of time and observed differences between the smooth and rough surfaces. How-
ever, although they considered the stiffness of the experimental setup and corrected the
height measurement by subtracting the deformation of the experimental setup, it is not fi-
nally clear if the observed differences in height may also just result from deviations of the
recalibration (zeroing) done after attaching the sandpaper, cf. [46]. So, it remains unclear
if pre-treated surfaces for adhesives influence the dynamics of squeeze flows or not.

2.2.3 Adhesive ApplicationMethods

There are different ways to apply adhesives or sealants onto the substrates. The first and
probablymost simple and commonway is to apply adhesive in formof a bead, i.e. dispensing
and extruding it onto a surface with a certain bead cross section. Furthermore, the adhesive
can be applied in form of swirls or (flat) streams, as shown in Figure 2.6. It is also possible
to spray the adhesive onto the substrates [16]. Since this thesis focuses on adhesive bead
application, further details are given subsequently.

Depending on the specific technical application, the applied beads have different cross
sections, e.g. D-shaped, rectangular or triangular, created by the design of the application
nozzle. The latter have the advantage to reduce the risk of air entrapment during the join-
ing process because the tip of the triangle is less likely to already enclose some air. One
disadvantage of bead application is that they often have a surge at the beginning, leading to
squeeze out, and the material may lead to filament formation at shut-off [59].

To apply adhesives in more complex shapes, the dam & fill method can be applied. With
thismethod, a dam is first appliedwhich defines the outer contour and is subsequently filled.
In contrast to application methods that are similar to 3D printing or those which work with
negative forms, the dam & fill method can be implemented using simple dispensers linked
to a robot or xyz-Table. The dam is usually formed with a highly thixotropic (stable) fluid
and is subsequently filled with a low viscous (flowable) fluid.
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Figure 2.6: Adhesive application methods: extruding a bead (left), flat stream (middle),
swirling technique (right), taken & edited from [59].

2.2.4 Formation and Influence of Air Pockets

Air enclosures in adhesive bonds are imperfections that can arise during various stages,
including squeeze flow, application, or substrate relaxation after joining. These enclosures
encompass both air bubbles, typically small and pre-existing in the adhesive container, and
larger air pockets formed during the squeezing process by trapped air. Air enclosures can
also formduring the adhesive application process or by setback (relaxation) of the substrates
after joining. The presence of such voids can significantly compromise the load-bearing
capacity of the bonded joint, especially under dynamic loads (fatigue stress), as they amplify
stress concentrations and cumulative damage.

Researchers, such as Sengab and Talreja [83], have explored the impact of void shapes
on load capacity, noting that spherical air enclosures are less critical than flat voids in terms
of initiating and propagating cracks. Additionally, voids can expedite moisture migration,
a concern in sealing bonds. In the pursuit of optimal bonding, the goal is to achieve a
fully filled gap with minimal material excess and a complete absence of air enclosures. Re-
searchers like Müller et al. [69] have experimentally and numerically investigated arti-
ficially induced air pockets during squeeze flow, observing that these air pockets tend to
migrate towards the adhesive layer’s edge, where they may discharge and vanish.
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Figure 2.7: Arrangement of long Hele-Shaw cell for observing flows with a photo camera.
”The camera A points vertically downwards at the channel B which is illuminated
by a flash-bulb D placed under a tracing-paper screen C. The driving pressure was
produced by raising a water vessel K so as to increase the air pressure in the bottle J.
This raised the pressure above the fluid contained in the upstream reservoir L. The
more viscous fluidwas supplied froma vessel F, so as to fill the upstream reservoir E.
If the pressure in E were maintained constant, as it would be if the pipe connecting
E and F were left open, the velocity of the finger would increase as the length of
the column of more viscous fluid decreased. To maintain a more constant velocity
the cock G between E and F was closed during an experiment and the fluid in E
escaped to the atmosphere through a needle valve H”, taken from [80].

2.2.5 Phenomena of Viscous Fingers

Viscous fingering, a phenomenon of considerable interest, is investigated within modifica-
tions of HSCs, developed by Saffman and Taylor. They aimed to investigate and math-
ematically describe the penetration of fluids into more viscous liquids. For example, they
injected water into oil, using a long channel HSC shown and described in Figure 2.7 and
observed that morphologically unstable interfaces, which are shaped like fingers, emerge
in this process, shown in Figure 2.8. This phenomenon is referred to as Saffman–Taylor
instabilities or simply viscous fingering and can occur with other fluids including adhesives.

Engaging flow patterns manifest when two adjacent surfaces, already containing a fluid,
are separated. This separation triggers pronounced instability at the initial fluid-gas inter-
face [80], leading to the advancement of so-called viscous fingers (corridors of air) into the
fluid, while other regions of the interface experience minimal displacement [31]. These fin-
gers exhibit a propensity to bifurcate at their tips, engendering the formation of new fingers,
ultimately yielding a densely branched interfacial structure, as shown in Figure 2.9. Viscous
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Figure 2.8: Air finger advancing into a more viscous liquid. ”A bubble of fluid of viscosity µ2

and density ρ2 is supposed to be moving steadily through a vertical channel in the
Hele-Shaw cell filled with fluid of viscosity µ1 and density ρ1”, taken from [80].

Figure 2.9: Evolution of viscous fingers in a lifting HSC at three different times; the initial
gap height is 0.5mm with a diameter of 40mm, taken from [2].

fingers are also investigated with circular stationary HSCs, whereby the less viscous fluid is
injected centrally through an inlet [13].

2.3 Particle Image Velocimetry

So far, flows in narrow gaps have been visualized by its moving interfaces or sometimes
artificial streamlines and grids. However, there are more advanced methods to measure
flows, one of which is Particle Image Velocimetry (PIV). It is an optical method to measure
the characteristics, i.e. velocity, direction, shear rate and other related properties of fluid
flows in two dimensions (2D).

2.3.1 Methodology

To visualize fluid flows, light, small and easily visible particles are introduced into the fluid,
and their movement is employed for tracking purposes. A camera captures images at brief,
sequential intervals, as depicted in Figure 2.10. Later, specialized PIV software, such as
OpenPIV or PIVLab [86, 87], among others, can be utilized for analysis. This software
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Figure 2.10: Methodology of Particle Image Velocimetry: schematic experimental setup
(left, taken from [87]), exemplary successive frames of a flow field (middle)
and principle of the velocity calculation (right).

computes a velocity field by comparing pairs of successive frames in the recorded data.
Using digital cross correlation, any finite location (group of pixels) of one frame can be

assigned to the next frame with the information of its displacement in x and y direction:
∆r⃗ = (x1−x0 | y1−y0). With the additional information of time difference between both
frames, ∆t = t1 − t0, and a scale that links a number of pixels to a real length, the velocity
vector, v⃗ = (u | v), at a certain location can be quantified according to Eq. 2.1:

v⃗ ≈ ∆r⃗

∆t
. (2.1)

Incorporating a laser, along with a synchronizer that acts as a simultaneous trigger for the
camera and laser, offers distinct advantages. This arrangement allows for illuminating the
flow precisely when a frame is captured. Consequently, it enhances image quality, which, in
turn, significantly improves the quality of the PIV results during post-processing.

The methodology can be extended to three dimensional (3D) measurements by using
two or more cameras with different viewing angles, which collect the needed information
of flow in the third dimension (z-direction). The discretization of 3D PIV can be increased
by adding more cameras and laser planes. For more information on established 3D PIV
setups, e.g. dual-plane stereoscopic PIV, the author refers the interested reader to [32].

2.3.2 Particles

The particles used for PIV need to be selected depending on the fluid and application to be
investigated. Most important, the density of the particles should match to the fluid, to avoid
floating (occurring if ρParticle < ρFluid) or sinking (occurring if ρParticle > ρFluid) – fine-
tuning is possible by exploiting the temperature dependence of the fluid density. However,
the need for equal density diminishes with increasing fluid viscosity, especially for highly
viscous fluids which most adhesives are.
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Figure 2.11: Flow around a cylinder measured with PIV: Instantaneous velocity field (left)
and eight-image ensemble-averaged velocity field (right), taken from [81].

Typical particles can be glass, polystyrene or polyethylene beads or aluminium flakes.
Ideal particles are spherical and small (approx. 10−100µm) so that, in combinationwith the
camera setup, the diameter results in around three pixels in the recorded image, as recom-
mended by [87]. If chosen properly, the effect of the particles on the fluid flow is negligible
[63].

2.3.3 Examples

A few examples are mentioned to illustrate the possibilities of PIV. The methodology can
be applied to a variety of flow cases, including Hele-Shaw flows as done by Santiago et al.
back in 1998 at small scale [81]. They were able to measure the flow around a cylindrical
obstaclewith a diameter of approximately only 30 µm in size. By further combiningmultiple
measurements they could ensemble the average flow profile around that cylinder, as shown
in Figure 2.11.

PIV can also be applied for engine flowmeasurements [19], to track granular flows [57] or
the movement of soil [105] where the medium itself corresponds as the particles. Phenom-
ena such as hydraulic ground failure [48] weremeasured using PIV, as shown in Figure 2.12.
The ground failure can be caused by a granular flow that is driven by a hight difference of
the water level in the soil, as is the case for construction pits or dams. Further, Yuan et
al. [105] applied the method of PIV to measure the deformation of piles under horizontal
loads.

PIV can be applied at different scales, starting withmicro-PIV [21] where the particle size
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Figure 2.12: Soil just before (left) and immediately after (right) hydraulic ground failure
analysed with Particle Image Velocimetry (PIV), source: IBU Institut für Bau
und Umwelt YouTube channel, see the video, accessed on 25. July 2023.

is given in nanometres, ranging between 200 nm and 2000 nm [95]. On the other side, PIV
can be applied at large scales as done in [90] where the authors used snow as the particles to
measure the atmospheric boundary layer with ameasurement area of approximately 22m×
52m and up to 56m above the ground. Furthermore, recent advancements enabled the
application of PIV to more complex and turbulent flows [96].

2.4 Numerical Simulation of Flows in Narrow Gaps

2.4.1 Computational Fluid Dynamics

Computational FluidDynamics (CFD) is awidely used numericalmethod to solve and anal-
yse fluidmechanic problems. Such fluid flow problems usually can no longer be solved with
analytical methods because of their non-linear nature and complex geometry. CFD numer-
ically solves the Navier–Stokes equations, a set of partial differential equations, which de-
scribe fluid flows. For an incompressible Newtonian fluid in three dimensions (3D), they
can be written in the form of Equation 2.2:
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werex, y and z are the cartesian coordinates; u, v andw are the corresponding fluid veloc-
ities; ρ is the fluid’s density; η is the fluid’s dynamic viscosity; p the pressure; andKi the body
forces, i.e. gravity, cf. [66]. They mathematically express the conservation of mass, momen-
tum and energy within a fluid continuum and can be further connected by an equation of
state to relate pressure, temperature, and density. With sufficient initial- and boundary-
conditions, this system of equations can be solved numerically by a variety of methods,
which either utilize finite magnitudes, such as the Finite Element Method (FEM), Finite
Volume Method (FVM) and Finite Difference Method (FDM), or mesh-free Lagrangian
approaches such as Smoothed Particle Hydrodynamics (SPH). The solution of the Navier-
Stokes equations is the fluid flow velocity and direction at any given point in space (and
time, if the flow is non-stationary, i.e. transient). Based on the velocity vector field, further
quantities of the flow, including pressure or temperature, can be post-calculated. CFD sim-
ulations need a high amount of computing power and time, and depending on the problems
complexity, they are solved on server clusters or are not possible to solve at all.

Simon Ingelsten et al. [39] proposed a method, that combines the FVM with backward
tracking Lagrangian-Eulerian approach to simulate planar viscoelastic squeeze flows. Their
study aims to validate the numerical method for such flows and assess the grid resolution
dependence of important flow quantities. Results show that the load on the solids can be
accurately predicted with a relatively coarse grid. The study also demonstrates good agree-
ment with theoretical predictions and previous numerical results. The influence of different
viscoelastic properties, particularly shear-thinning, is investigated using the model. Addi-
tionally, a reverse squeeze flow simulation highlights important aspects in adhesive joining
applications. However, they only presented results for 2D cases, like similar studies, about
transient squeeze flow of viscoplastic materials like [43].

There are a variety of commercial (e.g. Ansys Fluent) and non-commercial (e.g. Open-
FOAM)CFD software solutions available,most ofwhichutilize the FVMto solve theNavier-
Stokes equations. There is also other simulation software that makes certain assumptions
and simplifications to cut computation time to be able to address more specific flow prob-
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lems. Many of these software tools are developed by universities and research institutes to
investigate specific flow cases. The Institute of Dynamics and Vibrations (IDS) at the Tech-
nical University of Braunschweig has developed a simulation tool called Partially Filled Gap
Model (PFGM), which is especially suitable for the simulation of flows in narrow gaps, in-
cluding squeeze flows [66]. It is kindly provided by the IDS and used in this thesis after
prior validation. The functionality of the PFGM is described below.

2.4.2 Partially Filled GapModel

The fundamental concept behind the Partially Filled GapModel (PFGM) is to achieve a bal-
ance between high numerical precision and efficient computation when simulating flows in
narrow gaps. This is accomplished by strategically simplifying the complete Navier–Stokes
equations through various assumptions tailored to the context of adhesive squeeze flows.
This approach draws inspiration from the work of Reynolds [78], who, over a century
ago, devised a highly effective description for lubricated flows based on the Navier–Stokes
equations.

The first and most important assumption is that flow in the gap height direction, i.e. the
z-direction, can be neglected as there are no significant pressure gradients in this direction,
consequently the third part of Equation 2.2 is dropped, cf. [66]. Further simplifications
result from the fact that, the gap height, h, is usually much smaller than the length, l, and
width, b, dimensions of the squeezed fluid (h ≪ l and h ≪ b), thus the dominating terms
in the Navier–Stokes equations are those that consider the pressure gradients and the shear
stress derivatives in the thickness, i.e. the z-direction, cf. [66]. That said, the other terms
of the equation do not significantly contribute to the equilibrium and thus might be ne-
glected. Furthermore, the flow can be considered to be laminar, and gravity is of secondary
importance because of the high viscosity of the adhesive. According to all these model as-
sumptions, the Navier–Stokes Equation 2.2 simplify to Equation 2.3:

∂p

∂x
= η · ∂

2u

∂z2

∂p

∂y
= η · ∂

2v

∂z2

(2.3)

In this simplified form of Equation 2.3, all shear stresses due to the derivatives in x- and
y-direction as well as the inertia-related (convective) terms vanished, which is well justified
and proven according to literature of lubricated contacts, cf. [66].

Similar to CFD the PFGM uses cuboid shaped cells (instead of nodes of finite elements)
to discretise the fluid domain into an equidistant cartesian mesh (spatial discretization: ∆x
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Figure 2.13: Schematic PFGM squeeze flow problem with circular fluid domain including
coordinate definitions (left) and one representative fluid cell with neighbour-
hood conventions and state variables (right), taken from [46].

and ∆y), as shown in Figure 2.13. However, due to the first assumption, only one cell is
used for the discretisation in z-direction, meaning that the height of each fluid cell directly
corresponds to the gap height h. In addition, the flow velocity between two neighbouring
cells, i and i+ 1 (for the x-direction) or j and j + 1 (for the y-direction), is modelled with
a quadratic and symmetric function, i.e. the flow profiles u(z) and v(z), for which the no-
slip condition are implied. The no-slip condition states, that the velocity at the fluid-surface
interface is zero, i.e. u(z = 0) = 0, u(z = h) = 0 and v(z = 0) = 0, v(z = h) = 0. In
addition to the velocities u and v, each cell is assigned with a pressure p and a fluid volume
V (which can also be expressed as a degree of filling: Θ = V/Vgap, with Vgap = h ·∆x ·∆y).
The volume of a cell is a known quantity, which has been calculated in a previous time step
or it is initially known by condition. The time, labelled by the index t, is discretised into
finite time steps, ∆t, whereby the index t+ 1 refers to the next time step at t+∆t.

Subsequently, the strategy of the PFGM to solve this system of equations is explained
in short form. More details about the strategy can be found in [46, 66–68]. At first the
pressure is calculated according to the method of artificial compressibility, cf. [50], as stated
by Equation 2.4.

pt+1
ij =

0, if V t+1
ij ≤ V t+1

ij,gap

E ·
(
V t+1
ij − V t+1

ij,gap

)
/V t+1

ij,gap, if V t+1
ij > V t+1

ij,gap

(2.4)

Once the pressure is known, the velocities can be calculated according to the simplified
2D Navier–Stokes Equation 2.3. Therefore, the partial derivative terms are approximated
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Figure 2.14: Constitutive laws and their interaction within the PFGM, taken from [69].

with a finite difference scheme, using the central difference quotients, resulting in Equa-
tion 2.5 for the first derivative:

∂p

∂x
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≈ pi,j − pi−1,j

∆x

∂p

∂y
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∆y

(2.5)

and Equation 2.6 for the second derivatives:

∂2u

∂z2

∣∣∣∣
i,j

≈ −12 · uij
h2i,j

∂2v

∂z2

∣∣∣∣
i,j

≈ −12 · vij
h2i,j

(2.6)

The last step is the calculation of the volume distribution for the next iteration step, given
by Equation 2.7:
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2∆y

)
·∆t

(2.7)

This set of implicit non-linear equations is iteratively solvedwith aNewton-Method based
algorithm. Their relationship is further illustrated in Figure 2.14

Subsequently, a short simulation example is presented to show some general results to
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2.4 Numerical Simulation of Flows in Narrow Gaps

Figure 2.15: PFGM simulation results of a circular adhesive pattern that is being squeezed:
fluid and gap height (left), pressure distribution (middle) and fluid velocity
field (right), for three different time steps (top to bottom).

illustrate the functionality and capabilities of the PFGM. The example considers a circular
fluid shape, that is squeezed. Despite the fact that the PFGM is able to calculate quantitative
results, at this stage the results are presented in a qualitative way. It can be seen that the
fluid height decreases as its diameter increases, i.e. it continues to spread in a circular shape
throughout the entire squeezing process, which is shown for three different steps in time in
Figure 2.15 (left). Thepressure distribution looks like a parabolic dome and increases during
the squeezing process, see Figure 2.15 (middle). Furthermore, according to the velocity
vector fields which are shown in Figure 2.15 (right), it can be seen that the fluid spreads
always outwards.

Since the PFGM includes several simplifications and assumptions it will be experimen-
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2 State of the Art

tally validated in Part II to prove its usability to solve the objective of this thesis — the
optimization of adhesive application pattern — which is addressed in Part III. However, in
order to complete the simulation of squeeze flows, a suitable fluid model is needed.

2.4.3 Material Models of Fluids

As any modelling process, the simulation of squeeze flow using the PFGM also requires a
material law, or in this case, a flow law. The simplest way to describe a fluid is to use the
Newtonian flow law. It assumes that the fluids shear stress, τ , is proportional to the shear
rate, γ̇, as stated by Equation 2.8:

τ = η · γ̇ (2.8)

whereby the constant of proportionality, η, is referred to the dynamic viscosity of the
fluid. In a more general description of fluid behaviour the viscosity can be a function of the
shear rate itself, however for the Newtonian-law it is a constant, as stated in Equation 2.9:

η (γ̇) = η0 (2.9)

In addition, there are various non-Newtonian flow laws, which might be suitable to de-
scribe the behaviour of shear-thinning liquid adhesives, one of which is the Power-law also
known as theOstwald–deWaele relationship. Therein the shear stress of the fluid is given
by Equation 2.10:

τ = K · γ̇n (2.10)

whereK is a flow consistency index in the unit of Pa · sn and n is the dimensionless flow
behaviour index. By equating Equation 2.8 and Equation 2.10 one obtains that the viscosity
according to the Power-law can be described as Equation 2.11:

η (γ̇) = K · γ̇n−1 (2.11)

and it can be seen that it is a generalized form of the Newtonian-law, which is obtained
for n = 1. However, for n < 1 the fluid behaves pseudoplastic (shear-thinning, meaning
the viscosity decreases with increasing shear rates) and for n > 1 the fluid is dilatant (shear-
thickening, meaning the viscosity increases with increasing shear rates).

Another flow law that is considered to describe shear-thinning behaviour of adhesives is
the Yasuda-law [103], given by Equation 2.12:
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2.5 Topology Optimization

η (γ̇) = η∞ + (η0 − η∞) · (1 + (λγ̇)α)
nYas−1

α (2.12)

which is a generalization of the Carreau-law [12], in which the exponent α = 2. Fur-
thermore, n describes the dimensionless power index, λ is a characteristic time in s, η0 is
the viscosity at zero shear rate in Pa · s and η∞ is the viscosity at infinite shear rate in Pa · s.

All of these considered flow laws were already implemented in the PFGM as described in
much detail in [67]. The determination of the model parameters of the fluids used in this
thesis will follow in subsection 4.2.1.

2.5 Topology Optimization

2.5.1 Solid Mechanics

Topology optimization is a design methodology that seeks to maximize the structural effi-
ciency of a component or system by strategically allocating material only where it is struc-
turallymost essential. This approach aims to conservematerial resources in areas with lower
structural demands. Various criteria, including stress, strain, or a combination of them, i.e.
energy, can be employed to identify regions where material can be minimized. The finite
element method enables the rapid computation of these criteria, even for complex three-
dimensional (3D) structures.

Topology optimization methods have undergone rapid development and improvement
over the past three decades. The origin of today’s established methods for topology op-
timization goes back to Xie and Steven who published a simple Evolutionary procedure
for Structural Optimization (ESO) back in 1992 [100]. Their proposed methodology uti-
lized the finite element method to gradually reduce a structure by rejecting a ratio (RR) of
low stressed elements based on the von Mises stress criteria σvM. Elements e, which von
Mises stress is less than the RR multiplied by the maximum von Mises stress of the struc-
ture (σvM,e < RR · σvM,max) are iteratively deleted until a steady state is reached. Every
time a steady state is reached the RR is increased by an evolution rate (ER) and the iterative
optimization procedure takes place until a global convergence criteria is satisfied, e.g. until
all stresses are within 25%.

This fairly simple approach resulted in structures which are surprisingly similar to solu-
tions obtained by analytical optimization methods — such as the Michell type frame struc-
tures named after Michell [64] as illustrated by Figure 2.16. However, Xie and Steven
didn’t claim that their developed ESO method results in mathematically optimal solutions,
but in the eyes of a structural engineer it was clear that the gained structures do perfectly
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2 State of the Art

Figure 2.16: Optimization of a Michell type structure (high beam on two fixed bearings):
Optimal solution obtained with analytical methods (left, [64]) and according
to Evolutionary Structural Optimization with RR = 12.5 (right, [100]).

counteract the given loads and boundary conditions.
Further development by Querin et al. [75] let to the Additive Evolutionary Structural

Optimization (AESO) method, which can be considered as a contrary or reverse method
to the original ESO approach. As the name already indicates, this method starts with the
smallest possible design domain, which connects all loads to the boundary conditions, and
iteratively adds elements to the existing ones where the material utilization, e.g. a stress
criterion, is very high. One main advantage of this method is the saving in computation
time as the number of elements ismuch smaller during the first iterations of the evolutionary
process compared to the original ESO method.

However, both ESO and AESO have one major shortcoming, once an element was either
added to, or removed from the structure it couldn’t be changed in the later optimization
process, which according to Xia et al. [98] raised the question of whether optimal structures
can be created at all with these methods or not.

Finally, the decisive development of the methodology was done by Querin et al. [74] in
1998 by combining ESO and AESO to a Bi-directional Evolutionary Structural Optimiza-
tion (BESO) method — which can both, add elements in high-stressed areas and delete el-
ements in low-stressed ones. ThenewBESOmethodology dispelled the question of whether
optimal structures can be created or not— in fact the topology can evolve arbitrarily through-
out the entire optimization process. With the BESO method, any initial topology can be
chosen (in between the maximum and minimum possible design configuration), whereby
the number of iterations needed for convergence, and consequently the computation time,
is reduced even further. The newmethod has also been successfully applied to 3D structures
with multiple load cases by Young et al. [104], cf. Figure 2.17.

These early optimization methods usually considered the von Mises stress criteria as the
driving optimization parameter. A performance indicator (PI) was introduced in [54, 76] to
benchmark the efficiency of an optimized structure compared to an initial fully stressed de-
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2.5 Topology Optimization

Figure 2.17: Structural optimization example for a bridge in 3D using the BESO methodol-
ogy: design domain (top) and optimized geometry (bottom), taken from [38].
Note that the design domain does not allow material to be placed under the
centre section to get a high level of clearance under the bridge.

sign and to check for convergence [74]. Later, the governing optimization parameter shifted
to strain energy formulations and the optimization procedure was driven byminimizing the
mean compliance of a structure to maximize its stiffness [15, 71]. For this purpose, elemen-
tal sensitivity numbers were introduced, which are defined by the change of compliance due
to the removal or addition of elements: αe =

1
2u

T
e Keue [15].

Until this point, onemajor shortcoming of BESOmethods was theirmesh dependency—
with finer meshing more voids (empty domains enclosed with material/elements) would be
introduced during optimization. Consequently, so called checkerboard pattern could occur
(with low-order bilinear, 2D, or trilinear, 3D, finite elements) because the sensitivity num-
bers could become C0 discontinuous across element boundaries, according to Huang et
al. [34]. To avoid the formation of smaller and smaller voids, a suppression algorithm was
developed, which averages the sensitivity number of every element with those of the sur-
rounding elements, within a certain radius, weighted anti-proportionally to their distances
[53]. By additionally considering the iteration history, by averaging the weighted elemental
sensitivity numbers with its value of the previous iteration step the BESO method became
more stable and convergent during the optimization process.

Both of these techniques were implemented into a new convergent and mesh-independent
BESO method [34, 38] by Huang and Xie. They were the first who formulated the topol-
ogy optimization problem with mean compliance objective subject to a volume constraint
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Figure 2.18: Structural topology optimization problem of a 2D single span beam: Evolu-
tion history of the volume fraction and maximum deflection (left), and design
domain and optimized topology using BESO (right), taken from [37].

— the final step for a convergent topology optimization method; done by linking the evo-
lution process, i.e. element removal and addition, to a volume ratio. The volume ratio leads
to the target volume and consequently a target number of elements present in the next iter-
ation, instead of simply removing an unlimited ratio of over- and underutilized elements.
An example is given for a single span beam in Figure 2.18, the optimization goal was to
minimize the volume and at a threshold of a maximum allowed deflection of 0.2mm. This
approach was implemented by sorting the elements according to their sensitivity numbers.
By finding the threshold sensitivity number αth, all elements which sensitivity numbers are
equal or smaller than the threshold will be deleted: αe ≤ αth; all elements which sensitivity
numbers are larger than the threshold will be added: αe > αth. The threshold sensitivity
number αth corresponds to a design with the target volume of the next iteration – thus the
optimization process is linked to a evolutionary volume ratio.

Further developments of optimization methods led to numerous solutions for specific
problems such as algorithms for geometric non-linear structures [35], structures with non-
linear material behaviour [97], fatigue loaded structures [42], multi-material structures [8,
23, 33], periodic structures [88], structures with buckling or dynamic problems [99, 101], or
with constraints for additivemanufacturing [41], etc., which are summarized inmuch detail
in the following recent review articles: [36, 98, 108]. Such topology optimization techniques
have been used to improve the design of several structures, for example: jacket support
structures [89], transition piece [51] and rotor blades [11] for wind energy systems; steel
reinforced aluminium casting [82]; reinforced concrete structures [3, 9, 58, 84], including
bridges [5, 22, 56, 92] — to name a few examples.

Adhesive bonds can be optimized in different ways andwith different objectives, e.g. con-
sidering BESO like topology optimization as done in [44]. However, most methods follow
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2.5 Topology Optimization

Figure 2.19: Optimised flow around an object with minimum drag: square design domain
Ω and surrounding flow profile v (left), result of the optimized topology (mid-
dle), qualitative velocity magnitude (right). The problem is discretised with
120 × 120 elements, implies the no-slip condition, and the target volume of
the object was 10% of Ω, taken & edited from [10, 25].

a similar approach, which attempts to reduce or redistribute the mechanical stresses in the
adhesive layer in favour of the load capacity [91]. One possibility are the so called ”mixed
adhesive joints” [14, 17]. In these bonded joints, the adhesive layer consists of several ad-
hesives that differ significantly in their stiffness, e.g. their Modulus of elasticity (MoE). A
ductile (soft) adhesive is used at the locations where high stresses normally occur, thus lo-
cally reducing these stress peaks.

2.5.2 Fluid Mechanics

Topology optimization of fluids is a field of study that, similar to structural optimization
problems, aims to optimize the shape and distribution of fluid (or its boundaries) within a
given space to achieve a desired performance objective. This can be achieved by using nu-
merical optimization algorithms to iteratively modify the geometry of the fluid domain or
boundaries and solve the associated flow equations. One of the main challenges in topol-
ogy optimization of fluids is the complexity of these governing equations, which typically
involve Partial Differential Equations (PDEs) and require advanced numerical methods to
solve. However, recent advancements in Computational Fluid Dynamics (CFD), such as
the PFGM tool, have enabled researchers to address these increasingly complex problems.

A fundamental problem in flow optimisation is to find the shape of an object that has
the least drag on the surrounding flow. This minimum drag optimization example was in-
vestigated e.g. in [10, 25] for Stokes flows (flows with low Reynolds number Re ≪ 1, i.e.
were the inertial forces are small compared to the viscous forces). The optimization process
started with a square design domainΩ that is surrounded by a flow profile v. They targeted
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Figure 2.20: Bridge examples with pillar cross section for minimum drag: Azzone Visconti
bridge (left, taken from [107]) and Pont Neuf bridge (right, from Wikimedia
Commons).

different ratios between solid and fluid volume withinΩ but found that the optimized shape
always looked similar to a rugby ball, as shown in Figure 2.19. Another real world scenario
where this optimized shape can be found quite often are the pillar cross sections of historic
arch bridges that are made out of stone, e.g. the famous Pont Neuf bridge in Paris or the
Azzone Visconti bridge in northern Italy, see Figure 2.20. These pillars were designed to split
the water of the flowing river to minimize drag, and protect from ice floes, centuries before
the development of flow optimization methods. Furthermore, cars are designed with air
drag in mind to minimize fuel consumption [70].

Another branch of flow optimization deals with channel or pipe flows. Contrary to the
previous example, in this case the fluid phase is surrounded by the solid phase which forms
a boundary and thus directs the flow. Such flows can be optimized with several targets in
mind, for example the minimization of pressure drop over the channel length [73]. The
topology can also be optimized to dictate the flow velocity and direction at a certain point
within the design domain. In the extreme case, Gersborg et al. and Olesen et al. [24, 72]
have shown that the topology can be optimized to reverse the flow direction, as shown in
Figure 2.21 at the cost of a pressure drop ∆p.

Another area of interest related to flow problems is the optimization of heat flow. One
example is the maximization of heat exchange or the design problem of a heat sink, which
e.g. can enhance the performance of cooling devices. An ideal design involves an intricate
channel that forms a delicate network with numerous branches, enabling efficient heat ex-
change between the fluid and solid domains, as depicted in Figure 2.22. The complexity
of the channel indicates that a larger surface area between the fluid and solid domains is
advantageous for heat exchange — just like known from theory.
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Figure 2.21: Optimization example that reverses the flow direction at point r∗ for Stokes
flow: Design domain and boundary conditions (top) and optimization struc-
ture with streamlines for different degrees of permeability (Darcy numbers,
Da) of the porous boundary material (bottom), taken from [72].

Figure 2.22: Heat exchange maximization problem: design domain and boundary condi-
tions (left), optimized configuration (middle), normalized temperature distri-
bution (right), taken from [102].
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There are numerous fascinating domains that delve into the optimization of fluid flow,
including the exciting realm of traffic optimization, cf. [94]. The field of topology opti-
mization for fluids holds immense potential to revolutionize the design of fluid systems,
paving the way for highly efficient and groundbreaking designs. Future research in this
area is poised to unleash advanced optimization algorithms and embrace the integration of
complex physics within the optimization framework.

It is worth noting that — to the best of the author’s knowledge — the approach to apply
optimization techniques to squeeze flow problems as proposed in this thesis is completely
new and unique. This thesis aims to break new ground by combining innovative concept of
topology optimization with the powerful and efficient PFGM tool. The goal is to optimize
the application pattern that experience squeeze flow and thus modernize adhesive joining
manufacturing processes.
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The main objective of this thesis is to develop and validate a simulation-based methodology
which optimizes the adhesive application pattern’s shape. The primary goal is to ensure that
these optimized patterns seamlessly flow into the intended bond shape during the substrate
joining process. In essence, when the target gap is reached, the adhesive should uniformly
fill the entire bond geometry, minimizing any discrepancies between the target and achieved
bonded surfaces. Additionally, these optimized patterns should effectively prevent any air
entrapment during the squeezing phase. To achieve this overarching goal, several critical
questions, which remain partially unresolved in the current state of the art, must be ad-
dressed in advance.

3.1 Open Questions and PreliminaryWork

Of central importance is the validation of the selected simulation software, the Partially
Filled Gap Model (PFGM). This software serves as the foundational tool for the develop-
ment of a method to optimize the shape of adhesive application patterns. To validate the
PFGM effectively, it is imperative to establish an adequate experimental setup and a rigor-
ous analysis procedure. Both combined should have the capability to precisely measure all
the relevant process parameters as a function of time to subsequently be compared with the
PFGM simulation’s calculations. Among the critical parameters are the force-displacement
characteristics, the evolution of the fluid’s shape, and the corresponding velocity fields. This
validation process is essential to ensure the reliability and accuracy of the simulationmodel.
Until now it is not clear, if:

Hypothesis #1: Adhesive squeeze flow processes can be experimentally character-
ized by combining Particle Image Velocimetry and the Hele-Shaw approach.

as it has never been done before.
Despite the fact that the PFGM was particularly developed to simulate flows in narrow

gaps, which is the reason why it is considered to be used in this thesis, it has never been
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validated experimentally. However, this is very crucial and the statement that:

Hypothesis #2: ThePartially FilledGapModel provides the accuracy that is needed
for the optimization of adhesive application pattern.

is the second hypothesis that needs to be addressed.
Furthermore, it is common that the substrate surfaces are pre-treated in different ways

before the adhesive is applied and squeezed in-between them. There are a variety of different
methods, however all of them aim to improve the adhesion of the bonded joint by changing
the surface roughness or energy. It is not clear which impact these modifications have on
the squeeze flow processes, thus raising the question if:

Hypothesis #3: Thesurface structures of the substrates which squeeze the adhesive
can be neglected in the Partially Filled Gap Model simulation.

3.2 Scientific Goal andMain Objective

Once these questions are answered by the experimental validation inwhich the PFGMneeds
to prove sufficiently accurate, themain objective of the thesis— the optimization of adhesive
application pattern — will be addressed:

Scientific goal: The goal of this thesis is to develop an optimization methodology
which finds adhesive application pattern that flow into the desired bond geometry
during the joining process and thus reduce adhesive spill-out and underfilling.

To do so, an algorithm will be developed, which gradually modifies the shape of an appli-
cation pattern, by penalizing overfilled domains of fluid in the initial pattern, as illustrated
in Figure 3.1. The PFGM is implemented in the algorithm to gain the information about
the squeeze flow process, that are needed to feed the criteria which modify the application
pattern. After each modification a new squeeze flow calculation is performed by the PFGM
and based on the new results the optimization cycle continues until a global convergence
criterion is satisfied and the pattern is optimized.

Within one iteration cycle, the optimization algorithmneeds to find the areas of fluid that,
according to the transient vector fields calculated by the PFGM squeeze flow simulation,
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Figure 3.1: Schematic representation of the simplified methodology for optimizing adhe-
sive application patterns.

have flown out of a pre-defined target bond shape, and then trace these areas back to their
origin in the initial application pattern. Based on this information, the initial application
pattern is modified, and a new iteration cycle begins, in which less overflow is expected, cf.
Figure 3.1.

The iteration cycle will continue until the shape of the pattern has converged and flows
into the desired bond shape within a certain tolerance. To reliably trace the fluid flow and
locate overfilling, it is quite important that the PFGM simulation data feeding the algorithm
is accurate in terms of velocity magnitude and direction — which is the reason why it will
be experimentally validated in advance.

To ensure that the developed optimisation method can be applied in practice, the follow-
ing three subgoals are pursued. First, it is important that the optimisation can be applied to
a wide range of industrial problems, which is why:

Subgoal #1: The algorithm is supposed to find an optimal application pattern that
flows into any desired adhesive layer geometry and thickness.

Furthermore, numerical simulations often require a multitude of model and material pa-
rameters, which must be determined in advance with considerable effort. Therefore, in
order to lower the threshold for applying the developed optimization method, it is aimed
that:

Subgoal #2: The algorithm should use a minimal number of input parameters to
ensure a straightforward utilization in practical applications.

Last but not least, any optimization tool is useless if the generated result is not imple-
mentable in practice. In some cases, additional constraints for manufacturability are even
programmed into the algorithms, cf. [23, 41], so that the ecological added value gained
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by the optimisation is not negated by a possibly more expensive manufacturing process.
Therefore, it is also aimed that:

Subgoal #3: The application patterns optimized by the algorithm should be appli-
cable and producible in reality using common manufacturing methods.

3.3 Structure of this Thesis

Part I just introduced the reader into the scientific topic and gave a brief overview on the
state of the art— beginning with experimental investigations on squeeze flow processes and
Particle Image Velocimetry includingmultiple examples. Subsequently, numerical methods
for the simulation of squeeze flow processes, including commercial CFD tools were shown
and the specialized PFGM software was introduced. The state of the art was completed by
presenting different approaches on topology optimization for structural and fluid applica-
tions, including multiple examples. Afterwards, the objectives and the scientific goal were
defined.

Part II of this thesis addresses all the questions that need to be clarified before the opti-
mization can be performed. It is first demonstrated how to measure adhesive squeeze flows
accurately by combining PIV with the Hele-Shaw approach. Afterwards, this methodology
will be applied to experimentally validate the PFGM to prove if it provides the accuracy that
is needed for the optimization of adhesive application pattern. Last but not least, the influ-
ence of the surface structure on the squeeze flow process will be addressed to clarify if it has
to be considered in the simulation process within the optimization algorithm. Then, some
interim conclusions will be drawn wherein the three hypothesis defined in the objectives
will be addressed.

Part III will focus on themain goal— the optimisation of application patterns— once the
mentioned questions have been clarified. First, an optimization methodology is proposed
according to which subsequently an optimization algorithm, that utilizes the PFGM simu-
lation tool, will be developed. The algorithm should optimize adhesive application pattern
with the goal of minimizing adhesive spill out and to avoid under filled domains in any
bond. The choice of the optimization strategy is clarified, and the optimization capabilities
are extensively demonstrated in several examples. Some of the examples will also be inves-
tigated experimentally and be compared to the simulation. At the same time, it is shown
how to automatically apply these optimized patterns in a simple way.

Part IV will discuss the scientific impact and the technical benefit of the developed op-
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timization methodology — beginning with a summary of the work followed by a discus-
sion about the gained advantages, current limitations, and possible improvements, as well
as the experimental verification of the optimization algorithm. Thereafter, conclusions are
drawn and the scientific goal as well as the three subgoals defined in the objectives will be
addressed. Furthermore, an outlook will be given at the end.
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Part II

Experimental Validation of the

Partially Filled GapModel
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4 Measuring Adhesive Squeeze Flows

This chapter presents an adapted methodology to measure adhesive squeeze flows to enable
the validation of the PFGM. It is demonstrated how an existing HSC at Fraunhofer IFAM
needs to be modified for the specific problem of this thesis. Therefore, the methodology of
PIV is implemented to the HSC to enhance the measurements and allow for the validation
of the simulated velocity fields by the PFGM. A model fluid is then selected, and its rheo-
logical behaviour is characterised to show that it can be used as a transparent dummy fluid
throughout the thesis.

4.1 Adapting the Hele-Shaw Approach

The classical Hele-Shaw approach needs to be adapted for the investigation of adhesive
squeeze flows, as the original HSC, cf. [80], consist of two plates which are stationary, and
the fluid of interest was injected in-between them. However, in the case of squeeze flows —
as the name already suggests — the flow is enforced by the movement of the plates.

Furthermore, it is crucial to carefully consider the calibration and stiffness of the HSC
due to the significant squeezing forces caused by highly viscous liquids, such as most ad-
hesives, which can potentially deform the experimental setup. Additionally, the successful
implementation of PIV requires the coordination of key components, including the selec-
tion of a transparent dummy fluid, tracer particles, and the camera system with a suitable
lighting source.

4.1.1 Experimental Setup

The test setup is specifically designed to replicate and observe adhesive flow during a join-
ing process experimentally. In a nutshell, the fluid of interest is squeezed in-between two
parallel surfaces and consequently propagates outwards in several directions while yielding
an orthogonal force on the squeezing surfaces. To conduct this experimental investigation,
a new cell was developed at Fraunhofer IFAM which is modified in this thesis. When com-
bining it with a Universal Testing Machine (UTM, from ZwickRoell (RetroLine), 10 kN load
cell), this apparatus can measure the forces (designated as F ) that occur as a function of the
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Figure 4.1: Experimental setup of the adapted closing Hele-Shaw cell.

gap height (referred to as h), that results from an initial gap height minus the displacement
of the Universal Testing Machine (UTM): h = h0 − u.

The revised HSC, developed during this thesis, is illustrated in Figure 4.1. It consists of
two solid steel plates (15 mm thickness), which can be moved to each other via four sliding
bearings. A glass pane (80 mm diameter) is arranged in the centre of the top steel plate,
through which the fluid can be observed with a high-resolution camera. The camera, on
which more details will follow in subsection 4.3.1, is directly centred above the moving
glass pane. The bottom test surface is positioned and fixed on the second (bottom) steel
plate. Optionally, when using two glass surfaces as substrates, the squeezed fluid can be
illuminated from below with a light-unit, that holds three LED rings and thus improves the
recording quality.

4.1.2 Calibrating the Cell

Before starting an experiment, the setup needs to be calibrated. Therefore, the force is zeroed
while the HSC is open (F := 0 at h > 0). Then the glass panes are moved together until
they touch each other, and a very low force ofF < 10N is applied. In this closed but almost
stress-free state, the displacement signals of both sensors are zeroed (h := 0). Then the cell
is opened again to check if the local, and the global displacement measurements match.

4.1.3 Stiffness Correction

In order to measure the gap height and simultaneously control the squeeze velocity w in
displacement, at which the gap h closes, the global displacement sensor of the UTM is used.
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Figure 4.2: Idealized experimental setup as a spring model for the squeeze-flow scenario
with fluid (left) and for the determination of the experimental setup deformation
and stiffness without fluid (right). The linear spring considers the stiffness k of
the whole experimental setup, including the deformation of the UTM and HSC
under load. For the sake of clarity, only the global displacement is shown here.

However, this measured displacement (uglobal) does not exactly represent the true displace-
ment, u, at which the fluid is squeezed, because the experimental setup is not completely
rigid, as illustrated in Figure 4.2 (left). In most cases the very small deformation of an ex-
perimental setup, uexp, can be neglected, but here, in the case of squeeze flow, F increases
highly non-linearly to h. This means the measurement of h needs to be very accurate.

Consequently, h is determined locally (in addition to the global measurement) with an
additional, external displacement sensor (an incremental length gauge, Model MT 2571
from Heidenhein with 0.2 µm accuracy class) directly positioned between the steel plates of
the HSC. Under load the whole experimental setup, especially the HSC deforms slightly.
Thus, the local sensor should enable a more accurate measurement due to its close posi-
tion to the glass panes. However, it turned out that even the measurement of the local
sensor, which is perfectly fine in most cases, is not precise enough here, because of the
mentioned high non-linearity, i.e. F ∼ 1/h5. To overcome this challenge and provide the
accuracy needed, the global deformation (or stiffness) of the experimental setup, uexp,global,
was considered separately by subtracting it from the globally measured displacement —
to obtain the true displacement: u = uglobal − uexp,global. Then the accurate gap height
h can be calculated by subtracting the correct(ed) deformation u from the starting gap:
h = h0 − u = h0 − uglobal + uexp,global.

To determine uexp,global, the HSC was stressed in the closed state (h0 = 0) and the dis-
placement was measured simultaneously with the global sensor, as illustrated in Figure 4.2
(right), and local sensor. Although the cell is already completely closed, the global sensor
detects a displacement of about 69.1 µm/kN, see Figure 4.3, which can only result from the
deformation of the experimental setup, i.e. here uglobal = uexp,global. An identical correc-
tion of the gap height following the same procedure is also done for the local displacement
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4.1 Adapting the Hele-Shaw Approach

Figure 4.3: Stiffness determination of the Hele-Shaw cell: The cell mounted in the UTM
with indications of the distance between which the deformation of both sensors
is measured (left) andmeasured global and local deformation of the experimen-
tal setup while the HSC was in the closed state, i.e. h0 = 0 (right).

sensor, which still detects about 15.5 µm/kN of local deformation in the remaining experi-
mental setup, see Figure 4.3, however both corrections lead to the same result.

To clarify the need for stiffness correction, assume that some experimentswill reach forces
around 2 kN, resulting in 31 µm error in the deformation measurement by the local sensor.
At this point the final gap of, let’s assume, hfin = 300 µm will be reached, so there is about
10% error in gap height if the stiffness of the experimental setup is not taken into account.
But then, to predict the forces at a certain gap height h = h0 − u which are highly non-
linear to h, in fact F ∼ 1/h5, so the error scales by an exponent of five. Consequently, the
stiffness correction is crucial to later be able to compare the experimental results with the
simulation.

4.1.4 Test Procedure

At the beginning of each experiment, a definedmassm of liquid adhesive (which properties
will be described in more detail in subsection 4.2.1) is applied to the bottom test surface in
the desired shape, e.g. in the form of a drop. The test surfaces were previously cleaned with
isopropanol. Thefluidsmass is determinedwith a precision scale (fromKern,model PB400-
3, reproducibility and readability 0.001 g) by means of differential weighing. Subsequently,
the initial gap h0 is approached. Beginning from h0, a final gap of hfin is approached at a
constant squeeze velocity w which is controlled in displacement. During the experiment,
F as well as uglobal and ulocal are measured as a function of time. In addition, the adhesive

41



4 Measuring Adhesive Squeeze Flows

(a) Determination of fluid diameter (b) Correction of lens distortion

Figure 4.4: General procedure for fluid shape evaluation.

is filmed from above through the transparent glass pane with a high resolution camera to
observe the spread of the fluid. All experiments are performed at room temperature.

4.1.5 Fluid Shape Evaluation

Additional parameters regarding the change of the fluid flow shape during squeeze can be
analysed through the recorded video frames. With the help of reference points drawn on the
glass panes or other objects of known size (i.e. a scale) the dimensions of the fluid shape can
be evaluated at any desired time using the software ImageJ. Subsequently, the determined
shape(s) can be compared to the simulation results of the PFGM in terms of wetted area or
other fluid pattern dimensions such as width, length, or diameter (depending on the actual
shape).

For example, the procedure for the determination of fluid diameter is shown in Fig-
ure 4.4 (a), where the fluid diameter was determined in terms of a mean diameter, D =

1/2(D1 +D2), through a 30mm long scale that is drawn on the glass pane. The videos are
synchronized to the measured force-displacement signal and the distortion of the camera is
corrected by a suitable filter in advance, as shown in Figure 4.4 (b).

4.2 Adhesive Selection and Application Technique

For manufacturing processes that involve compression, it’s advantageous for adhesives to
possess high viscosity and exhibit thixotropic (shear thinning) behaviour. These properties
prevent the adhesive from flowing due to gravity, allowing it to maintain its intended shape
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4.2 Adhesive Selection and Application Technique

until it is compressed between substrates.
To study the squeeze flow process using PIV comprehensively and reliably, the fluid must

meet additional criteria. Most importantly, it needs to be transparent to track the flow
using tracer particles. It’s also beneficial if the adhesive doesn’t cure during experiments
conducted at room temperature, ensuring consistent rheological properties, and enhancing
repeatability. This further eliminates the limitation imposed by the adhesive’s pot life, i.e.
the time constraints associated with cleaning the cell’s glass surfaces after each test.

Since most adhesives aren’t transparent and practical requirements rule out real adhe-
sives, a substitute fluid was chosen for this study. A transparent, non-curing silicone oil,
known as Elbesil B 2.000.000 (referred to as fluid, oil, or silicone oil), was carefully selected
as a suitable alternative because its rheological behaviour closely resembles that of real ad-
hesives, i.e. highly viscous, thixotropic and shear-thinning. For the sake of brevity and clar-
ity, this thesis primarily focuses on this selected fluid, with exceptions explicitly mentioned
when other fluids are used.

4.2.1 Fluid Properties

The selected silicone oil Elbesil B 2.000.000 is manufactured by QUAX GmbH in Germany.
The density of the fluid was measured at 25 ◦C to ρ = 0.98 g/cm3. Three fluid viscosity
laws are considered, Newtonian-, Power- and Yasuda-law, cf. subsection 2.4.3, and plausible
parameters are chosen for these laws in conjunction with experimental studies [67] where
this highly viscous fluid was selected as a model fluid and rheologically characterized as
shown in Figure 4.5.

The viscosity of the used fluid at low shear rates is η0 = 1744Pa · s, which serves theNew-
tonian flow law. However, in the rheological experiments, the fluid behaved shear-thinning
which can be better described by the Power-law using K = 1170Pa · sn and n = 0.864 or
by the Yasuda-lawwhere η∞ = 0.000957Pa · s,α = 0.775, nYas = 0.322, andλ = 0.094 s.
This behaviour, as well as the range of viscosities, is quite comparable to actual highly vis-
cous adhesives whose viscosity is approximately in the range of 1,000Pa · s to 10,000Pa · s,
thus it is a good choice for substitution. Further details about the determination of the un-
filled rheological parameters of the fluid used can be found in [67].

4.2.2 Automated Application Process

The application pattern investigated in this thesis are applied using a dispenser (i.e. Ultimus
from Nordsond EFD) that is linked to a xyz-Table (a aluminium flat bad/table unit, com-
monly used for CNC applications, 1350 × 750mm in size from the company Isel), so that
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Figure 4.5: Rheological measurements and approximation with flow laws of the used sili-
cone oil Elbesil B 2.000.000, taken from [67].

the desired application path and pressure for each pattern can be repeated very accurately.
After some testing, an application pressure of p = 1.85 bar with an application head veloc-
ity of v = 3.0mm/s was found to be optimal for the considered silicone oil. The amount
of adhesive applied is a result of the application pressure (which was constant) and applica-
tion time (which was not constant due to the different application path length for different
pattern). That said, while the application was controlled it didn’t result in the same mass
for all investigated patterns. The fluid is directly applied to a previously cleaned glass pane
which fits into the HSC.

4.3 Implementation of Particle Image Velocimetry

The goal of the implementation of PIV to the HSC is to experimentally determine the veloc-
ity fields of the fluid during squeeze flow to later compare them with the calculated velocity
fields of the PFGM simulations for different application pattern.

4.3.1 Setup and Analysis Procedure

The setup for PIV consists of one camera (See3CAM CU55 from e-con Systems) that is
mounted within the HSC which films the fluid during squeeze flow looking from above.
The camera has 5MP, a 1/2.5” image sensor with a resolution of 1920 × 1080 px and a
framerate of 15 fps (66.66 ms frame-time). The recordings were analysed with the well doc-
umented and freely available software tool PIVLab [86, 87] based on Matlab. In detail a FFT
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Figure 4.6: Viscosity in dependence of the tracer particle content of the used silicon oil.
Measured with a rotational rheometer from TA Instruments Inc. (Discovery
HR-2, plate-plate configuration, diameter� = 25mm, gap height h = 0.5mm,
shear rate γ̇ = 1.0 s−1) at an ambient temperature of 25 ◦C.

(Fast Fourier Transform) window deformation based multipass PIV algorithm with up to
four passes beginning with an interrogation area of 128× 128 px, followed by 64× 64 px,
and continued with 32×32 px and with 16×16 px if needed, applying extreme correlation
robustness, was used to perform the PIV analysis.

The length was calibrated by putting an object of known size (functioning as a scale,
15.1mm in length and 1.0mm in thickness) in-between the glass panes where the fluid
would normally be. A calibration image was taken and loaded into the PIV-software to
determine the relationship between real length and number of pixels in the image. It was
found that 1.0mm in the plane of interest corresponds to 21 pixels in the image, and the
tracer particles weremapped by three ormore pixels which is ideal, cf. [87]. In addition, the
PIV analysis was completed by choosing plausible velocity limits and interpolating missing
velocity vectors, even the interpolation was barely needed.

4.3.2 Tracer Particles

Flake shaped tracer particles made from rayon fibres (manufactured by Jofrika Cosmetics
GmbH, normally used as glitter make-up) and approx. 10 − 100 µm in size are used. They
were mixed into the fluid at a proportion of 35.1mg of particles per 1.0 g of fluid. The
influence of the particles on the fluid’s viscosity was investigatedwith a rotational rheometer.
Therefore, a wide range of different particle contents (including the used particle content of
35.1mg/g in this study) was investigated in addition to the unfilled fluid. It was found that
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4 Measuring Adhesive Squeeze Flows

the fluid’s viscosity increases approximately linear by adding tracer particles, as shown in
Figure 4.6. The unfilled fluid viscosity (η = 1551Pa · s) was thus increased by 8.2% for the
fluid-particle-mix (η = 1678Pa · s) used in this study. This should be kept in mind since
higher viscosity leads to increased forces during squeeze flow.

Furthermore, tests were performed to investigate the sedimentation rate of the particles.
Hence, fluid-particlemixture was filled in a transparent cupwhichwas observed overmulti-
ple weeks. The sedimentation rate was quantified by the velocity at which the particles sank.
These pre-tests showed that the sedimentation rate of the particles is less than 1.0mm/week,
thus negligible for the comparatively short PIV experiments.

46



5 Identifying the Relevant Process

Parameters with the Hele-Shaw Cell

Now that the experimental setup has been introduced, this chapter aims to apply the adapted
cell and validate the PFGM in terms of fundamental quantities of the squeeze process.
Specifically, it focuses on the behaviour of force, displacement, and the spread of the fluid
(in terms of diameter evolution) during squeeze flow. To achieve this, a fundamental series
of experiments is conducted.

5.1 Series of Experiments

Theprimary objective of this chapter is to investigate the impact of squeeze velocity (referred
to as w, indicating the rate at which the gap closes) and adhesive mass (designated as m)
on the resulting forces and the diameter of the squeezed fluid. Three distinct experimental
series, designated as A, B, and C, were conducted to address these objectives.

For this investigation, four different squeeze velocities and three varied adhesive masses
were taken into consideration, as detailed in Table 5.1. The chosen fluid mass values were
deliberately selected to set the theoretical initial diameters within the range of 14mm and
18mm. To accommodate the three different adhesive masses, the initial gap was adjusted
accordingly for each series, ensuring that contact between the adhesive and the glass panes
could be achieved at the outset of each test. Each individual test was repeated five times,
resulting in a total of 60 individual runs (3 masses × 4 squeeze velocities × 5 repetitions).

5.2 Force during Squeeze Flow

In each particular experiment, the force evolution in the squeeze flow experiment is a key
focus. Starting from the initial gap h0, the UTM accelerates to the target squeeze velocityw,
which remains as constant as possible thereafter. Notably, there is a discernible exponential
rise in force, particularly evident from the 30 second mark onward. While slight variations
in w occur due to continuous control, this is depicted in Figure 5.1 (top). Interestingly,
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5 Identifying the Relevant Process Parameters with the Hele-Shaw Cell

Table 5.1: Series of experiments and parameters, 5 repetitions per experiment.
Parameter Series A Series B Series C

mass m [g] 0.679 0.302 0.873
initial gap h0 [mm] 3.5 2.0 3.5
target gap hfin [mm] 0.3 0.3 0.3
squeeze velocity w [mm/s] 0.01 0.01 0.01

0.10 0.10 0.10
0.20 0.20 0.20
1.00 1.00 1.00

no significant force is generated in the initial 20 seconds, despite the glass panes having
already compressed the adhesive by nearly two-thirds of the required distance, as illustrated
in Figure 5.1 (bottom).

The deformation of the experimental setup uexp is directly proportional to the force F .
With the increasing force and the corresponding deformation, the squeeze velocity grad-
ually decreases from 0.10mm/s to approximately 0.07mm/s shortly before reaching the
target gap. At around 33 seconds, the squeezing phase finishes; both force and uexp reach
their respective peaks for this run and the UTM then decelerates to w = 0mm/s. Follow-
ing this, the accumulated deformation within the experimental setup reduces at a notably
slow pace. This leads to an extended deceleration process compared to an ideal rigid setup.
Additionally, the diameter continues to marginally increase, and the force decreases in tan-
dem with uexp. Even though uexp is minimal, the final gap of 300 µm is only achieved once
the system reaches a state of mechanical relaxation.

Themeasured forces (coloured lines) and the simulation results of the PFGM (performed
in [46] according to subsection 2.4.2) are shown in Figure 5.2. In all squeeze-flow exper-
iments, the force increases exponentially, independently of squeeze velocity or fluid mass,
as shown in Figure 5.2 (a–d). However, the squeeze velocity has the greatest impact on
the associated force. At higher squeeze velocities, the force already increases significantly
at relatively large gaps (e.g. Series A with 1.00mm/s results in 430 N at 0.75 mm gap),
while lower squeeze velocities only lead to comparable forces at smaller gap heights (e.g.
0.10 mm/s results in about the same force of 430 N at h = 0.53 mm). Obviously, the rate
at which the force increases is also dependent on the adhesive mass used. The larger the
initial adhesive drop, the faster the force increases in relation to the remaining gap height,
as shown in Figure 5.2 (d). All experiments were highly reproducible, as shown by the five
overlaying curves of every sub-series, as well as the low standard deviation (< 3%) of the
maximum forces through all experiments.

For the simulations, the solid grey lines represent the results for the Power-lawfluidmodel
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Figure 5.1: Development of squeeze force (top) compared with the fluid diameter (bottom)
as function of time for a circular fluid drop with a mass of m = 0.679 g and
viscosity of η ≈ 1700Pa · s that is squeezed in-between two glass panes from
an initial gap of h0 = 3.5mm to a final gap of hfin = 0.3mm with a squeeze
velocity of w = 0.10mm/s.

and the black dashed line for theYasudamodel. It can be seen that the simulation reproduces
the experiment very well if the Yasuda material model is used. If the Power-law is used for
the simulation, the deviations increase with higher squeeze velocity and at high forces. This
is a consequence of the different fluid models. At low shear rates, the viscosity is similar for
Power-law and Yasuda. There, both material laws represent the used adhesive well. With
increasing shear rates, the viscosity of the adhesive decreases non-linearly, which is better
represented by the Yasuda model than by the Power-law. The Power-law overestimates the
fluid viscosity. This leads to a larger force for Power-law simulations at higher flow velocities,
which can be seen especially at w = 1.0 mm/s. Consequently, the Yasuda model is to be
preferred for higher shear rates. The (slight) extra numerical effort using the Yasuda model
is thus worthwhile, as these deviations to the measurements are very small considering the
complexity of the fluid behaviour.

The deviations between experiment and Yasuda simulation are small. In the range be-
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Figure 5.2: Measured force as a function of gap height compared to PFGM, for different
squeeze velocities (a–c) and for different fluidmasses (d). Simulation data taken
from [46].

tween 400 N and 500 N, the force is predicted with very high accuracy. Below 400 N the
simulation slightly underestimates the experimental values, above 500 N it overestimates
them. At the point of maximum deviation (series C: 1.00mm/s, at F = 1874N), there is a
difference in force of 18.9% for the same height and a difference in height of 8% for the same
force. One possible reason for these deviations could be due to model assumptions, such
as no-slip boundary conditions. Another reason is the uncertainty of the fluid flow model.
The viscometers might not ideally represent the actual fluid shear in the experiment and the
parameters of the Yasuda model are only a best fit of the viscosity measurements. Consid-
eration of further effects in the PFGM or the inclusion of further rheological phenomena
would possibly lead to smaller deviations, at the cost of experimental and numerical effort.
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5.3 Evolution of Adhesive Spread

(a) t1 = 8.3 s (b) t2 = 16.6 s (c) t3 = 24.9 s (d) t4 = 33.2 s

Figure 5.3: Development of the fluid shape anddiameter at four successive time steps during
squeeze flow (fluid dyed blue for better visibility).
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Figure 5.4: Evolution of diameter versus gap height during squeeze flow for different fluid
masses.

The great strength of the PFGM is the relatively short computation time, which is essential
for model extensions as planned in this thesis, and the use in practical applications.

5.3 Evolution of Adhesive Spread

The highly viscous fluid always spreads out circular in all series. Accordingly, the flow pro-
cess can be quantified by the development of the diameter as a function of time or gap height.
Unlike the force and the displacement, the diameter cannot directly be measured by the
UTM. It is determined indirectly by the video recordings as described in subsection 4.1.5.

As the gap h becomes smaller, the diameter of the adhesive drop increases continuously
from the first seconds of the experiment, as illustrated in Figure 5.3. The development of
the diameter matches to the theory, see Figure 5.4, which simply calculates the diameter
in relation to gap height by assuming a perfectly incompressible fluid and cylindrical flow
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Figure 5.5: Squeezing force at a gap height of h = 0.50mm in relation to the squeeze ve-
locity (left) and fluid mass (right). The data points show the average values out
of five measurements, i.e. repetitions. Simulation data taken from [46].

geometry, i.e. constant volume throughout the experiment. Thus, the diameter can be cal-
culated as follows: D =

√
4V /(πh).

5.4 Influence of Squeeze Velocity and Fluid Mass

The Influence of squeeze velocity and fluid mass on the force at a gap of h = 0.5mm for
different fluid masses (m) and squeeze velocities (w) is shown in Figure 5.5. For fluids
described by the Power-law, including Newtonian fluids as a special case (where the flow
index n = 1), it has been established that both pressure and normal force are proportional
to wn. Consequently, in a logarithmic plot such as in Figure 5.5 (left), a Power-law fluid is
expected tomanifest as a straight line with a slopen. However, a slight deviation in the slope
of the curve suggests that the Power-law may not be the most appropriate for modelling the
overall fluid behaviour with respect to squeeze velocity. The curves trajectory indicates that,
up to a certain limit, the Power-law index (n) decreases with increasing squeeze velocity,
signifying an amplified shear thinning effect at higher squeeze velocities. This behaviour
aligns with the Yasuda-law until a finite intrinsic velocity is reached.

The force at h = 0.5mm is graphed as a function of fluid mass in Figure 5.5 (right). The
force exhibits a linear correlation with adhesive mass: F ∼ m. The plots small error bars
underscore the experiments exceptional repeatability, indicating low standard deviations.
Additionally, the simulated forces by the PFGM, demonstrate a high level of agreement with
the experimentally measured values, except for two measurements with m = 0.679 g and
m = 0.873 g at w = 1.00mm/s, the force was overestimated by 16% and 26%.
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with Particle Image Velocimetry

The flow velocity and direction are crucial magnitudes for the optimization of adhesive ap-
plication pattern. Deviations in the PFGM simulation of velocity magnitude and direction
can prevent the correct tracing of the fluid, as illustrated by Figure 6.1. Since the optimiza-
tion strategy of the algorithm, proposed in chapter 9, is based on the tracing of the fluid
flow, the input values calculated by the PFGM need to be sufficiently accurate to generate
plausible results. That said, this chapter is dedicated to check if the PFGM provides the ac-
curacy that is needed for the chosen optimization strategy. To do so, the numerical model
will be experimentally validated using Particle Image Velocimetry.
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Figure 6.1: Illustration of fluid tracing errors due to deviation in flow direction (left, blue),
velocity magnitude (middle, green) and both combined (right, orange) com-
pared to a correct flow path (grey). The original pathline of the flow was chosen
and generated so that each vector has a velocity magnitude of vi = 1mm/s and
is inclined in direction by 4◦ to the previous vector while each time step i lasts
∆t = 1 s.
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Figure 6.2: Investigated adhesive application pattern: II-pattern (0.69 g, left), X-pattern
(0.94 g, right). In each case, the left side shows the real fluid-particle mix, the
right side shows the simulation geometry input, the dashed arrows show the ap-
plication path of the dispenser that is linked to the xyz-Table.

6.1 Validation Strategy

A transparent adhesive-like fluid with high viscosity was used for the validation, to which
tracing particles were admixed, as described in subsection 4.3.2. Different adhesive appli-
cation pattern will be investigated, that include different flow phenomena and meeting flow
fronts. A series of squeeze flow experiments will be performed with the HSC and analysed
using PIV to characterize the flow characteristics, according to the methodology described
in section 4.3. The experiments are then compared to the simulation results of the PFGM
which were performed in [46]. Special attention is given to the velocity magnitude and flow
direction, both of which consequently lead to the development of the fluid-flow geometry.

6.1.1 Application Pattern

Two different application patterns are selected to be investigated. The first one consists of
two parallel adhesive beads, subsequently referred to as II-pattern, see Fig. 6.2 (left). This
pattern was selected, because it is expected that both flow fronts may meet and merge at
some point during the squeeze process. The second pattern is shaped like a dog-bone or a
stretched ”X”, subsequently referred to as X-pattern, see Fig. 6.2 (right). This pattern rep-
resents a first guess of an optimized shape which should flow into a nearly rectangular area
during the joining process and thus minimize the spillage and waste of adhesive for rectan-
gular shaped bonds.

6.1.2 Experimental Procedure

At the beginning of each experiment, the corresponding adhesive pattern is automatically
applied on the previously cleaned glass surface (which was taken from the HSC) using a
dispenser and xyz-Table, as described in subsection 4.2.2. Cleaning of the glass surfaces
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was performed using isopropanol and lint-free wipes, with a minimum flash-off time of
10 minutes. Next the applied fluid-particle masses were measured by means of differential
weighting and the glass surface with the applied fluid was positioned again in the HSC.

Then, starting from an initial gap of h0 = 3.5mm, the fluid pattern is squeezed with a
velocity of w = 0.10mm/s until a final gap of hfin = 0.3mm is reached. Each experiment
is repeated three times, however only one specific run per pattern was analysed using PIV.
The time needed for each experiment, starting with the fluid application followed with dif-
ferential weighting, recording data, and ending after the squeeze process is finished, is about
10 minutes.

Subsequently, the characteristics of the fluid squeeze flow are presented with focus on
velocity and direction. Five characteristic points in time, t1 to t5, are considered per appli-
cation pattern for which the experimental and numerical results are shown side by side —
in particular

• the experimental fluid distribution,
• the PIV and PFGM simulated velocities along a path,
• the PIV velocity vector field and
• the PFGM simulated velocity vector field.

The video sequences of these results are linked in the corresponding figure captions. They
can also be accessed by clicking on this link or by scanning the QR-Code in the Appendix.

6.2 Shape and Flow Behaviour

Before delving into the detailed results, it’s important to provide some background on the
data collection process. Each experiment was conducted three times, yielding highly con-
sistent results. From these runs, a specific instance for each pattern was chosen for in-depth
analysis.

To assess the magnitude of the velocity, paths are defined that run vertically through
the frames. Both, experimental data (depicted with red steady-lines) and numerical data
(shown in blue stepped-lines) were synchronized by aligning them using a reference point,
typically the leading edge of the flow. It’s worth noting that the frames were not distorted
in any way during this process. The time difference between the experimentally recorded
frames and the corresponding simulated time steps is within amargin of±0.1 s. The shaded
grey area in the path plots indicates regions where the fluid is present, as determined by the
experiments. These are the zones where non-zero fluid velocity should be observed. Each
frame was quantitatively evaluated using a scale (introduced in subsection 4.1.5) and the
software ImageJ.
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6 Investigating Adhesive Squeeze Flow with Particle Image Velocimetry

6.2.1 II-Pattern

At the beginning of the squeeze process, at t1, both adhesive beads are parallel to each other
and are separated by an air corridor, as shown in Figure 6.3. At this time, a linear flow-profile
occurs across each bead, so both, the upper and lower flow-fronts, move outwards the beads
centre lines, with a peak velocity of approx. v = ±0.35mm/s at the fluid-edges. At t2 the
corridor of air became narrower and at t3 the flow-fronts meet, slightly on the left side,
which is due to imperfections during application of the II-pattern. However, in the centre
(where the path runs through) there is still a slight air corridor left which is why one can
still see two linear flow profiles at t3 in the plot of the path. Until here the correspondence
between experiment (PIV) and simulation (PFGM) in terms of quantitative velocity v and
flow geometry, visualized by the grey fluid domain, is very high.

In addition to the velocity magnitude, the direction of the flow was predicted quite well
by the simulation, as shown in Figure 6.4. For t3, this is further clarified by the direct com-
parison of the flow direction within Figure 6.5. The coloured area represents the PIV result
which agrees very well to the contour lines of the PFGM simulation; both of which are di-
vided into 30◦ sections. At t4 the flow-fronts have almost fully connected and now only
one approximately linear flow profile can be seen. No air was trapped when the two beads
merged. Finally, at t5 the adhesive has flown into a circular shape, however the velocity
scatters and is underestimated by the PIV analysis at t4 and t5 compared to the simulation
result. Unsurprisingly, the flow velocity during the squeezing process is always maximal at
the fluid edges.

The PIV methodology struggled to handle regions with zero velocity, since slight scatter-
ing around the zero coordinate can be seen in the non-fluid areas at every time, however
as expected the simulation fully matches at these zones. The fact that the beads first met
slightly to the left was also captured by the simulation, as the real applied fluid geometry
served as input. Overall, the velocity magnitude and direction (the vector fields) gener-
ated with PIV as well as the fluid distribution over time agree very well to those simulated
numerically using the PFGM, cf. Figure 6.4.

6.2.2 X-Pattern

During the first three frames shown, from t1 to t3, the X-pattern, which initially looks some-
how like a thick bone, flows into a butterfly form. The corresponding flow profiles along the
path are approximately linear, as shown in Figure 6.6. Looking from above (in 2D) one
can see that the bays of the X-pattern are flowing faster than the rounded tips, as visual-
ized by the PIV and PFGM images in Figure 6.7, thus at t4 a nearly rectangular adhesive

56



6.2 Shape and Flow Behaviour

0 1 0 2 0 3 0 4 0 5 0
- 1 . 0

- 0 . 5

0 . 0

0 . 5

1 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

  E x p e r i m e n t  ( P I V )
  S i m u l a t i o n  ( P F G M )
R e g i o n  w i t h  f l u i d

t 1  =  2 2 . 6  s

0 1 0 2 0 3 0 4 0 5 0
- 1 . 0

- 0 . 5

0 . 0

0 . 5

1 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 2  =  2 5 . 5  s

0 1 0 2 0 3 0 4 0 5 0
- 1 . 0

- 0 . 5

0 . 0

0 . 5

1 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 3  =  2 6 . 3  s

0 1 0 2 0 3 0 4 0 5 0
- 1 . 5
- 1 . 0
- 0 . 5
0 . 0
0 . 5
1 . 0
1 . 5

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 4  =  2 7 . 2  s

0 1 0 2 0 3 0 4 0 5 0
- 3 . 0
- 2 . 0
- 1 . 0
0 . 0
1 . 0
2 . 0
3 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 5  =  3 2 . 2  s

Figure 6.3: II-Pattern fluid distribution (left, see video) and velocity along path (right) for
characteristic times during squeeze flow. Simulation data taken from [47].
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6 Investigating Adhesive Squeeze Flow with Particle Image Velocimetry

Figure 6.4: II-Pattern fluid velocity field calculated with PIV (left, see video) compared to
PFGM simulation results (right). Simulation data taken from [47].
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Figure 6.5: Fluid flow direction of the II-pattern at time t3, comparison between PIV
(coloured area) and PFGM simulation (contour lines). Simulation data taken
from [46].

area is achieved (if the squeeze process would stop here). At t5 the fluid has flown into an
elliptical-like shape and short after that the target gap is reached and the squeeze process
ends.

Within the first three time steps shown here, the agreement between the quantitative path
data from PIV and PFGMwhich includes the velocity magnitude and direction is very high.
However, later during the squeeze process the velocity of the PIV analysis is scattering and is
underestimated compared to the simulation results. Just like before, the PIV methodology
struggles to handle regions with zero velocity, which will be discussed later. However, the
2D fluid distribution during squeeze and the qualitative flow direction calculated with PIV
and PFGM match very well. No air pockets have formed during the squeeze process of the
X-pattern.

6.3 Remarks on PIV

Independent of the pattern investigated, the PIV methodology systematically underesti-
mated the velocities at the end of the squeezing phase (at t4 and t5) compared to the sim-
ulation results. In addition, the scatter of the calculated flow profiles increased to the end
phase, whereby the qualitative flow profile is still correct. This has two reasons.

The first and main reason for the underestimation of velocities at t4 and t5 might result
from the characteristics of the fluid flow itself. Similar as for pipe or channel flows, a no-

59



6 Investigating Adhesive Squeeze Flow with Particle Image Velocimetry

0 1 0 2 0 3 0 4 0 5 0
- 1 . 0

- 0 . 5

0 . 0

0 . 5

1 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

  E x p e r i m e n t  ( P I V )
  S i m u l a t i o n  ( P F G M )
R e g i o n  w i t h  f l u i d

t 1  =  1 8 . 6  s

0 1 0 2 0 3 0 4 0 5 0
- 1 . 0

- 0 . 5

0 . 0

0 . 5

1 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 2  =  2 1 . 4  s

0 1 0 2 0 3 0 4 0 5 0
- 1 . 5
- 1 . 0
- 0 . 5
0 . 0
0 . 5
1 . 0
1 . 5

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 3  =  2 4 . 4  s

0 1 0 2 0 3 0 4 0 5 0
- 3 . 0
- 2 . 0
- 1 . 0
0 . 0
1 . 0
2 . 0
3 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 4  =  2 9 . 6  s

0 1 0 2 0 3 0 4 0 5 0
- 3 . 0
- 2 . 0
- 1 . 0
0 . 0
1 . 0
2 . 0
3 . 0

Ve
loc

ity 
v [m

m/
s]

D i s t a n c e  o n  p a t h  [ m m ]

t 5  =  3 2 . 3  s

Figure 6.6: X-Pattern fluid distribution (left, see video) and velocity along path (right) for
characteristic times during squeeze flow. Simulation data taken from [47].
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Figure 6.7: X-Pattern fluid velocity field calculated with PIV (left, see video) compared to
PFGM simulation results (right). Simulation data taken from [47].
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6 Investigating Adhesive Squeeze Flow with Particle Image Velocimetry

slip boundary condition (vBC = 0) at the squeezing surfaces can be assumed in the case of
squeeze flows (cf. section 7.4 for more details). The maximum flow velocity appears at half
of the gap height because of symmetry; consequently, a non-constant flow profile is present
in height direction during squeeze flow. Furthermore, the particles are not positioned at the
exact same layer in height, thus raising the questionwhich velocity is determined by the PIV
methodology. Fortunately, PIV doesn’t consider single particles but evaluates an interroga-
tion area, thus, if the particles in that area are randomly distributed in height, we can assume
that the calculated PIV velocities correspond to the average velocity along height – which
is desired and average velocities are also calculated in the numerical simulation. However,
during squeeze, the fluid continuously spreads andwets the boundary glass surfaces somore
particles are transported near to the boundaries (which is visualized by the streamlines of a
CFD study, shown in Figure 6.8) with progressing squeeze; note that the flow at the bound-
aries is slower because of the no-slip behaviour. Consequently, the assumption, that a group
of particles in an interrogation area are randomly distributed along the height, is no longer
justified at the end of the squeeze phase, and thus might be the reason for the systematic
underestimation of velocities by the PIV methodology at t4 and t5.

The second and primary reason for the increasing scattering might result from the de-
crease in areal particle density during the squeeze phase because the fluid spreads. Looking
from above, like the camera is filming, the distance between the particles increases due to
the spread, thus the areal particle density decreases. Therefore, spots with too few or almost
no particles appear, and the flow profile calculated with PIV is scattering more because the

Figure 6.8: Cross-sectional view of a compaction sequence with axial and horizontal path-
lines on which three tracer particles are positioned. Top: initial configuration,
middle: 33% compaction, bottom: 66% compaction, taken & edited from [14].
The radial (blue) tracers indicate that particles near the symmetry line can flow
vertical to the surfaces whereby their horizontal velocity (that was captured by
PIV) decreases due to the no-slip boundary condition.
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final interrogation area of 16× 16 px is too small, i.e. simply speaking, the algorithm loses
track in these regions. This might be prevented by using more particles.

The results obtained in this chapter have high significance and represent new insights in
the context of adhesive bonding. The optimization of adhesive pattern can lead to huge re-
duction of adhesive needed as well as adhesive excess and waste (cf. X-pattern). Further,
optimized application pattern can make reworks and cleaning unnecessary. Advanced ap-
plication pattern which can consist of multiple adhesive beads do not pose any problems,
flow fronts merge easily without any formation of imperfections (cf. II-pattern) as long as
no air gets trapped.

It is reminded that a transparent model fluid with tracer particles was used as a substi-
tution for real adhesives which are generally non-transparent. Only this substitution made
it possible to characterize the flow using the PIV methodology and it is further justified
because the range of viscosity of the model fluid is well comparable with those of highly
viscous adhesives. The non-Newtonian, i.e. the shear thinning behaviour of the silicon oil,
which can be described by the Yasuda-law, is also characteristic formany adhesives. Amajor
difference between the used silicone oil and real adhesives is the wettability; however, here
the flow is dominated by the squeezing boundaries, which literally force the fluid to flow,
independent of its ability to wet a surface, thus effects resulting therefrom can be neglected.
That said, the only question which remained unanswered until now is the influence of the
surface condition — a topic that is addressed in the following chapter.
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7 Do Surface Structures need to be

Modelled?

With a thorough characterization of the behaviour of the squeezed fluid now in place, it’s
natural to inquire about the impact of surface structure. This inquiry gains significance be-
cause various surface pre-treatments are typically necessary for bonding, depending on the
intended application. These treatments alter the surface’s characteristics before the squeez-
ing process, raising the question whether and how these modifications affect the flow of the
adhesive. Moreover, it becomes imperative to explore whether the surface structure should
be factored into the simulation of the PFGM to enhance the optimization of adhesive ap-
plication patterns.

7.1 Surfaces and Pre-treatments

Thematerial surfaces investigated in this chapter consist of float glass and construction steel
(S235JR). In addition to the untreated reference surfaces, two different pre-treatment meth-
ods, which are widely used in adhesive applications, are considered – blasting and flame
treatment. The different combinations of substrates and surface pre-treatment methods are
illustrated in Figure 7.1.

Blasting was performed with high-grade corundum (grain F100) for both, glass and steel,
until the surfaces were visually evenly roughened. Before and after blasting every surface
was cleaned with isopropanol. The flame treatment, which generates a pyrolytic coating,
was applied on the glass surfaces using a hand-held burner at a distance of approximately
15 cm to the surface; the flame was passed back and forth over the surface five times. The
flame treated surfaces were only cleaned before the pre-treatment was applied.

To characterize the effect of the surface pre-treatments, roughness and surface energy (in
terms of contact angle) were measured. The surface characteristics (i.e. arithmetic mean
roughnessRa, root mean square roughnessRq , mean peak-to-valley heightRz and contact
angle θ) were determined with a surface texture measuring instrument (MarSurf M300C,
Mahr GmbH) and a contact angle measuring device (DSA100, Krüss GmbH) using water
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7.1 Surfaces and Pre-treatments

Figure 7.1: Considered glass and steel surfaces before and after blasting pre-treatment.
From left to right: glass-untreated, glass-blasted, steel-untreated, steel-blasted.

Figure 7.2: Measurement of the contact angle using water and air as liquid and gas phases.
Untreated glass surface (left) vs. flame treated glass surface (right).

and air as fluid and gas phases, see Figure 7.2. The contact angle measurements are per-
formed with the needle-in-drop configuration and the contact angle is determined by curve
fitting of the drop contour which was done with theKrüss software. The needlematerial and
geometry were considered for the evaluation of the contact angle since they can affect the
results. The volume of the water droplet was carefully controlled to provide a stable mea-
surement.

The untreated glass surface exhibited an average roughness of Ra = 0.01 ± 0.00 µm
and a mean peak-to-valley height of Rz = 0.06 ± 0.01 µm. After blasting with high-
grade corundum, the latter increased to Ra = 3.28 ± 0.02 µm and Rz = 19.37 ± 0.14

µm. The contact angle of the glass surface decreased from θ = 34.78 ± 1.53◦ (untreated)
to approximately θ → 0◦ (flame treated), which indicates that the surface became highly
hydrophilic as desired for bonding. For the steel surface the following surface parameters
were determined before pre-treatment: Ra = 1.53 ± 0.00 µm and Rz = 9.91 ± 0.03 µm

65



7 Do Surface Structures need to be Modelled?

Table 7.1: Surface parameters before and after blasting treatment (arithmetic mean rough-
ness Ra, root mean square roughness Rq and mean peak-to-valley height Rz).
Material Pre-treatment Ra [µm] Rq [µm] Rz [µm]

Glass untreated 0.01± 0.00 0.01± 0.00 0.06± 0.01
Glass blasted 3.28± 0.02 4.12± 0.02 19.37± 0.14

Steel untreated 1.53± 0.00 1.93± 0.00 9.91± 0.03
Steel blasted 1.69± 0.07 2.19± 0.09 11.84± 0.21

and after pre-treatment: Ra = 1.69 ± 0.07 µm and Rz = 11.84 ± 0.21 µm. All further
surface parameters are listed in Table 7.1.

7.2 Series and Procedure

To investigate the influence of surface condition on the squeeze flow, the measuring proce-
dure presented in chapter 4 was followed and the silicone oil as before was used. The HSC
was calibrated as mentioned and zeroed every time a new material is tested to account for
any differences in the substrate thickness that would impact the gap size.

To further reduce measuring errors due to deviations from this re-calibration (as no re-
calibration is perfect), one side of everymaterial-plate remains untreatedwhile the other one
is pre-treated according to section 7.1 so that the surface-plates can be turned over without
changing the gap height – eliminating the need of recalibration in-between groups and thus
providing optimal comparability.

At the beginning of each experiment a circular drop with a target mass of m = 0.679 g
was applied on the bottom test surface. Starting from an initial gap of h0 = 3.5mm, the
drop is squeezed with a velocity of w = 0.10mm/s until a final gap of hfin = 0.3mm
is reached. Each experiment is repeated three times (n = 3) and an analysis of variance
(ANOVA) is performed to test the statistical significance.

To investigate if the no-slip condition is valid, a special series of experiments is performed.
Therefore, some tracer particles are placed on the surfaces before the fluid drop is applied
on top, thus these particles are positioned as close as possible to the fluid-surface interface.
Then a squeeze flow experiment is performed, and the movement of the particles is tracked
to see if there is any flow velocity in the edge layer.
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7.3 Measured Squeeze Force

7.3 Measured Squeeze Force

The force needed to squeeze the fluid at a constant velocity of w = 0.10mm/s increases
non-linear with the corresponding gap height reduction. The force-displacement behavior
is very reproducible across all experiments, independently of the material or surface pre-
treatment used, as shown by Figure 7.3 (a-c). Within the first 80% of the squeeze process,
the force remains almost unchanged, while only in the last 20% the exponential character of
the force displacement curves becomes apparent. The differences in terms of average max-
imum forces for the untreated and pre-treated surfaces are quite small, i.e. 27.3N (3.0%
rel. difference) for untreated vs. blasted, 8.2N (0.7%) between glass untreated vs. flame
treated, and 16.3N (2.1%) between steel untreated vs. blasted, respectively. These differ-
ences are so small that they may be considered irrelevant for industrial applications, even if
the joining process is controlled in force instead of displacement.

An analysis of variance (ANOVA) was performed to investigate any statistic significant
differences achieved by the different surface materials or pre-treatment methods. Since a
recalibration was performed between the experiments with different materials no sound
statement is possible between the surface materials without normalizing the data between
groups. To perform the ANOVA the averagemaximum force of a group was considered and
normalized to their corresponding maximum value. According to the ANOVA, no signifi-
cant difference could be observed regarding the squeeze flow, neither comparing different
surface materials nor pre-treatment methods, as shown in Figure 7.4.

7.4 Boundary Condition

The experimental results agree well with numerical simulation, see Figure 7.3 (d), which are
similar to those performed in [46, 67]. For the simulation, the decisive question is whether
the no-slip condition applies to the wall or whether wall sliding can occur. If the latter is
the case, the resistance of the fluid to shear decreases significantly, which in turn results in
a considerable reduction of the force to be applied. Since the no-slip condition was used in
the simulation and the calculated forces correspond very well with the measured forces, it
seems likely (according to the numerical simulations) that the no-slip condition is fulfilled
both in the reference test and for the pre-treated surfaces.

In contrast, the series of squeeze flow experiments with particles positioned next to the
fluid-surface layer indicates that the no-slip condition is not valid, because during squeeze
some of the particles did move, independent of the surface pre-treatment, as shown in Fig-
ure 7.5. However, it should be mentioned that, due to the particle size, the observed particle
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(d) Simulation performed in [45]

Figure 7.3: Force-displacement behaviour during squeeze flow for all investigated surfaces
and pre-treatments (a-c) and comparison with numerical simulation consider-
ing no-slip condition (d).

movement only shows the fluid velocity very close to the fluid-surface interface, but not ex-
actly at the interface. Therefore, the question of whether the no-slip condition is valid and
how it is influenced by the surface pre-treatments cannot be answered with certainty.

7.5 Observed Flow Propagation

In each experiment the fluid propagates in a circular shape, which diameter was determined
as described in subsection 4.1.5. By comparing the diameters in different experiments at
the same time-step, i. e. at t = 30 s, a very good agreement was observed, regardless of the
substrate (glass or steel) and the pre-treatment (roughening or flame-treatment). In figures,
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Figure 7.4: Analysis of variance of the normalized average maximum forces from all series.

Figure 7.5: Flow tracking with particles positioned next to the fluid-surface interface: glass
untreated (left), glass blasted (right), before squeeze (top) after squeeze (bot-
tom).
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7 Do Surface Structures need to be Modelled?

there is almost no difference in diameter between the untreated and blasted glass or steel
surfaces (i. e. glass-untreated: D = 41.5± 0.3mm vs. glass-blasted: D = 41.3± 0.3mm,
and steel-untreated: D = 40.4 ± 0.2mm vs. steel-blasted D = 40.4 ± 0.7mm). This
further indicates that pre-treatment has no significant influence on the squeeze flow.
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8 Interim Conclusions

Before diving into the main part of this thesis — the optimization of adhesive application
pattern — let’s take a moment to draw an interim conclusion. This Part II was dedicated to
present and validate the PFGM tool, that— spoiler alert —proved to be an ideal method for
the planed optimization of adhesive application, which will follow in Part III. The PFGM
simulation went through extensive validations and the requirements that are needed to be
fulfilled were addressed in terms of three research hypothesis that are addressed below.

8.1 Combining PIV with the Hele-Shaw Approach

Squeeze flow processes which occur during joining of adhesive bonds were investigated
experimentally by adapting theHele-Shaw approach and combining it with PIV as proposed
in chapter 4. A highly viscous fluid was used to which tracer particles were admixed to
observe and characterize the flowof twodifferent application pattern. The selected scenarios
included pattern which are likely and unlikely to trap air, as flow fronts would merge during
the compaction process. The experiments were performed using the adapted Hele-Shaw
cell and the squeeze forces were measured in relation to time and gap height. In addition,
the flow shape of the patterns was recorded with a camera to further allow the calculation of
the corresponding velocity fields using PIV. The combination of PIV with the HSC proved
to be a new method that is capable to measure the flow characteristics of squeeze processes
qualitatively and quantitatively with reasonable accuracy, so that the hypothesis:

Hypothesis #1: Adhesive squeeze flow processes can be experimentally cha-
racterized by combining PIV and the Hele-Shaw approach.

xxxX
can be confirmed. Especially the X-pattern showed that the optimization of adhesive appli-
cation pattern holds great potential to reduce the amount of adhesive needed to minimize
adhesive waste and further reduce working tasks like cleaning and refinishing. Flow fronts
are able to merge easily without the formation of imperfections if done correctly, which
further expands the design possibilities of new and innovative application patterns.
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8 Interim Conclusions

8.2 Accuracy of the Partially Filled GapModel

The experimental investigations performed with the HSC and extended with PIV were in-
tensively compared to PFGM simulations that were performed in [46] and [47]. As demon-
strated in much detail in chapter 5 and chapter 6, the simulation results have reached a high
level of agreement with the experiments in terms of squeeze forces, flow geometry as well
as velocity magnitude and direction, so that the hypothesis that:

Hypothesis #2: The Partially Filled Gap Model provides the accuracy that is
needed for the optimization of adhesive application pattern.

xxxX
can be confirmed. The Yasuda flow law proved to be very accurate in predicting the force-
displacement behaviour of these processes. However, the optimization intended to be de-
veloped in Part III does not target the force, but the shape of the resulting pattern. Therefore,
the high level of accuracy that the PFGM achieved in terms of predicting the shape of the
flow pattern as well as the calculation of velocity vector fields, especially the velocity mag-
nitude and direction, will be a huge advantage.

8.3 Influence of Surface Pre-Treatments

In chapter 7 the influence of surface pre-treatments on the squeeze flow process of adhe-
sives was investigated experimentally. Two materials (glass and steel) and two surface pre-
treatments (blasting and flame-treatment) as well as an untreated reference surface were
considered, in-between which a highly viscous adhesive-like fluid was squeezed.

For the subset of materials and methods considered, the investigations indicate that the
adhesive squeeze flow process is independent of the substrate surface condition, even if they
were pre-treated, thus the third hypothesis can be approved:

Hypothesis #3: The surface structures of the substrates which squeeze the
adhesive can be neglected in the Partially Filled Gap Model simulation.

xxxX
However, the limited amount of surface materials and pre-treatment methods considered
does not allow to claim that the squeeze flow process is independent for any surface pre-
treatment even though its general validity seems plausible.
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8.3 Influence of Surface Pre-Treatments

These findings have practical implications for the numerical modelling of squeeze flow
phenomena since the surface condition does not appear to be a significant input parameter.
Thus, the specific determination of surface parameters such as surface roughness or energy
is not required for simulation and thus neither for the development of the optimization
algorithm.

Now that the PFGMhas been successfully validated and proven to be sufficiently accurate,
the development of an optimization algorithm that utilizes this tool can pe performed.
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9 Development of a Numerical

Optimization Algorithm

This chapter presents a numerical method that aims to optimize adhesive application in
manufacturing processes by finding initial adhesive application patterns that flow into any
desired bond geometry. This is achieved by considering the joining kinematics, which in-
volves pressing two substrates together and allowing the adhesive to flow and wet both sur-
faces. By using this method, the adhesive application pattern can be precisely controlled,
resulting in a more efficient manufacturing process.

The optimized application pattern ensures that the adhesive flows into the desired shape,
reducing the need for additional shaping or cleaning of excess adhesive by hand. This re-
sults in higher product quality and fewer defects, as well as reduced material costs and a
more streamlined production process. Overall, the method presented in this chapter aims
to improve the efficiency and quality of manufacturing processes that involve the use of ad-
hesive bonds. It provides a clear and practical approach to optimizing the application of
adhesive which can be useful for a wide range of industries that rely on adhesives in their
manufacturing processes.

9.1 OptimizationMethodology

The strategy of the optimization procedure is to iteratively modify an application pattern so
that the resulting adhesive distribution, in which the optimized pattern is squeezed into,
is equal to the desired shape of the bond. Before the methodology of this procedure is
explained in detail a short definition of this theoretical problem is given ahead.

9.1.1 ProblemDefinition

Two substrate surfaces which have a perfectly plane topology, are ideal rigid and infinitely
large in length and width dimensions are assumed. The surfaces can move relative to each
other, which can be described by a defined velocity and kinematics (linear and rotational
translation, or a combination thereof). This thesis focuses on the linear squeeze kinematic
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9.1 Optimization Methodology
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Figure 9.1: Flowchart and schematic representation of the methodology for optimizing ad-
hesive application patterns.

(where the substrates stay parallel to each other): beginning with an initial gap height of h0,
the substrates approach each other with a constant squeeze velocity of w until the final gap
height of hfin is reached.

The object of interest, the adhesive, is positioned in-between both surfaces, which is
shown in Figure 9.1 (A). It is a highly viscous fluid which can be described by a certain
viscosity law. Further information about the modelling of the fluid were given in subsec-
tion 2.4.3.

The shape in which the adhesive is applied in-between the surfaces at a gap height of h0
is called initial pattern. During squeeze the initial pattern flows and subsequently reaches
its resulting distribution when the final gap of hfin is obtained.

9.1.2 Optimization Procedure

Thefirst step of the optimizationmethodology is to initialize the problem, see Figure 9.1 (A).
This includes all the information about the targeted bond geometry as well as the initial
adhesive application pattern. Furthermore, the squeeze kinematic, including the initial gap
height h0, squeeze velocityw and final gap height hfin, as well as the fluid viscosity law η(γ̇)

are defined.
Now, a squeeze-flow simulation is performed, and the resulting adhesive distribution is

determined, as shown in Figure 9.1 (B). This can be done by using numerical fluid simula-
tion tools – details on the simulation will follow in subsection 9.1.3. Next, the initial domain
of adhesive, which has flown outside of the target bond geometry, see Figure 9.1 (C), will
be gradually removed from its corresponding initial pattern – more details on the removal
will follow in section 9.2.
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9 Development of a Numerical Optimization Algorithm

Hereby, a new initial pattern is created, see Figure 9.1 (D), which is more likely to flow
into the desired bond geometry. However, due to the new shape of the pattern, the flow
will also slightly change, and an iterative procedure is necessary. The process is repeated
in an optimization loop, as illustrated in the simplified flowchart of Figure 9.1, until the
algorithm has converged, i.e. the application pattern has reached a steady state. In this case
there shouldn’t be anymore excess adhesive after squeeze and the pattern is finally optimized.

9.1.3 Squeeze-flow Simulation

To calculate the flow characteristics of the squeeze process (i.e. the velocity field, fluid dis-
tribution, pressure, etc.) the Partially Filled Gap Model (PFGM) was used. As described
extensively in subsection 2.4.2, this tool was developed by the Institute of Dynamics and
Vibrations (IDS) from the Technical University of Braunschweig and is kindly provided for
this study. It was validated in-depth and confirmed for the fast and reliable calculation of
flows in narrow gaps, cf. Part II of this thesis as well as the publications [47, 65–69], includ-
ing the consideration of non-Newtonian fluids [46].

Besides fast calculation times due to some simplifications of the Navier-Stokes equations
(following the Reynolds equation), the main advantage is its stable and reliable solving of
squeeze flows in narrow gaps. The fluid is discretised with regularly arranged cells which are
given a fixed number of state variables (volume, pressure, velocity). For more details on the
formulation of the state equations and the algorithm, readers may consult subsection 2.4.2
or [65–67, 69]. The PFGM is coded in Matlab which leaves all options for extensions and
implementations, like in this thesis, which addresses the optimization of adhesive applica-
tion pattern.

9.2 Numerical Implementation

9.2.1 Criteria for Fluid Removal

The key part of the algorithm is to iteratively remove fluid from an initial pattern according
to a defined criterion, as indicated, but not fully explained in subsection 9.1.2. The original
ideawas to remove every cell of fluid completely from the initial pattern once it has flownout-
side of the desired bond geometry after the squeeze process. This simple approach worked
somehow ok, but was far from perfect, so it is further improved as follows.

Firstly: once fluid has overflown at any iteration step, the initial filling degree of the cor-
responding cell is only gradually reduced by a pre-defined reduction ratio, RR, instead of
completely removing the entire cell. And secondly: not all of the initially filled cells which
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9.2 Numerical Implementation

have overflown, but only a pre-defined percentage (elimination rate, ER) of them, i.e. the
cells which have flown furthest out of the desired bond geometry, will be reduced according
to the RR. These two strategies correspond to a numerical damping of the algorithm.

This procedure penalizes cells which have overflown further than others and therefore,
in combination with the gradual removal (soft kill), improves the speed and stabilizes the
convergence behaviour of the algorithm. A detailed flowchart of the algorithm is shown
in Figure 9.2. During development and testing of the algorithm a reduction ratio of RR =

0.25 (meaning that at least four iterations are needed to remove one entire cell) and an
elimination rate of ER = 0.10 (which ensures that only the furthest 10% of cells overflown
are modified at once) was found to be efficient.

Furthermore, the initial pattern of the first iteration should be chosen in a way that it
completely overflows the boundaries of the target bond after the first squeeze process. In
this way the algorithm approaches the solution from one side and can be kept simple, thus no
bi-directional procedure, where material also needs to be added (in addition to its removal)
is necessary. An always working guess for the initial pattern of the first iteration is to simply
start with the target bond geometry.

9.2.2 Implementation of Fluid Removal

The implementation of the optimization algorithm was performed in Matlab R2020b to di-
rectly connect with the used squeeze flow simulation tool (PFGM). For the implementation,
the domain is discretized into nx times ny finite cells that are labelled with the running row
and column variables j and k. To initialize and modify an initial adhesive pattern a matrix,
Mini, is used to assign each cell with a filling degree mj,k, as defined according to Equa-
tion 9.1:

iMini
j,k = mj,k =


m1,1 m1,2 · · · m1,ny

m2,1 m2,2 · · · m2,ny
...

... . . . ...
mnx,1 mnx,2 · · · mnx,ny

with

j = 1, · · · , nx

k = 1, · · · , ny
(9.1)

Each cell can either be filled, unfilled or partly filledwith fluid, which is defined by the cells
filling degree, which values can range from zero (unfilled) to one (fully filled): mi,j ∈ [0, 1].
In the sameway the resulting fluid distribution, is stored in amatrix calledMres aswell as the
target bond geometry being defined by a matrix Mtar, all of which is exemplary illustrated
in Figure 9.3.
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9 Development of a Numerical Optimization Algorithm

Figure 9.2: Detailed flowchart of the optimization algorithm.
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9.2 Numerical Implementation

Figure 9.3: Exemplary illustration of initial application pattern, resulting distribution and
target bond geometry definition using matrices.

The pressure p and velocitiesu and v of each cell are calculated by the PFGM in a transient
simulation. The simulation starts with the initial gap height h0 and ends with the final gap
of hfin, which is approached with a squeeze velocityw. One of these calculations represents
an iteration step i of the optimization algorithm and gives the resulting fluid distribution
Mres. In each iteration step the resulting fluid distribution, iMres

j,k, is compared to the target
fluid distribution, iMtar

j,k, in order to track the optimization progress i.e. the remaining over-
and underfilled domains of fluid.

IfMres ̸= Mtar±∆, the flow path of each cell (in-between iMini and iMres) is traced after
each iteration step i, starting from the centre of each cell using a tracing function, which is
further explained in subsection 9.2.3. In short, this function calculates the flow path and the
distance of overflow, dj,k, of each initially filled cell j, k. The information of overflow is then
stored into a matrix iD = dj,k which is further converted into a column vector and sorted
to determine a threshold distance dth. The threshold distance corresponds to the distance
where the elimination rate of ER = 10% is reached, i.e. it marks the distance beyond which
overflown cells belong to the furthest flown 10%, as illustrated by Figure 9.4.

Subsequently, the filling degree of each cell which was initially filled (iMini
j,k > 0), has

overflown (i.e. iMtar
j,k = 0), yet so far that it falls under the elimination rate of ER = 10%

(iDj,k > dth), will be gradually reduced by the reduction ratio of RR = 0.25 of the initial
filling degree according to Equation 9.2.

i+1Mini
j,k = iMini

j,k − RR (9.2)
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9 Development of a Numerical Optimization Algorithm

dj,k

Mres

Mini

unsorted

sorted
dth

Over�low-
distance

Mtar

10 %

Figure 9.4: Illustration of overflow distance (dotted part of the red arrows) and exemplary
determination of the threshold distance dth. Only some cells are traced for il-
lustration purposes.

The iterative optimization process continues until iMres
j,k and iMtar

j,k match within an ac-
ceptable tolerance∆ aswell as convergence being reached, which is defined as the case when
the modified application pattern does not change over five successive iterations.

9.2.3 Fluid Tracing

In order to execute the fluid reduction according to the previously described criteria, the
flow path of every fluid cell needs to be known to determine if and how far it has overflown.
Therefore, a tracing function was written which calculates the flow path of a fluid particle
(i.e. a table of rows with time, x− and y−position) by giving the start coordinates and time
stepswith the corresponding velocity fields as function input. An illustration of the outcome
of this tracing function is shown in Figure 9.5 for three successive time steps of a plausible
squeeze flow scenario. Within that function the particle flow coordinates of one time step t

are calculated according to Equation 9.3:(
xt+1

yt+1

)
=

(
xt

yt

)
+∆tt ·

(
ut(xt|yt)
vt(xt|yt)

)
(9.3)

Since the velocity field is calculated in a discrete (non-continuous) form by the PFGM
simulation, the needed continuity for path tracing was created by bilinear interpolation in-
between the surrounding four velocity vectors of the current path position to get the veloc-
ities ut and vt at the needed position, as indicated by the red plus signs in Figure 9.5. In
addition to the flow path, the information of whether the tracked particle is inside or out-
side of the target bond geometry is listed in a binary form (1 = inside, 0 = outside). The
total distance of overflow, dth, is then calculated by summing all sub-distances of the rows
where the fluid is outside of the target bond geometry. Later, this entire function will be
looped with the start coordinates set to the centre of each fluid cell.
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Figure 9.5: Illustration of the fluid tracing function for three consecutive time steps. The
blue vectors represent a transient velocity field as it could occur during squeeze
flow; cells filled with fluid are shown in light blue; the green dashed line shows
the previous flow path of a fluid particle, which start and end position is in-
dicated by the star-dots; in-between, each dot on that line represents the fluid
particle position at a previous time step, the continuous line shows the flow path
of the current time step. All time steps are labelled with numbers. The red plus
signs mark the velocity vectors which contribute to the bi-linear interpolation
of the velocity vector for the current respective position of the fluid particle.

9.3 Considered Examples

Subsequently a few examples are presented to demonstrate the optimization possibilities of
the developed algorithm to find optimized application patterns for different desired bond
shapes. Further, the examples are used to investigate the algorithm in terms of its con-
vergence, different target thicknesses (degree of compression) and the influence of squeeze
velocity and flow law. All examples are illustrated in Figure 9.6 and summarized in Table 9.1.

9.3.1 Example #1: Square

The first example addresses the question on how to apply adhesive, so that it spreads into a
square form, see Figure 9.6 (left). This problemdoes not only arise in the context of adhesive
bonding, but for example, also on how to apply thermal paste to chips or CPUs, so that it
ideally distributes in the gap aftermounting a heat sink or cooler. A square fluid distribution
with the dimensions of lx× ly = 38×38mm is targeted for, which approximately reflect the
dimensions of common consumer CPUs. A resulting thickness of hfin = 1.0mm is aimed
for. The initial gap height is assumed to be h0 = 2.0mm and the squeeze velocity is set to
w = 0.1mm/s, thus the squeeze process takes 10 s. For this simulation the Newtonian flow
law was considered with a constant viscosity of η0 = 1744Pa · s. The initial pattern of the
first iteration was chosen the same as the target bond geometry (Mini = Mtar).
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Figure 9.6: Illustration of the optimization examples.

Table 9.1: Parameters of the optimization examples.
Example #1: Square Example #2: L-shape Example #3: U-shape
convergence study degree of compression fluid model varied

Domain
length, width Lx, Ly [mm] 60.6 60.6 60.6 49.4 60.6 85.6 121.1 60.6 60.6 60.6
number of cells nx, ny [-] 66 132 264 108 132 186 510 132 132 132
fluid cells fx, fy [-] 40 80 160 80 80 80 160 80 80 80

Squeeze
velocity w [mm/s] 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 1.0
initial gap h0 [mm] 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0
final gap hfin [mm] 1.0 1.0 1.0 1.5 1.0 0.5 0.25 1.0 1.0 1.0

Fluid
model η [Pa · s] Newt. Newt. Newt. Newt. Newt. Newt. Newt. Newt. Yas. Yas.

To determine how many elements are needed for a converging simulation, i.e. the mini-
mum number of elements in x- and y-direction needed to discretize the domain, a conver-
gence study was performed in advance. Therefore, the domain was discretized with 66×66,
132× 132 and 264× 264 elements and the results were compared in terms of convergence
and smoothness of the contour.

9.3.2 Example #2: L-Shape

As a second example, an L-shaped adhesive bond geometry is targeted. The geometric di-
mensions were the same as in example #1, except that the targeted fluid domainwas reduced
by one quarter to get the L-shaped bond geometry, see Figure 9.6 (middle). This example
is further used to investigate the capability of the developed algorithm to find optimized
pattern for different target bond thicknesses (i.e. degree of compression). In total, four
different compression scenarios were investigated, which always started with an initial gap
height of h0 = 2mm and then approached 3/4, 1/2, 1/4 and 1/8 of h0 (i.e. resulting in target
bond thicknesses, hfin, of 1.50mm, 1.00mm, 0.50mm and 0.25mm).
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9.4 Optimization Results

The Newtonian flow law is considered, and the initial pattern of the first iteration is set
to the target bond geometry (Mini = Mtar). Depending on the degree of compression the
domain needs to be discretized with more cells to account for the increased squeeze and
to keep the number of initially filled fluid cells large enough. Thus, the corresponding dis-
cretization was done with 108× 108, 132× 132, 186× 186 and 510× 510 cells.

9.3.3 Example #3: U-Shape

The third example targets a U-shaped bond geometry. The initial and target fluid geom-
etry is illustrated in Figure 9.6 (right). This example is also used to investigate the in-
fluence of different flow laws on the optimization algorithms results. Besides Newtonian
fluid behaviour at a squeeze velocity of w = 0.10mm/s the non-Newtonian flow law ac-
cording to Yasuda is investigated for two different squeeze velocities w = 0.10mm/s and
w = 1.00mm/s.

Just like before, the initial pattern of the first iteration is set to the target bond geometry
(Mini = Mtar). However, the discretization with 132 × 132 cells is always the same in this
example.

9.3.4 Further Examples

In addition to the Square, L-shape and U-shape further application pattern are optimized
to flow into the shape of an open circle, a heart shape, a rectangle as well as two arbitrary
shapes. These further examples can be found in Appendix A and are not described in detail
as they speak for themselves. All these exampleswere discretizedwith a domain that consists
out of 264× 264 cells. The compaction ratio was 4 : 1 (h0 = 2.0mm and hfin = 0.5mm)
with a squeeze velocity of w = 0.10mm/s. In addition, the example of the square shape is
shown for the higher degree of compression as well. The Newtonian flow law is considered,
and the initial pattern of the first iteration is set to the target bond geometry (Mini = Mtar)
for all of these examples.

9.4 Optimization Results

One quick note before diving into the results. Additional video sequences of the results that
follow are linked in the corresponding figure captions. They can also be accessed by clicking
on this link or by scanning the QR-Code in the Appendix.
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9 Development of a Numerical Optimization Algorithm

9.4.1 Example #1: Square

Theoptimization algorithm starts by reducingmaterial at the four edges of the initial square
application pattern, leaving the corners intact, see Figure 9.7 (left) at iteration step i = 5 and
i = 11. In the subsequent iteration process, each of the originally straight edges develops
into a bay-shaped contour and the pattern results in a form which reminds of the shape of
the diamond suit of playing cards, see Figure 9.7 (left) at iteration step i = 20 and i = 35.
Beyond iteration i = 35 no more changes are noticeable within the next five iterations, thus
the algorithm has converged, and the pattern is now optimized.

At the beginning of the optimization process, i.e. at iteration step i = 5 and i = 11,
the resulting distribution (in which the corresponding initial pattern flows into), shown in
Figure 9.7 (middle), looks like a square contour, but with very rounded corners and slightly
curved edges. Later in the iteration process, the contour refines and at i = 20 the square
shape of the resulting pattern becomesmore visible, but it still has rounded corners. Finally,
at iteration step i = 35, a close to perfect square shape is approached after the squeeze
process of the corresponding initial pattern.

The difference between the target pattern (the ideal square shape) and the current result-
ing distribution (gained by the algorithm) are shown in Figure 9.7 (right). It is distinguished
between overfilling (purple) and underfilling (pink) in relation to the target geometry. In
this example, there is a high degree of overfilling which gets minimized during the iteration
until only a slight overfilling at the edges of the square shape is present, see Figure 9.7 (right).
The targeted bond shape consists of approximately 26,200 cells that need to be filled only.
Yet approximately 47,500 cells are filled at i = 5 (+81%), 40,600 cells are filled at i = 11

(+55%), 32,700 cells are filled at i = 20 (+25%) and 26, 900 cells are filled at i = 35 (+3%).
The number of both, over- and underfilled, cells can be seen as a measurement of residual
optimization error.

The squeeze flow process itself is illustrated and compared in Figure 9.8 before and after
optimization with the developed algorithm. It can be seen that the optimized pattern flows
into the desired square shape, while the non-optimized pattern flows into a circular shape.

The convergence study shows that the number of iterations needed to optimize the square
pattern is approximately 35, no matter if the domain is discretized with 66× 66, 132× 132

or 264×264 cells, see Figure 9.9. Furthermore, all of the optimized application pattern look
approximately the same regardless of the number of cells used for discretization Figure 9.10,
thus the algorithm is mesh-independent.
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Figure 9.7: Process to find an optimized initial pattern to be squeezed into a square bond:
iterative development of initial pattern (left), resulting distribution (middle) and
difference between resulting and target distribution (right).
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9 Development of a Numerical Optimization Algorithm

Figure 9.8: Comparison of the fluids squeeze flow process before (top) and after (bottom)
optimization.
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Figure 9.9: Convergence study.

9.4.2 Example #2: L-Shape

Just like with the square shape, the optimization algorithm starts by reducing material at
the edges (or borders) of the initial square application pattern, not touching the corners at
the beginning, see Figure 9.11 (left) at iteration step i = 5 and i = 11. Subsequently, each
of the originally straight edges develops into a bay-shaped contour, see Figure 9.11 (left) at
iteration step i = 21 and i = 39. Beyond iteration i = 39 no more changes are noticeable,
thus the algorithm has converged, and the pattern is optimized.

At iteration step i = 5 and i = 11, the resulting distribution (in which the corresponding
initial pattern flows into), shown in Figure 9.11 (middle), does not look like an L-shape and
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Figure 9.10: Convergence study: initial pattern (top), resulting distribution (middle) and
over- and underfilling (bottom) for three different degrees of discretization,
i.e. 66× 66 cells (left), 132× 132 cells (middle) and 264× 264 cells (right).

has very rounded corners and curved edges. Later in the iteration process, the contour
refines and at i = 21 the L-shape of the resulting pattern becomes more visible, but it still
has rounded corners. At iteration step i = 39, a close to perfect L-shape is approached.
Only the inner corner of the L-shape remains slightly rounded and overfilled.

The difference between the target pattern and the resulting distribution are shown in Fig-
ure 9.11 (right). In this example, there is a high degree of overfilling which gets minimized
during the optimization process until only a slight overfilling at the inner corner of the L-
shape is present, see Figure 9.11 (right) at i = 39.

Furthermore, the target thickness was varied with the example of the L-shape and the
results are shown in Figure 9.12. With a low degree of compression (i.e. squeeze from h0 =
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Figure 9.11: Process to find an optimized initial pattern for a L-shaped bond with hfin =
0.5 · h0: iterative development of initial pattern (left), resulting distribution
(middle) and difference between resulting and target distribution (right).
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Figure 9.12: Optimization of L-shape with varied degree of compression: h0/hfin =
2.0/1.5, 2.0/1.0, 2.0/0.5 and 2.0/0.25mm (from top to bottom); initial pat-
tern (left), resulting distribution (middle) and over- and underfilling (right).
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Figure 9.13: Process to find an optimized initial pattern to be squeezed into a U-shaped
bond: iterative development of initial pattern (left), resulting distribution
(middle) and difference between resulting and target distribution (right).
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9.4 Optimization Results
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Figure 9.14: Over- and underfilling of the optimized U-pattern with varied flow law and
squeeze velocity: Newtonian with w = 0.10mm/s (left), Yasuda-Law with
w = 0.10mm/s (middle), Yasuda-Law with w = 1.00mm/s (right).

2.0 mm to hfin = 1.5 mm or hfin = 1.0 mm) the algorithm finds a pattern which almost
perfectly flows into the desired L-shape. However, at thinner target bond thicknesses (hfin =

0.50mmorhfin = 0.25mm) the amount of over- and underfilled cells of the corresponding
optimized pattern increases. If the degree of compression is higher the optimized initial
application pattern gets slimmer and very pointy structures form towards the corners.

9.4.3 Example #3: U-Shape

The way the initial application pattern adapts during optimization also follows the same
rules as previously observed. Fluid material is gradually removed at the edges and a bay-
like contour is formed, while the outer corners form into a spike like shape, as shown in
Figure 9.13 (left). The resulting distribution, in which the initial pattern flows into is shown
in Figure 9.13 (middle). Between iteration i = 5 and i = 16 the indentation of the targeted
U-shape forms and becomes wider at i = 24. The algorithm has converged at i = 44

and the optimized initial pattern almost perfectly flows into the target shape, apart from
the two inner corners were only a round contour evolved. The evolution of the over- and
underfilling error is shown in Figure 9.13 (right).

In addition, in this example, the fluid flow law was varied (Newtonian and Yasuda-law)
as well as the squeeze velocity (0.10 mm/s and 1.00 mm/s) to investigate its influence on
the optimization result. It was found that the optimized initial pattern as well as its resulting
distribution are not influenced by these factors, since there are no significant differences in
the final fluid distributions, as shown in Figure 9.14.
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9 Development of a Numerical Optimization Algorithm

9.4.4 Further Examples

The results of the further examples which include the optimization of application pattern,
which should flow into an open circle, a heart shape, a rectangle as well as two arbitrary
shapes, are shown in Appendix A.
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10 Experimental Validation of the

Optimization Procedure

The objective of this chapter is to experimentally validate the developed optimization al-
gorithm. Therefore, optimized pattern will be experimentally investigated in the HSC to
compare the resulting fluid distributions of the experiment with the simulation— and show
whether or not the numerically optimised application pattern will actually flow into the de-
sired shape in reality.

10.1 ValidationMethodology

The goal of validation is to show that the optimised pattern will flow into the desired bond
geometry in a real experiment. To do so, some of the previously shown optimized pattern
are applied onto a plane surface and are investigated within the adapted HSC. At this point
in should be noted that these investigations can be seen as an addition to the validation
of the PFGM software performed in Part II. However, this verification is needed to allow
statements about the optimization quality as well as feasibility and applicability in practical
applications. It should also demonstrate that the optimized shapes, which in some cases
became quite filigree, can be applied with reasonable accuracy for manufacturing.

10.1.1 Considered Examples

Four different examples of optimized application pattern are considered to validate the de-
veloped algorithm: the square shape, L-shape, Heart as well as the Arbitrary form. These
patterns are chosen because they include various shapes and thus many flow possibilities
are covered. In detail, target shapes with in- and outside corners and straight edges (i.e.
square and L-shape) as well as a pattern with steady curved contours (i.e. heart shape) and
an arbitrary shape that combines all of the previous characteristics, are investigated. These
quite different patterns are considered to verify the algorithm’s ability to optimize appli-
cation pattern as general as possible. Furthermore, it should demonstrate that any target
geometries are possible to optimize initial pattern for. The patterns are scaled to fit into
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10 Experimental Validation of the Optimization Procedure

(a) Creation of the application path code (b) Preparation of the dispenser nozzle

(c) Application of the optimized bi-pattern (d) Squeeze flow experiment in the HSC

Figure 10.1: Procedure how to apply optimized pattern for the experimental validation.

a box of approximately 4 cm × 4 cm. The degree of compression is chosen as 4 : 1 with
h0 = 1.00mm and hfin = 0.25mm, while the squeeze velocity is w = 0.2mm/s. Each
experiment was repeated three times.

10.1.2 Adhesive Application

The challenge in dispensing the optimized patterns is to apply the very filigree and pointy
shapes as precisely as possible. For the application, the dam & fill method, cf. subsec-
tion 2.2.3, was used because it is quite easy to implement in practice.

First, the contour of the application pattern was defined as an application path by taking
coordinates at regular intervals (using a polygon line), as shown in Figure 10.1 (a). Then,
this path was applied using a dispenser linked to a xyz-Table, shown in Figure 10.1 (b).
Therefore, a highly thixotropic (stable) fluid, i.e. technical Vaseline (dyed blue) was used.
The dispenser’s pressure to apply the dam was set to p = 1.05 bar and a nozzle velocity of
v = 5.0mm/s was used. To obtain an initial pattern height of h0 = 1.0mm, three layers
were applied on top of each other to form the dam, see Figure 10.1 (c).
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10.2 Validation Results

Subsequently, a syringe filled with a low viscous (flowable) fluid, i.e. a silicone oil of the
same type as previously, but with a lower viscosity of η = 10Pa · s (Elbesil B 10.000), was
used to manually fill the dam. Finally, the pattern is positioned and squeezed within the
modified HSC, as shown in Figure 10.1 (d).

10.2 Validation Results

All of the video sequences of the results that will follow are linked in the corresponding
figure captions. They can also be accessed by clicking on this link or by scanning the QR-
Code in the Appendix.

The application of the optimized patterns using the dam & fill method worked with very
good accuracy. Except from the spiky tips, which could not be realised as pointy as in the
simulation, the applied patterns look exactly like themodel optimized them, see Figure 10.2.
However, the L-shape was slightly modified at the inside corner by purpose, to improve
the fluid distribution after the squeeze process in that area, as the algorithm struggled to
minimize spill out at that particular spot.

The corresponding resulting distributions in which the four patterns flow into according
to the simulation and experiment are shown side by side in Figure 10.3. Without further
quantification, it can be seen that the patterns that are squeezed in the HSC match very well
to the squeeze flow simulation as well as to the target bond geometries. Especially the exam-
ple of the square shape demonstrates the benefit of the proposed optimizationmethodology.
The edges are very straight where they should be, however the corners are slightly rounded
where a sharp 90◦ angle was desired.

Same for the L-shape, where themanual modification resulted in an almost perfect inside
corner and thus a very nice agreement with the target bond geometry. To the eye, the heart
shape looks perfect, with no noticeable deviation between the resulting distribution and the
target bond geometry. And even the arbitrary form, with its many features, came out very
good. However, the corners are slightly rounded compared to the pointy edges of the target
shape. These rounded edges are caused by the imperfect application of the spiky tips in the
initial patterns.

10.3 Technical Application Example

This section finishes the chapter with an exciting demonstration example. The chosen ex-
ample involves a CPU on which a square cooling paste pattern is should be applied. One
further requirement is that the application process should be very fast to gain a high number
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10 Experimental Validation of the Optimization Procedure
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Figure 10.2: Four optimized application pattern before squeezing: numerical simulation
result (left), real initial application pattern (right). Note that the inner fluid is
transparent. Watch the full videos here.

98

https://owncloud.fraunhofer.de/index.php/s/54BgINBN85ArOvp


10.3 Technical Application Example
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Figure 10.3: Corresponding resulting distributions after squeezing: numerical simulation
result (left), real resulting fluid distribution (right). Note that the inner fluid is
transparent. Watch the full videos here.
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10 Experimental Validation of the Optimization Procedure

Figure 10.4: Simplification of the optimized star shaped application pattern into a simple
X-pattern for easy cooling paste application on a CPU.

Figure 10.5: Corresponding squeeze flow process of an simplified optimized X-pattern for
a square CPU cooling paste target geometry.

of production cycles. To achieve this, the optimized initial pattern, as obtained in subsec-
tion 9.4.1, serves as a baseline. It is then simplified into two crossing beads to enable an easy
and fast application process, as illustrated in Figure 10.4.

The simplified X-pattern is carefully squeezed until the entire geometry is completely
filled with cooling paste, as depicted in Figure 10.5. It is evident from the figure that the
paste flows into the desired shape with a satisfactory level of precision, despite the fact that

100



10.3 Technical Application Example

the originally optimized star-like pattern has been simplified to a strict X-shape. This ap-
proach, compared to the application of circular drops, significantly reduces the consump-
tion of expensive cooling paste material.

While there are numerous other industrial examples to consider, this simple yet effective
approach, which includes an idealization step, demonstrates the wide applicability of the
developed optimization methodology for industrial routines.
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Part IV

Closing Chapters: Scientific Impact,

Technical Benefit and Final Words

103



11 Summary

This thesis proposed amethodology to optimize the applicationpattern of adhesively bonded
joints, so that the liquid adhesive automatically flows into the desired bond shape during
manufacturing — leaving no spots over- or underfilled, thus the adhesive is used in the
most efficient way. Besides preventing adhesive excess and waste that eliminates the need
for cleaning and reworking steps after joining, this optimization approach ultimately led to
a more ecological and economic adhesive manufacturing processes.

To achieve this goal, an optimization algorithm was developed that iteratively modifies
the shape of adhesive application pattern until it flows into the desired bond shape. Estab-
lishedmethods from topology optimisation for solids were used, re-interpreted, and applied
in the context of fluid mechanics in a new way. At each iteration, the resulting distribution
obtained after squeezing an initial adhesive application pattern is calculated. The resulting
distribution is then compared to the desired adhesive distribution, and the overflown ad-
hesive is traced back to its origin in the initial pattern (using the calculated velocity and
direction). These overflown areas were then removed from the initial pattern and the it-
eration loop continued until the resulting distribution matches the desired bond geometry
within an acceptable tolerance.

This optimization strategy relied on the accurate simulation of squeeze flow processes
for which a special numerical model was chosen. This model was extensively validated in
a comprehensive experimental study in advance, to prove its suitability. By combining the
Hele-Shaw Approach, a method to investigate squeeze flow processes, with Particle Image
Velocimetry, a method to measure fluid flows, it has been demonstrated that the simulation
model is sufficiently accurate and can be implemented to calculate the quantities that were
required by the optimization algorithm. Further, the surface structure has proven to be of
secondary importance and doesn’t need to be considered in the optimization.

The algorithm was applied to optimize a variety of different application patterns. It was
found that the optimized shapes have recurring features such as pointy fingers which reach
to the corners and merge into bays that flow into straight edges. Furthermore, quantities
like the degree of compression, number of cells and considered flow-laws were varied to in-
vestigate their influence on the algorithms results. However, it was found that the algorithm
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11.1 Discussion

is mesh and flow-law independent, which highly improves its applicability and simplicity
for practical use. It is capable to identify optimal patterns for frequently used adhesive layer
thicknesses and degrees of compression.

Finally, the optimized patterns obtained through theoretical analysis were validated in
real-world experiments, that confirmed their ability to flow into the desired shapes. Overall,
this thesis presents an innovative approach to optimize adhesive application patterns. Due
to the performed optimization, the environmentally questionable adhesive waste and costly
post-cleaning work can be eliminated — thus, a more ecological and economical manufac-
turing process is achieved.

11.1 Discussion

The results demonstrate the algorithms capability to optimize adhesive application pattern
so that the fluid flows into any desired bond shape with reasonable accuracy for industrial
applications. The manufacturing of adhesively bonded joints can be improved by a high
degree due to this novel method, e.g. minimizing over- and underfilling and thus highly
increasing the efficient use of adhesive material. This new technique is a great example to
be implemented to utilize modern manufacturing techniques in terms of automated appli-
cation.

11.1.1 Gained Advantages

Besides the main advantage of the presented optimization method, i.e. its capability to opti-
mize adhesive application pattern, the algorithm only needs a very limited amount of input
data to work. This study showed that the only parameters needed to optimize any adhesive
application pattern are:

1. the targeted bond geometry (Mtar) and
2. the degree of compression (h0/hfin).

No information about the fluid behaviour (fluid model) and squeeze velocity (w) are
needed since these factors have almost no influence on the optimization result, cf. sub-
section 9.4.3. The methodology is very simple to work with and no complex experimental
adhesive characterization is needed in advance. An always working guess for the initial pat-
tern is to set it equal to the target bond geometry, as done in every example in this thesis.
However, it is also possible to start with any other guess, provided that this initial pattern, in
the first iteration, will flow beyond the limits of the intended bond geometry after pressing.
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11 Summary

Furthermore, the algorithm has proven to be mesh independent, cf. subsection 9.4.1
and a discretization of about 132×132 cells already gives a good approximation of the fluid
shape. At this resolution, calculation times of a fewhours are needed to optimize one pattern
— which might be improved, but for the sake of this study were fast enough, especially for
an algorithm which iterates over a transient fluid flow simulation.

11.1.2 Current Limitations

In the current form, the optimization quality (in terms of areas remained over- or under-
filled) decreases with pattern that are pressed into a very thin adhesive layer. In detail,
the algorithm struggles to find well suited patterns for degrees of compression higher than
h0/hfin > 10 — which for example are present in hybrid joints [18].

Furthermore, the computation time increases if a high degree of compression is opted
for. This has multiple reasons: firstly, the time steps of the transient squeeze flow simulation
need to be smaller here, because small changes in gap height, result in large changes in the
state variables (pressure, velocity, etc.) which need to converge before the next time step. In
addition, a finer discretization using more fluid cells is needed to adequately approximate
these optimized patterns, since they get very filigree with higher degrees of compression.

Furthermore, the algorithm struggles to get the fluid distribution perfect in inside corners
(see L-shape andU-shape). In contrast to the outer corners, there is always a slight rounding
or fillet at the inner corners after squeezing the optimized fluid pattern. Due to the choice of
a unidirectional algorithm, fluid can only be removed, thus once a cell within the targeted
domain remains unfilled, it cannot be corrected.

11.1.3 Possible Improvements

To overcome these limitations the following improvements and approaches are discussed.
This new optimization technique might be extended to a bi-directional algorithm, where
fluid can not only be removed, but it can also be added if needed. A suitable criterion
would aim to add fluid to the initial pattern in locations which remain unfilled after the
squeeze process — thus following the same logic of the fluid removal, which is performed
for locations which overflow. For mechanical optimization problems, the extension to bi-
directional algorithms (which was done by Querin et al. [74]) was a decisive development
to improve convergence and efficiency.

Apart from making the algorithm bi-directional, the computation time can be further
shortened by implementing a dynamic rejection ratio (RR) and elimination rate (ER). Both,
the RR and ER can be higher at the beginning of the iteration process to quickly find an
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11.1 Discussion

approximate optimized shape. But at the end of the optimization process, they need to be
smaller to prevent fluid from being removed in places where it is actually needed. Such
strategies using dynamic optimization parameters were already successfully implemented
in algorithms for mechanical optimization problems. For example, Lin et al. [55] have
improved the convergence speed by implementing dynamic optimization parameters which
follow a sigmoid function. Last but not least, an improved guess of the initial application
pattern will further decrease the computational time of the developed algorithm.

11.1.4 Experimental Validation

Overall, the experimental validation was a success and proved the validity of the developed
optimization method in the real world. The agreement between simulation and experiment
in terms of the initial and resulting fluid distributionwas very good across all patterns. It was
not trivial how to apply the actual shapes that have resulted from the optimization, because
of their filigree and pointy character. However, using the dam & fill method these patterns
could be applied with reasonable balance of accuracy vs. effort and thus demonstrated one
option on how to implement the technique in adhesive manufacturing industry.

During the experiments, it became evident that particular emphasis should be placed
on the adhesive layer thickness of the initial pattern. If the actual height of the applied fluid
pattern does notmatch to the theoretical initial and target gap size it was optimized for, spill-
out or underfilling will occur. That said, special attention needs to be paid on tolerances. It
seems very challenging, maybe even impracticable, to gain good results with the proposed
optimization method if the tolerances of the substrates or the joining process become too
large. This is the case for very thin, elastic, soft structures with large dimensions, i.e. for
structures with a high ratio of slenderness, e.g. as in the case of bonding rotor blades for
wind turbines.

On the other hand, the proposed optimization method, performs very well at smaller
scales. Using this method, a huge benefit can be gained if a high volume of production is
aimed for. It can also be technically applied in other fields than bonding, e.g. to obtain a
square cooling paste pattern for a CPU, as demonstrated in section 10.3. Furthermore, the
method can be used to inspire the application shape with manual application by hand.
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12 Conclusions

Based on the numerical examples presented in chapter 9 and the experimental validation
performed in chapter 10 the scientific goal of the thesis, which was defined in the Objectives
section as follows:

Scientific goal: Thegoal of this thesis is to develop an optimizationmethod-
ology which finds adhesive application pattern that flow into the desired
bond geometry during the joining process and thus reduce adhesive spill-out
and underfilling.

xxx
xxx
xxxX

has been achieved!
Several different application patterns which should flow into square, L-, U-, rectangular-,

circular-, heart- as well as arbitrary and odd shaped bond geometries were optimized with
the developed algorithm. These examples have shown that the developed algorithm is capa-
ble to find optimal initial application patterns that flow into the desired bond shapes during
the joining process. Combined, these examples should have covered all of the relevant flow
phenomena which can occur during adhesive bonding squeeze flow processes. That said,
the first subgoal

Subgoal #1: The algorithm is supposed to find an optimal application pat-
tern that flows into any desired adhesive layer geometry and thickness.

xxxX
has been accomplished! —At least for practical relevant bond geometries and adhesive layer
thicknesses. However, the target thickness, or degree of compression, was varied with some
examples and it was found that the optimization quality (in terms of areas remained over-
or underfilled) decreases with a higher degree of compression. It should also be mentioned
that there might be a theoretical or academic example for a target bond geometry which the
algorithm might fail to optimize an initial pattern for.
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12.1 Outlook

Furthermore, a convergence study was performed, which proved the algorithm to be
mesh independent. In addition, it was found that the fluid’s viscosity and flow law have
almost no influence on the optimization result. Thus, the only two information needed
for optimization are the desired (targeted) bond geometry and the degree of compression,
which means that the second subgoal

Subgoal #2: Thealgorithm should use aminimal number of input parameters
to ensure a straightforward utilization in practical applications.

xxxX
has been achieved! — Which makes this method very easy to use and implement into the
industrial practice. No complex adhesive characterization is needed in advance. However,
manufacturing tolerances must be considered.

Last but not least, the experimental validation has proven that the optimized adhesive
application pattern can be applied in the real world, e.g. by using the dam & fill method,
and that they actually flow into the desired bond geometries. This means that the third
subgoal

Subgoal #3: The application patterns optimized by the algorithm should be
applicable and producible in reality using common manufacturing methods.

xxxX
has also been reached! — Minimizing obstacles for the implementation into industrial rou-
tines and practices. With some tweaking, common and existing techniques, such as simple
bead application, can be used to apply the optimized adhesive application pattern gained by
the algorithm proposed in this thesis.

12.1 Outlook

In addition to the improvements suggested in subsection 11.1.3, different joining kinematics
may be considered in the future, as perfectly parallel squeeze surfaces are not always the
case in manufacturing. The algorithm could also be constrained to gain patterns that can
be realised with existing application techniques, such as simple adhesive bead application.
An extension to optimize a pattern considering the third, i.e. the height dimension, is also
conceivable. Using highly thixotropic (stable) adhesives, a 3D application pattern could
further prevent trapping air.
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12 Conclusions

Furthermore, the optimization method could be extended to consider non-rigid sub-
strates, as the occurring squeeze forces will deform the parts to be joined to some extent,
and thus influence the gap height. In extreme cases, plastic deformations can occur, e.g. in
automotive manufacturing when bonding thin-walled aluminium body components. Such
elastic, or plastic deformations can be calculated with numerical methods, e.g. FEM and be
implemented within the optimization routine of the optimization algorithm. However, an
iterative procedure will be needed because the forces and additional deformations influence
one another until the gap is closed.
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Appendix

All additional video material provided can be accessed through the link:

https://owncloud.fraunhofer.de/index.php/s/3QtpEDO99pNMSdW

Or by scanning the QR-Code:
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A.1 Square
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Initial pattern, i = 20
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Initial pattern, i = 40
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Figure A.1: Process to find an optimized initial pattern to be squeezed into a square: iter-
ative development of initial pattern (left), resulting distribution (middle) and
difference between resulting and target distribution (right).
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A.2 Rectangle

A.2 Rectangle
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Figure A.2: Process to find an optimized initial pattern to be squeezed into a rectangle: it-
erative development of initial pattern (left), resulting distribution (middle) and
difference between resulting and target distribution (right).
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A Further Optimization Examples

A.3 Open Circle
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Figure A.3: Process to find an optimized initial pattern to be squeezed into an open cir-
cle: iterative development of initial pattern (left), resulting distribution (mid-
dle) and difference between resulting and target distribution (right).

124

https://owncloud.fraunhofer.de/index.php/s/upsjOBGLsnCO6rt
https://owncloud.fraunhofer.de/index.php/s/bzcsxOi519Otm7o
https://owncloud.fraunhofer.de/index.php/s/bzcsxOi519Otm7o
https://owncloud.fraunhofer.de/index.php/s/bgmaYPzw6wmHB0D


A.4 Heart Shape

A.4 Heart Shape
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Figure A.4: Process to find an optimized initial pattern to be squeezed into a heart shape: it-
erative development of initial pattern (left), resulting distribution (middle) and
difference between resulting and target distribution (right).
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A Further Optimization Examples

A.5 Arbitrary Form
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Figure A.5: Process to find an optimized initial pattern to be squeezed into an arbitrary
shape: iterative development of initial pattern (left), resulting distribution
(middle) and difference between resulting and target distribution (right).
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A.6 Odd Shape

A.6 Odd Shape
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Figure A.6: Process to find an optimized initial pattern to be squeezed into an arbitrary
shape: iterative development of initial pattern (left), resulting distribution
(middle) and difference between resulting and target distribution (right).
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