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Abstract

Unsupervised machine learning methods are gaining attention in the seismological community

as more and larger datasets of continuous waveforms are collected, since they tackle the chal-

lenging task of learning without using hand-labelled data. In this thesis, we present some neural

network approaches to the task of unsupervised learning, and apply them to discriminate and

cluster different seismological events, including icequakes and earthquakes. We focus mainly

on contrastive learning, which has recently been showing great success in the field of computer

vision and other domains, and we transfer these methods to the domain of seismology. We

implemented and tested data augmentation strategies for seismological data, and applied the

contrastive learning method SimCLR as well as the deep clustering method DEC. For this pur-

pose, we created and partially labelled different datasets containing various waveforms including

many icequakes detected by an STA/LTA algorithm on continuous waveform recordings from

the geophysical obervatory at Neumayer station, Antarctica. We demonstrate the effectiveness

of our approach using quantitative evaluation on the labelled dataset as well as qualitative

evaluation of the clustering on a larger unlabelled dataset.

Zusammenfassung

Unüberwachte Methoden des maschinellen Lernens gewinnen in der Seismologie zunehmend an

Aufmerksamkeit während immer mehr und größere Datensätze an kontinuierlichen Wellenfor-

men gesammelt werden, da sie die schwierige Aufgabe des Lernens ohne manuell annotierte

Daten bewältigen. In dieser Arbeit stellen wir einige Ansätze mit neuronalen Netzen für die

Aufgabe des unüberwachten Lernens vor und wenden sie an, um verschiedene seismologische

Ereignisse, insbesondere Eisbeben und Erdbeben, zu unterscheiden. Wir konzentrieren uns vor

allem auf das kontrastive Lernen, welches in letzter Zeit große Erfolge auf dem Gebiet der

Bildverarbeitung und in anderen Bereichen erzielt hat, und übertragen diese Methoden auf

den Bereich der Seismologie. Wir haben Strategien zur Datenerweiterung für seismologische

Daten implementiert und getestet und wenden die kontrastive Lernmethode SimCLR sowie

die Deep Clustering Methode DEC an. Zu diesem Zweck haben wir verschiedene Datensätze

mit unterschiedlichen Wellenformen erstellt und teilweise gelabelt, darunter viele Eisbeben,

die von einem STA/LTA-Algorithmus auf kontinuierlichen Wellenformaufzeichnungen des geo-

physikalischen Obervatoriums der Neumayer-Station in der Antarktis erkannt wurden. Wir

demonstrieren die Effektivität unseres Ansatzes anhand einer quantitativen Bewertung des an-

notierten Datensatzes sowie einer qualitativen Bewertung der Cluster-Analyse anhand eines

größeren, nicht annotierte Datensatzes.
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Chapter 1

Introduction

The relatively new field of cryoseismology utilizes icequakes, seismic events which originate in

the ice or at the ice-bed-boundary, to monitor ice sheet dynamics over time (e.g. Podolskiy

and Walter, 2016 and references therein). The geophysical observatory at Neumayer station,

Antarctica (Wesche et al., 2016), has recorded a time series of over 20 years of seismological

data with hundreds of seismic events a day, including numerous icequakes. These seismic events

consist of a wide range of cryogenic events, local, regional and distant earthquakes, and consid-

erable amounts of noise signals of unknown origin including instrumental, human or weather

induced disturbances. Systematic event recognition and classification to create a catalogue of

icequakes at Neumayer station has not been attempted before, although there have been other

studies using various methods at other ice sheets (e.g. Kufner et al., 2021, Barcheck et al.,

2020, Roeoesli et al., 2016, Olinger et al., 2019). Recent studies have shown that the strongly

tidally modulated occurrence of icequakes allows for conclusions on the coupling of ice shelves

to pinning points that hold the smaller East Antarctic ice shelves in place (Pirli et al., 2018).

Specifically, thin ice shelves may only be in contact with pinning points and produce icequakes

during low tides; whereas thick ice shelves will preferably move during high tide, when the

ice shelf is lifted and friction on the pinning point is reduced to allow for motion and related

icequake generation. The 20 year seismological record of Neumayer station provides the chance

to study such kind of ice dynamics of the past two decades, but this requires fast and reliable

automated algorithms. For this purpose, we aim to utilize the power of modern machine learn-

ing algorithms to analyze the dataset efficiently.

In principle, there are two main branches of machine learning applicable to this problem: su-

pervised learning (e.g. Hudson et al., 2019, Hammer et al., 2015) and unsupervised learning

(e.g. Seydoux et al., 2020, Mousavi et al., 2019). For supervised learning, the algorithms rely on

data labelled by human experts to define a discriminator that also works for samples that have

not been annotated by humans or seen by the algorithm. Unsupervised learning is a tool that

is mainly useful for data exploration, where the event types of interest are yet to be identified.

The most relevant method in unsupervised learning is the clustering task, where signals are

automatically grouped into similar classes based on some measure of similarity. In seismology,

there are frequently new data sets to be analysed which stem from a variety of different survey

locations including fault zones, volcanoes or, as in our example, ice masses. For each of these

1



CHAPTER 1. INTRODUCTION 2

data sets, the occuring event types differ and the target events of interest need to be identified

first. Ideally, an algorithm screens a dataset for events and based on the detected events, cre-

ates groups or clusters with similar event types. These can afterwards be further analysed by

humans for e.g. the source mechanism or time evolution. We therefore explore unsupervised

learning methods for icequake detection in this thesis.

In all machine learning methods, features are required to automatically and effectively dis-

criminate different seismic signals. One way of extracting these is using expert knowledge to

hand-craft features that are useful for the task at hand, for example the duration of an event or

the frequency range. However, the features may be biased towards certain event types that the

expert expects, and may not be useful to discriminate other events. To avoid this, another way

of handling the feature extraction is to work with the raw signal directly and use a trainable

neural network (NN) to automatically learn useful features.

In supervised learning, this feature extraction task is automatically learned together with the

classification task. In unsupervised learning, however, training a useful NN feature extractor is

more challenging. The goal is to learn general-purpose features that may be useful for a variety

of different tasks; in our case, we are trying to learn features that are useful for a clustering

task, i.e. we want to separate different groups of events from each other.

Icequakes can have a variety of source mechanisms, resulting in a diverse spectrum of ice-related

events recorded at stations in ice-covered environments (Podolskiy and Walter, 2016, Anandakr-

ishnan and Alley, 1997, Sinadinovski et al., 1999, Wiens et al., 2008, Lough et al., 2015). Some

icequakes are related to tidal mechanisms, when vertical displacement causes bending at the

grounding line (Hammer et al., 2015). Another source mechanism is ice sliding across the bed

rock at pinning points (Pirli et al., 2018). Typically, icequake events that originate from the

same source mechanism tend to be highly correlated and in case of tide induced events even

predictable. The high similarity fuels the hope that unsupervised learning algorithms can be

successfully applied.

Previously, Hammer et al. (2015) proposed using Hidden Markov models to discriminate ice-

quakes from earthquakes in the Neumayer seismological archive. However, the method had a

high computational cost and suffered from low flexibility, which makes it unsuitable to analyse

the lifetime dataset of the Neumayer station or transfer the trained model to different station

settings.

Other studies like Provost et al. (2017) used a random forest classifier to discriminate between

different seismic signals like rockfalls and earthquakes, which similarly could be applied to dis-

criminate icequakes from earthquakes and other signals. They rely on a hand-labelled dataset

to train the classifier. Further, they use a hand-selected feature set (including for example

features like duration, skewness of the signal, frequency range, etc.), thereby relying on expert

knowledge to select suitable discriminatory features.

More recently, Seydoux et al. (2020) used an unsupervised deep learning approach to auto-

matically discriminate seismic signals from noise. They use a clustering approach with neural

networks, in particular wavelet scattering networks, to define the features. Other authors used

Deep Embedded Clustering (DEC) (Xie et al., 2016) to cluster earthquake signals into different

groups, often working with spectrograms as input to the neural networks (Mousavi et al., 2019,

Jenkins et al., 2021). In this approach, an autoencoder is used along with a clustering loss
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that encourages the latent features to be more clustering friendly. Here, the seismograms are

encoded by a neural network into a feature space where the clustering occurs, while another

neural network, the decoder, ensures useful features.

On the other hand, especially in the field of computer vision and image recognition the learning

capabilities of neural networks are advancing fast. In particular, self-supervised methods show

increasingly competitive performance even without using huge labeled datasets. In general,

self-supervised learning methods work by defining an auxiliary task with labels that can be

extracted from the data itself, without relying on manual labels. That is, they use supervised

learning strategies in an unsupervised setting.

One form of self-supervised learning is contrastive learning, which relies on data augmentation

to learn useful data representations. For data augmentation, samples are modified in a prede-

fined manner, e.g. by adding noise or flipping/shifting the sample. It has recently shown great

success with methods like SimCLR (Chen et al., 2020) and MoCo (He et al., 2020), which have

been developed and tested in the field of image recognition, but also applied to other fields like

audio processing (Al-Tahan and Mohsenzadeh, 2021). To the best of our knowledge, it has not

yet been applied to seismology. Data augmentation is standard in computer vision for images,

but requires some novel methods for seismological data. Based on this, contrastive learning

algorithms implement an instance-level discrimination task: the learned representations of two

views (i.e. two augmented versions) of the same sample are trained to be similar, while at the

same time dissimilar to other samples.

In this thesis, we explored two approaches of unsupervised deep learning to the seismological

setting: Firstly, unsupervised clustering with DEC and secondly, unsupervised deep feature

learning and subsequent clustering with SimCLR, which is the main contribution of this thesis.

In particular, we adapt recent advances in self-supervised deep learning to the domain of seis-

mological time series analysis, with the aim of classifying icequake events by applying the con-

trastive feature learning method SimCLR to the seismological dataset from Neumayer Station,

Antarctica. These methods result in learned feature extractors that may be used for different

purposes:

• Clustering, i.e. grouping the data into clusters in order to identify event types of interest

for further analysis

• as a pre-trained model to train a classification model in a semi-supervised fashion in order

to create an event catalogue.

In this thesis, we focus on the first application and apply a clustering method after the feature

learning with SimCLR. Specifically, our main contributions are

• Testing the applicability of contrastive learning strategies in the context of seismology,

• Providing a hand-labelled dataset for evaluation,

• Introducing novel data augmentation strategies in seismology.

The results of this work are presented in this thesis as a monograph. We start by introducing

unsupervised deep learning methods along with the relevant machine learning background in

chapter 2. Afterwards, we explain the data collected at Neumayer station and our pre-processing
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of it in chapter 3. Finally, chapter 4 shows our experiments and chapter 5 contains some

concluding remarks.

The parts of this thesis relating to the application of SimCLR to Neumayer data are also part

of a published article (Kinzel et al., 2024):

Louisa Kinzel, Tanja Fromm, Vera Schlindwein, and Peter Maass. Unsupervised Deep

Feature Learning for Icequake Discrimination at Neumayer Station, Antarctica. Seismo-

logical Research Letters, 95(3): 1834–1848, 01 2024. doi: 10.1785/0220230078.

http://doi.org/10.1785/0220230078


Chapter 2

Unsupervised Deep Learning

Machine learning is often first introduced in the context of supervised learning, where the data

is already grouped into ground truth classes (labelled) by human annotation. In the following,

we motivate the central concepts of deep learning (e.g. loss functions, learning and training)

from a supervised standpoint, but later, these same concepts will also be applied to the un-

supervised setting where the data does not have labels attached to them. The difference lies

mainly in the definition of the loss function, which has to be adapted when we do not have

labels available. Different supervised and unsupervised learning approaches work with different

loss functions, but the general learning framework of defining a loss function and using it to

optimizing the parameters of the neural network stay the same.

Therefore, in order to discuss unsupervised deep learning approaches, we start by introducing

the basic concepts and terminology of machine learning and neural networks in section 2.1. This

chapter is based on the equivalent chapter of my Master’s thesis ”Deep Learning for Picking

Seismic Arrival Times at Neumayer Station, Antarctica” (Granzow, 2020). For background,

we also refer to the textbooks Shalev-Shwartz and Ben-David (2014), Bishop (2006), and Mur-

phy (2012). Afterwards, we will introduce the concept of unsupervised learning, in particular

clustering analysis. Finally, we explain some approaches to the clustering task using neural

networks in section 2.2.

2.1 Background: Machine Learning and Neural Networks

In supervised machine learning, we usually deal with a dataset of observationsX = {x1, . . . , xN} ⊂
X and labels Y = {y1, . . . , yN} ⊂ Y (called the training data), with a vector space X of possible

inputs and a vector space Y of possible outputs. The formal framework of statistical learning

(see for example Shalev-Shwartz and Ben-David, 2014, sec. 2.1) assumes that there is some un-

derlying unknown probability distribution p(x, y) over the product space X ×Y, that describes
the probability of observation-label pairs. The goal is to establish a model f : X → Y that

represents the training data well in some way, i.e. f(xi) ≈ yi. The set of possible models f is

denoted by F , called the hypothesis space. Also consider a loss function ℓ : Y × Y that defines

a similarity measure between a predicted value f(xi) and the true value yi. Then the expected

5
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risk (see e.g. Shalev-Shwartz and Ben-David, 2014, sec 3.2.2, eq. 3.3) is defined as

L(f) = Ep[ℓ(f(x), y)] =

∫︂
X×Y

ℓ(f(x), y)p(x, y) dx dy. (2.1)

In theory, the expected risk is what a model should aim to minimize. But because the assumed

underlying distribution is unknown, we need to consider ways to empirically approximate the

risk. This leads to the definition of the empirical risk (see e.g. Shalev-Shwartz and Ben-David,

2014, sec 3.2.2, eq. 3.4):

L(f) =
1

N

N∑︂
i=1

ℓ(f(xi), yi). (2.2)

If we assume that the training dataset consists of independent and identically distributed (i.i.d.)

samples, then the expectation of the empirical risk is the expected risk.

Statistical learning algorithms thus aim to minimize the empirical risk, by searching for a

minimum within the selected hypothesis space F :

f∗ ∈ argmin
f∈F

L(f) = argmin
f∈F

1

N

N∑︂
i=1

ℓ(f(xi), yi). (2.3)

In the machine learning community, the optimization for a model f ∈ F is referred to as training

the model.

Note that the selection of the hypothesis space F has an important impact on the final model.

The decision of restricting the search to a specific hypothesis space in the first place introduces a

certain bias in the model selection. This may seem like a restriction, but is in fact advantageous

in practice: Selecting a model that is too powerful may lead to over-fitting, meaning that it

may represent the training data well but not generalize to other data. That is why usually,

researchers hold back a proportion of the training data as a validation set in order to make

sure that the trained model generalizes well. The selection of the model class also allows the

researcher to incorporate prior knowledge of the task at hand, for example by using convolutions

for the task of image recognition.

Another way to reduce overfitting is the use of regularization (e.g. Shalev-Shwartz and Ben-

David, 2014, sec. 13), i.e. adding a term to penalize overly complex models to the optimization

objective:

L(f) =
1

N

N∑︂
i=1

ℓ(f(xi), yi) + λ∥f∥2 (2.4)

for some norm ∥·∥.
In the following, we will introduce a possible way of defining the hypothesis class, namely the

neural network (see e.g. Hinton and Salakhutdinov, 2006). It is the fundamental tool of deep

learning and it is what gives the field the name of ”deep” learning, the reason for which will

become clear later. We will restrict ourselves to the case of parameterized models f = fw

with some high-dimensional parameter w, and thus slightly change notation and denote the

empirical risk as L(w), a function depending on the parameter choice w. The loss function for

an individual datapoint ℓ(f(xi), yi) may be denoted as Li(w).

The preferred method to minimize loss functions of this form is stochastic gradient descent or
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mini-batch gradient descent. A standard gradient descent algorithm would at each step update

the weights by taking a step in the negative gradient direction:

w ← w − η∇wL(w) = w − η
1

n

n∑︂
i=1

∇wLi(w), (2.5)

where η is a step size parameter and in machine learning is often called the learning rate.

For large datasets however, it can be very inefficient to compute the full gradient. Stochastic

gradient methods avoid this problem by replacing the gradient with a stochastic approximation:

Consider an unbiased stochastic gradient estimator G(w, ξ) such that ∇wL(w) = E[G(w, ξ)]

where ξ is a random variable with a certain distribution. Stochastic gradient methods would

require the following assumptions (see e.g. Ghadimi and Lan, 2013):

• It is possible to generate i.i.d. samples of the random variable ξ.

• At every iteration t we can generate a sample of the stochastic gradient G(wt, ξt) such

that ∇wL(wt) = E[G(wt, ξt)].

• The variance of the stochastic estimator is uniformly bounded, i.e. for any t,

E[∥G(wt, ξt)−∇wJ(w)∥2] ≤ σ2 (2.6)

The stochastic gradient method then updates the parameter at each step according to

wt+1 = wt − ηtG(wt, ξt) (2.7)

with a step size ηt. The step size is often chosen to be constant ηt ≡ η. Under the above

assumptions, the convergence properties of stochastic gradient methods have been studied in

the literature, see e.g. Ghadimi and Lan (2013).

In particular, for the problem at hand the gradient of the loss function is in the form of an

average over all datapoints

∇wL(w) =
1

n

n∑︂
i=1

∇wLi(w) (2.8)

so that the gradient may be approximated by a randomly selected single datapoint loss∇wLi(w)

where

E[∇wLi(w)] = ∇wL(w). (2.9)

The weights are then updated based on this estimate:

w ← w − η∇wLi(w). (2.10)

A compromise between computing the full gradient and using a single example is mini-batch

gradient descent (which is, in fact, usually used in practice). Here, a small subset (mini-batch)

of the training examples is used instead of just one single example, giving the unbiased estimate

∇wL(w) ≈
1

M

∑︂
i∈S

∇wLi(w) (2.11)
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with a randomly selected index set S of size M . This method is more expensive in each step,

but usually leads to smoother and faster convergence. The collection of steps until all samples

were used for the optimization step once is called an epoch.

In practice, it is common to use more sophisticated versions of stochastic gradient methods like

Adam (Kingma and Ba, 2015) or RMSProp (Hinton and Tieleman, 2012). These use an adap-

tive learning rate and momentum, where not only the current gradient, but also the gradients

of previous steps are used.

2.1.1 Neural Networks

We will now consider the case where the input and output spaces of the model are the real

numbers X = Rd and Y = Rk. A neural network (NN, e.g. Hinton and Salakhutdinov, 2006,

LeCun et al. (2015)) is a special type of model (i.e. function) fw : Rd → Rk, namely a

composition of relatively simple functions:

fw = f1 ◦ · · · ◦ fn. (2.12)

Each fi is called a layer. The superscript w indicates that the function is parameterized by

some parameters w. This specific form of model, where the function is made up of a composi-

tion of simpler functions, is what gives the field of deep learning its name: the more layers, the

”deeper” the model. In the case of multiple layers, we speak of a deep neural network and deep

learning.

We start by describing the simplest version of a neural network, namely the feed-forward fully

connected neural network (if there are at least two layers, we also speak of a multi-layer percep-

tron, MLP). Figure 2.1 illustrates such a network (this form of visualization is usually referred

to as the computational graph). The nodes in the graph are sometimes called neurons, inspired

by the similarities to a biological neural network.

input
layer

hidden
layer

output
layer

Figure 2.1: Example of a fully connected two-layer feed-forward neural network with 4 hidden

nodes

In the case of fully connected (or dense) layers, the functions fi : Rn1 → Rn2 are of the form

fi(x) = g(Wix+ bi), (2.13)
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where Wi ∈ Rn2×n1 is called the weight matrix and bi ∈ Rn2 is the bias vector. These are

the trainable parameters (sometimes referred to simply as weights) of the network and for

notational convenience, they are often collected in a single parameter w. The function g is

called activation function or simply activation and plays the very important role of introducing

nonlinearity: Without it, the whole network would collapse into a single linear function. It is a

nonlinear scalar function g : R→ R, applied to the vector Wix+ bi component-wise. Common

examples include the Rectified Linear Unit (ReLU) activation (Glorot et al., 2011)

g(z) = max(0, z), (2.14)

the sigmoid (or logistic) function

g(z) =
1

1 + e−z
, (2.15)

and the hyperbolic tangent g(z) = tanh(z), as depicted in Figure 2.2. For a more comprehensive

overview, we refer to e.g. Goodfellow et al. (2016).

(a) ReLU g(z) = max(0, z) (b) logistic function g(z) = 1
1+e−z

(c) hyperbolic tangent g(z) = tanh(z)

Figure 2.2: Examples of activation functions

The number of hidden layers in a neural network as well as the number of nodes in each

layer is a design choice and affects the representative power of the neural network. In general,

larger networks might be preferable because they can represent complicated functions more

accurately. In fact, it is known that under mild assumptions on the activation function, any

continuous function on a compact subset of Rn can be approximated arbitrarily well by a feed-

forward neural network with a single hidden layer if there are just enough neurons in that layer.

This result is known as the universal approximation theorem (Cybenko, 1989, Hornik, 1991).

Unfortunately, the result is not very practical. In machine learning, we do not actually know

the true function we are trying to approximate, but instead we only have samples of it and

want to learn the parameters to approximate it. While the theorem ensures the existence of

good parameters, it does not say anything about the learnability of them. Furthermore, the

number of hidden neurons N would have to be very large. That is why in practice, one often

uses deeper networks (i.e. more hidden layers) and more complicated layers. It can be desirable

to keep the number of layers and weights small in order to keep the network simple and prevent

over-fitting to the training examples.
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Loss Functions

Depending on the task the neural network is used for, the output layer is processed accordingly.

The two most common uses include classification and regression, but in the case of deep clus-

tering or contrastive learning, many different kinds of loss functions may be used.

For example in the case of classification, the last layer would have as many nodes as there

are classes and the network would be trained so that the one with the largest value ’wins’, i.e.

the example is classified as that class. One common way to achieve this is the softmax cross

entropy classifier. In this case, the output, which is some real vector z = fw(x), is turned into

a probability distribution (that is, a vector with values between 0 and 1 that sum up to 1) by

applying the softmax function h : Rk → Rk where

hj(z) =
ezj∑︁
k e

zk
. (2.16)

Each entry can then be interpreted as the probability that the example belongs to that class.

In the case of classification, the label is the desired output distribution: The probability of the

correct class should be 1, while all other probabilities should be 0. Therefore, we can now apply

the cross-entropy loss. The cross-entropy between a true distribution p(x) and an estimated

distribution q(x) is defined as

H(p, q) := −
∑︂
x

p(x) log q(x). (2.17)

In this case, we are comparing the true distribution

p(x) = [0, . . . , 0, 1, 0, . . . , 0] (2.18)

with the output of our neural network

q(x) =
1∑︁
k e

zk
[ez1 , . . . , ezc ]. (2.19)

The loss for the i-th training example would thus be

Li(w) = − log

(︃
ezyi∑︁
k e

zk

)︃
, (2.20)

where yi is the true label for that example.

The total loss for this classifier is then the average over the individual data point losses, and

it is dependent on all weights of the network, which we shall denote w:

L(w) =
1

n

n∑︂
i=1

Li(w). (2.21)

Another common task in machine learning is the regression task, i.e. the prediction of a

target value. In this case the output layer would be a single number z = fw(x) and the network

would be optimized with a similarity measure in R. The most common loss function is the
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quadratic loss:

Li(w) = (f(xi)− yi)
2. (2.22)

Another possible choice is the absolute value loss:

Li(w) = |f(xi)− yi|. (2.23)

A combination of the two is the huber loss (Huber, 1964), which is a quadratic loss for small

values and a linear loss for larger values:

Li(w) =

⎧⎨⎩ 1
2 (f(xi)− yi)

2 for |f(xi)− yi| ≤ δ

δ|f(xi)− yi| − 1
2δ

2 for |f(xi)− yi| > δ
. (2.24)

We will discuss more loss functions for the case of unsupervised deep learning later in section

2.2.

Training a Neural Network: Backpropagation

When training the neural network one needs an efficient way to compute the gradient of the

loss function L of the output with respect to the weights. This is done with the backpropaga-

tion algorithm (see e.g. Goodfellow et al., 2016), which is essentially applying the chain rule

backwards through the network. The idea can be illustrated as follows:

x
∂L
∂x = ∂L

∂z
∂z
∂x

y

∂L
∂y

=
∂L
∂z

∂z
∂y

z

∂L
∂z

This diagram shows a single neuron in the network. For each layer, we can compute the local

gradient of the output of the node with respect to the inputs in advance; in the example above,

we have the output z and inputs x and y with local gradients ∂z
∂x and ∂z

∂y . Now when computing

the gradients of the output L, we start from the very last node in the network, where the

gradient is trivially ∂L
∂L = 1. Going backwards through the network, we encounter situations

like the one illustrated above: From the left, we have the incoming gradient ∂L
∂z of L with

respect to z. By the chain rule, the gradients ∂L
∂x and ∂L

∂y can be computed by multiplying with

the local gradient:
∂L

∂x
=

∂L

∂z

∂z

∂x
,

∂L

∂y
=

∂L

∂z

∂z

∂y
. (2.25)

We can apply this process to each layer in the network, until all gradients are computed.
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2.1.2 Convolutional Neural Networks

Convolutional neural networks (CNNs, LeCun et al., 2015) are extremely widely used in deep

learning applications. They are most popular for their use in image recognition, but have also

been applied to one dimensional time series data such as the seismic records studied in this

thesis. Their strength lies in the fact that they are able detect local structures in the data by

using rather small, local filters.

One typical way to design convolutional neural networks is to start with a series of convolu-

tional layers, combined with pooling layers and regularization layers, followed by a series of

fully connected layers. In this standard architecture, the first (convolutional) part serves as a

feature extractor, while the second (fully connected) part serves as a regressor or classificator,

depending on the task at hand.

Convolutional Layers

Convolutional neural networks use an operation known as discrete convolution. It is derived

from the usual (continuous) convolution that is defined for function x,w : R→ R:

(x ∗ w)(t) :=
∫︂ ∞

−∞
x(τ)w(t− τ)dτ. (2.26)

Note that the convolution is commutative, i.e. x ∗ w = w ∗ x. In the context of convolutional

neural networks however, it is common to view the first argument as the layer input while the

second one is the kernel or filter that is to be learned by the network. The result is called

feature map.

When working with data on a computer, the data will usually be discrete instead of continuous,

e.g. in form of vectors or matrices. In that case, x and w are defined on the integers Z and the

integral is reduced to a sum, defining the discrete convolution:

(x ∗ w)(t) :=
∞∑︂

a=−∞
x(a)w(t− a). (2.27)

In practice, the input x and kernel w have only finite support, so that the infinite sum is actually

a finite one. In neural networks it is also common to choose the support of the kernel to be

much smaller than the input. This allows the network to learn local structures in the data.

We are also often dealing with two dimensional input data X defined on Z×Z, so that we also

define a two dimensional kernel W and the discrete convolution becomes

(X ∗W )(t, s) =
∑︂
a

∑︂
b

X(a, b)W (t− a, s− b). (2.28)

This may also be generalized to even higher dimensions.

Additionally, one might also deal with data that has multiple channels, e.g. RGB channels for

coloured images or different spatial components of seismograms. In those cases, the kernel is

adapted accordingly to include the channel dimension without convolving over that dimension.

It is common for convolutional layers to have multiple kernels in order to learn different features
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in the input.

Another change that researchers make to the basic form of convolution in practice is to change

the stride. Intuitively, convolution can be imagined as ”sliding” the kernel over the input, and

computing the sum of the element-wise product at each step. The stride determines how the

filter slides over the input: A stride of 1 means that the filter is moved one pixel at time as it

was defined above, whereas a stride of 2 means two pixels at a time and so on.

A convolutional layer thus has three important hyper-parameters: The number of kernels, the

size of the kernels and the stride. Another design choice when applying a convolutional layer

is how to treat the boundaries: it is common to pad the boundary of the input to this layer

with zeros to control the size of the layer output. Another possibility is to only include those

convolutions where the filter and the input overlap completely (valid padding).

Pooling Layers

Pooling layers are commonly used in conjunction with convolutional layers to reduce the spatial

dimension of the feature maps. The depth dimension remains untouched. To reduce the input

by a factor of e.g. 2, one would apply a filter of size two with a stride of 2 and only retain the

maximum (or average) activation of each window. When using the maximum operation, this

layer is known as a max pooling layer, and when using the averaging operation, the layer would

be called average pooling.

Regularization Layers

It is common to apply some special kind of layers which act as a regularization within a neural

network in order to prevent the model from overfitting and to improve the learning behaviour.

The most common examples include dropout (Srivastava et al., 2014) and batch normalization

(Ioffe and Szegedy, 2015).

When using dropout, at each training step a neuron is either kept with probability p or dropped

with probability 1− p, meaning it is set to zero for that step, effectively reducing the network

to a smaller one. After the step, the neuron is set back to its original value. This is usually

only done during training time, while at test time, the full network is used.

Batch normalization has empirically proven to be an effective technique to improve the learning

speed and stability of a neural network in practice. Batch normalization is a step that normalizes

the input to each layer. Ideally, this normalization would be done by the mean and variance of

the entire training set; However when using stochastic mini-batch optimization techniques, it

is more practical to use the mini-batch mean and variance. This kind of layer thus learns the

normalization parameters with each training step.

2.2 Unsupervised Deep Learning

Unsupervised machine learning generally refers to machine learning settings where the data does

not come with labels as would be the case in supervised learning. This is for example the case

when we have a dataset of unknown images, or a long time series of not-yet analysed seismogram

recordings. The goal of unsupervised machine learning algorithms is to find hidden patterns
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in the data, usually for an exploratory analysis of the dataset. One of the most important

types of unsupervised learning is cluster analysis, where we aim to split the given dataset into

groups of similar instances such that the instances in each group are similar to each other,

and at the same time not (as) similar to instances in other groups. This task is particularly

challenging in the case of high dimensional data like images and seismograms, since the semantic

relationship between different instances is very difficult to determine based solely on the values

of individual pixels or seismogram samples. This is why in high dimensional spaces, machine

learning algorithms generally work on some sort of feature vector derived from the instance (this

is true both in unsupervised and in supervised learning). There are two approaches two derive

this feature vector: Manually, for example by extracting spectral information, color information,

shape information, or the like; or automatically using a neural network. The machine learning

algorithm (in this case, clustering algorithm) is then applied on these features.

In the following sections, we will first describe the clustering task in general, and specifically the

k-means clustering algorithm, which is the algorithm we used in our experiments. Afterwards,

we will introduce some deep learning approaches to learn features in an unsupervised manner,

in order to generate the features needed for a clustering analysis.

2.2.1 Clustering Analysis

To describe the clustering task more precisely mathematically, consider a dataset Z = {z1, . . . , zN}.
Then the clustering task is to partition the dataset into k clusters S1, . . . , Sk. That is, Si are

nonempty subsets of Z such that each element in Z is in exactly one of the subsets Si, or

equivalently, S1, . . . , Sk ⊂ Z such that:

Si ̸= ∅ (Si are nonempty) (2.29)

Si ∩ Sj = ∅ for all i ̸= j (Si are pairwise disjoint) (2.30)

k⋃︂
i=1

Si = Z (Si cover the whole dataset). (2.31)

To achieve this partitioning, there exists a multitude of clustering algorithms. For a com-

prehensive survey, see e.g. Xu and Tian (2015), Ezugwu et al. (2022). They can be broadly

classified into different categories:

• centroid-based clustering. These rely on a pre-defined number of cluster centroids as

a kind of prototype for each cluster, which are generally iteratively refined by minimiz-

ing a certain loss function. They include for example the popular k-means algorithm

(Lloyd, 1982) and Gaussian Mixture Models (GMM) with Expectation-Maximisation

(EM) (Dempster et al., 1977), as well as variants of these.

• density-based clustering. These works with the assumption that clusters are collections

of objects that occupy dense regions in the data space, separated by regions of smaller

density. They includes for example DBSCAN (Ester et al., 1996) and OPTICS (Ankerst

et al., 1999).

• hierarchical clustering. These build a hierarchical structure of nested clusters, ranging
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from a single cluster containing the whole dataset to as many clusters as there are objects

in the dataset. They start either from the single cluster which is successively split into

separate clusters (divisive clustering, DIANA (Sarle et al., 1991)), or from many single-

object clusters which are successively merged into larger clusters (agglomerative clustering,

e.g. Ward-method (Ward, 1963), single linkage, complete linkage).

Our experiments are all based on the k-means algorithm, which we will describe in some

more detail now.

The k-means Algorithm

k-means clustering (Lloyd, 1982) aims to partition the dataset Z = {z1, . . . , zN} into k clusters

S1, . . . , Sk, each with a cluster centroid µj , such that the sum of squared distances to the cluster

centroids is minimal. Here, the distance is measured by the euclidian distance. k-means thus

aims to find

argmin
S1,...,Sk

k∑︂
j=1

∑︂
z∈Sj

∥z − µj∥22. (2.32)

The centroid is defined as the mean of the datapoints in its cluster:

µj =
1

|Sj |
∑︂
z∈Sj

z, (2.33)

where |Sj | is the number of datapoints in Sj .

Algorithmically, this is achieved by first randomly initializing the cluster centroids (e.g. by

choosing samples of the dataset {zi} as initial centroids) and then iterating two steps:

1. assign each sample to the closest centroid,

2. recompute centroids as the mean of samples in its cluster.

The iteration continues until assignments do not change anymore. Note that the algorithm

does not guarantee an optimal solution, and depends heavily on the initial choice of centroids.

There are many different variants of the algorithm, for example k-median clustering (where

the median is used instead of the mean) or fuzzy C-means clustering, where each datapoint is

allowed a ”fuzzy” probability of belonging to each cluster (soft clustering) instead of assigning

each datapoint to a single centroid. An improvement over k-means clustering is the k-means++

algorithm, which is an algorithm for choosing the initial centroids in a more sophisticated way.

High Dimensional Clustering

In a clustering analysis, the goal is to split a dataset into groups of similar instances based

on some measure of similarity. When applied to a dataset containing images or, in our case,

seismograms, the groups should be split based on some semantic meaning. Here, it is not im-

mediately clear on what basis the algorithm should split the data into. Consider, for example, a

dataset of images containing pictures of cats and dogs. Some of the cats and dogs are standing

up, some are lying down, of some we only see the face, some are outside and some are on a bed,

they have different fur colours and pattern, and so on. In this instance, if a human is asked to
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split the dataset into two groups, the most natural way would probably be to separate it into

1. pictures of cats and 2. pictures of dogs. But who said that we wouldn’t want to split the

dataset in different ways: inside vs. outside pictures, light vs. dark fur, standing up animals

vs. lying down animals, or whatever other categories we might think up?

This is the challenge in developing automated clustering algorithms for high-dimensional data

like images. In natural clustering, we make the assumption that different instances can be nat-

urally associated with some categories (like, for examples, cats and dogs). We imagine some

representation space where the different categories occupy different regions of the space, and

closeness in representation space corresponds to semantic similarity of the associated instance.

That is, the categories form clusters where the similarity, or closeness, within each category

is higher than the similarity between different clusters. Further, when two such clusters or

categories are close together in this representation space, the categories are similar in meaning

(think, for example, the cluster of cat images and the cluster of dog images, lying close together

when embedded within a larger dataset containing further images of horses, birds, and pen-

guins).

Since classical clustering algorithms do not work well in ”pixel space” (i.e. directly on the

image or seismogram), it is helpful to extract features from the objects in question before ap-

plying the clustering algorithm. One possibility is manual feature extraction, where we extract

information like spectral content, color (for images) or envelope shape (for seismograms) and

apply the clustering algorithm on these features. Another possibility is using neural networks

for feature extraction. The latter is what we want to explore further in the remaining sections,

and we describe two general neural network approaches for learning features from unlabelled

data.

Learning Features with Neural Networks: supervised vs. unsupervised learning

Traditionally, deep learning was considered to work best in a supervised setting. That is,

the deep learning algorithm is provided with a dataset that consists of data samples X =

{x1, . . . , xN} along with the corresponding labels Y = {y1, . . . , yN}. Generally, the perfor-

mance of supervised learning models increases with the size of the dataset. That means that

in this supervised deep learning setting, we have a need for large labelled datasets. However,

labelling a large dataset is not an easy task for multiple reasons. Firstly, the process of labelling

a large dataset is quite time-consuming and therefore expensive. Secondly, the person labelling

the data is introducing a personal bias into the data, since it is not always straightforward to

assign a label to a specific data sample: see, for example, our examples of weird seismic events

(or non-events) in the data section, Figure 3.3.

We frequently use the example of computer vision and/or image analysis in this thesis, since

it is a field where many new deep learning methods are developed and tested. Here, again, in

computer vision we have the ”luxury” of having access to multiple large labelled benchmark

datasets, like for example the popular Imagenet Jia Deng et al. (2009), on which many new

algorithms are tested first. In seismology, the community has started to establish such bench-

mark datasets especially for the task of phase picking (see e.g. Münchmeyer et al., 2022). For

the task set in this thesis (i.e. the detection of icequakes in continuous seismological records)

however, no such benchmark datasets are established.
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Therefore, if we want to tackle the problem of icequake detection with deep learning, there

are two main options: Either the creation of a large labelled dataset by hand and subsequent

application of supervised learning strategies, or the use of unsupervised deep learning methods.

In recent years, unsupervised deep learning methods have been developed that show quite re-

markable success and they have experienced rising popularity ever since. There are different

approaches to unsupervised deep learning, and we have explored two specific ones in this work:

Deep Embedded Clustering (Xie et al., 2016) as a representative of deep clustering methods and

SimCLR as a representative of contrastive learning methods. Deep clustering focuses on utiliz-

ing deep neural networks for the task of clustering high dimensional data, and employ different

strategies to learn features that are suitable for the clustering task. Contrastive learning on the

other hand focuses on learning good general-purpose features in an unsupervised manner, i.e.

without using human-annotated data. It is not specific to the clustering task, but clustering is

one possible way to use the learned features.

One challenge all of these unsupervised deep learning strategies have to deal with is the problem

of collapsing representations, which happens when we try to use neural networks in a too naive

way. For example in clustering, we may try to minimize the distance of data samples within

each cluster; but when bringing a learnable neural network as a feature extractor into the equa-

tion, a trivial solution might be to map all samples to the same value. Then the condition is

satisfied trivially, but the learned neural network is not useful at all. Therefore, care always has

to be taken to avoid such a collapse of representations, and different algorithms use different

strategies which we will discuss below.

2.2.2 Deep Embedded Clustering

The first unsupervised deep learning method we explore is called Unsupervised Deep Embedding

for Clustering Analysis (DEC, Xie et al., 2016), and slight variations of the original method.

It starts from using a so-called autoencoder to encode the datapoints into a feature vector.

These features are further trained using a cluster-refining loss which encourages the feature

representation to exhibit a strong cluster structure, i.e. short distances within clusters, and

large distances between clusters. This strategy has inspired several follow-up works (e.g. Guo

et al. (2017), Guo et al. (2018)), which improve on this original idea.

Autoencoders

An autoencoder (Hinton and Salakhutdinov, 2006) is a special type of neural network architec-

ture which consists of two parts: the encoder and the decoder. The encoder acts on the data and

transforms it into a feature vector (somtimes called latent space). The decoder acts on these

feature vectors and transforms them back into the data space. This neural network structure

is then trained to reconstruct any given input sample, for example using a squared-error loss.

Figure 2.3 shows visual representation of an autoencoder neural network.

More formally, the encoder is a neural network fθ : X → Z that maps from data space X to

a latent space Z, and the decoder is a neural network gϕ : Z → X that maps from latent space

Z to data space X . In practice, both data space and latent space are usually vectors of real

numbers, the latent space being smaller than the data space: X = RN , Z = RM with M < N .
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Figure 2.3: A visual representation of an autoencoder neural network

The autoencoder is often trained with a squared error loss. Using the notation from before,

we collect all weights in a common vector w = (θ, ϕ) and denote the dataset as xi, . . . xn ∈ X .
An individual data example is xi = (x1

i , . . . x
N
i ), and its reconstruction is yi = gϕ(fθ(xi)) =

(y1i , . . . y
N
i ). The loss of this data example xi is the squared distance between xi and yi:

Li(w) =

N∑︂
k=1

(xk
i − yki )

2, (2.34)

and the total loss again is taken over all data examples:

L(w) =
1

n

n∑︂
i=1

Li(w). (2.35)

We also use convolutional layers in autoencoder neural network architectures (convolutional

autoencoder). Here, in the decoder we use so-called transposed convolutional layers, which

allow the upsampling of a smaller feature map to a larger feature map. For more details, we

refer to e.g. Dumoulin and Visin (2016).

Cluster Refinement Loss

Now DEC (Xie et al., 2016) is based on an autoencoder, and adds in a cluster assignment

hardening loss, which encourages the latent space to be cluster-friendly by fine-tuning the

cluster assignments.

The training starts with a pre-training of the autoencoder using the usual methods, before

adding in the DEC loss. After pre-training, we are given embeddings zi of datapoints xi (i.e.

zi = fθ(xi)). Using k-means in latent space, we initialize the centroids µj ∈ Z. Now we improve

this clustering by iterating two steps:

• compute a soft assignment between the embedded data points and the centroids
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• update the parameters of the encoder fθ and the cluster centroids by learning from high-

confidence assignments.

For the first step, to compute the soft assignment we measure the similarity between embedded

points zi = fθ(xi) and centroids µj using a t-distribution with degrees of freedom α:

qij =

(︂
1 +

∥zi−µj∥2

α

)︂−α+1
2

∑︁
j′

(︂
1 +

∥zi−µj′∥2

α

)︂−α+1
2

. (2.36)

Here, we interpret qij as the soft cluster assignment, i.e. it is the probability of assigning sample

i to cluster j.

For the second step, we aim to refine the clusters by learning from high confidence assignmets

with the help of an auxiliary target distribution. This is done by minimizing the Kullback-

Leibler divergence, a common measure for the similarity of two probability distributions, be-

tween the soft assignments and the target distribution (which is still to be defined):

L = KL(P ||Q) =
∑︂
i,j

qij log
pij
qij

. (2.37)

The target distribution is chosen in a way that achieves the following three objectives:

1. strengthen predictions

2. put more emphasis on high confidence points

3. normalize the loss distribution of each centroid (to deal with imbalanced clusters, for

example one very large cluster)

For DEC, the authors chose the following target distribution:

pij =
q2ij/fj∑︁
j′ q

2
ij/fj′

, (2.38)

where fj =
∑︁

i qij are the soft cluster frequencies. Here, raising the soft cluster assignment

probabilities qij to the second power corresponds to point 2, putting more emphasis on high

confidence points. Normalizing by frequency of each cluster corresponds to point 3.

The training is then done by optimizing the neural network as normal, by computing the

gradient of the KL-divergence loss with respect to zi and µj and using mini-batch gradient

descent and backpropagation to pass the gradients with respect to zi to the encoder parameters

θ.

For our experimental details and results on this method, see section 4.2.

2.2.3 Contrastive Learning

Now, we turn to our second kind of unsupervised deep learning methods, contrastive learn-

ing. The field of so-called ”self-supervised” learning has quickly been gaining popularity in

the last couple of years. In self-supervised learning, we use methods from supervised learning,
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but without using actual human-annotated labels. The ”labels” used are instead pseudolabels

generated from the input data itself. A special case of self-supervised learning is contrastive

learning. SimCLR Chen et al. (2020) is a ”Simple framework for Contrastive Learning of

Representations” and was a very impactful work in the field of contrastive learning, by pro-

viding a simple formulation for the contrastive learning task, and extensive numerical studies

showing the impressive results. Many subsequent developments in contrastive learning build

on it.

Broadly speaking, contrastive learning methods work by contrasting similar data samples to

dissimilar ones. We speak of positive pairs for similar samples and negative pairs for dissimilar

samples. Mathematically, in contrastive learning we need for each data point x a probability

distribution to sample a positive paired data point x+ ∼ p+(·|x) and a probability distribution

to sample a negative paired data point x− ∼ p−(·|x). Often in contrastive learning, we use

data augmentation, i.e. slight perturbations of an input image or seismogram, to create the

similar samples. The objective of contrastive learning, achieved by defining the loss function

accordingly, then is to train the representation of similar samples to be close in feature space

and the representation of dissimilar samples to be far apart in feature space.

Different contrastive learning approaches differ in their way of defining the positive and negative

probability distributions, the computation of the representation (i.e. the neural network archi-

tecture), and the specific loss function used to achieve the contrasting objective. The SimCLR

framework is one approach, but there are others including MoCo (Momentum Contrast, He

et al. (2020)) and BYOL (Bootstrap Your Own Latent, Grill et al. (2020)). In the following,

we will describe a general contrastive learning framework following the description of Le-Khac

et al. (2020), before detailing some of the specific approaches.

The data samples x, i.e. input images or seismograms, live in some input space X . Sometimes

it is helpful to think of the input sample and contrasting sample in terms of query and key

respectively, similar to how it was described in He et al. (2020) and formalized in (Le-Khac

et al., 2020, definition 1):

Definition 1. A query q and key k are specific views of input samples.

Here, the term view refers to augmented versions. The query is a view that we are comparing

to the keys. If a key is similar to the query, the pair (q, k) is considered a positive pair, and

if the key is dissimilar to the query, the pair (q, k) is considered a negative pair. The notion

of similarity and dissimilarity is formalized by a similarity distribution (Le-Khac et al., 2020,

definition 2):

Definition 2. The similarity distribution is a joint distribution over pairs of input samples

p+(q, k+). A pair of query q and key k+ is called a positive pair if it is sampled from this

distribution.

The notion of dissimilarity, i.e. when to consider a pair of query and key a negative pair,

depends on the specific approach. Sometimes, a pair of query and key (q, k−) is sampled explic-

itly from a dissimilarity distribution p−(q, k−), and in other cases the dissimilarity distribution

is not explicit but the pair (q, k−) is considered negative if it is not sampled from the similarity

distribution.
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Another integral part of a contrastive learning method is the model. It transforms the input

samples into the feature space (Le-Khac et al., 2020, definition 4):

Definition 3. The encoder is a transformation fθ with parameters θ that maps input samples

x ∈ X to its features h the feature space H:

fθ : X → H. (2.39)

That is, the features are computed as h = fθ(x).

The features are then further embedded in a projection space by the projection head (Le-

Khac et al., 2020, definition 5):

Definition 4. The projection head is a transformation gϕ with parameters ϕ that maps the

features h ∈ H into a projection space Z;

gϕ : H → Z. (2.40)

That is, the projections are computed as z = gϕ(h).

The projection head is only used in the training procedure, but is not needed to compute

the features. This is done because contrastive learning was observed to work better this way:

the loss is not applied directly on the feature space, but on the projection instead.

In order to train the encoder and projection head, we make use of some contrastive loss (Le-Khac

et al., 2020, definition 6):

Definition 5. The contrastive loss is a loss function that operates on the projections z and is

designed in such a way that the projections of similar pairs (z, z+) are encouraged to be close

and the projections of dissimilar pairs (z, z−) are encouraged to be dissimilar.

Note that the contrastive learning framework is generally independent of the type of simi-

larity distribution, and could therefore also be applied in a supervised setting (e.g. Khosla et al.

(2020)): In this case, two input samples could be considered similar if they belong to the same

ground-truth class, and dissimilar if they belong to different classes. The goal in contrastive

learning is that positive pairs are semantically similar, i.e. they represent the same idea, but

not similar in input space, in order to let the model learn semantic information. This could be

achieved using human-annotated labels, but can also be achieved through other means like data

augmentation. While the human-annotating approach is easy and effective, it also suffers from

the problems we described before (i.e. it is expensive, it introduces bias). The unsupervised

approach using data augmentation on the other hand can make use of huge unlabelled datasets

without the need for labelling efforts, but more thought has to be put into how to achieve the

desired queries and keys with similar semantic meaning but different input data.

Contrastive loss functions

Here, we will describe some of the loss functions used in different contrastive learning approaches

(see e.g. Le-Khac et al., 2020 for an overview). Generally, contrastive loss functions consist
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of two parts: A scoring function which measures the agreement between the query and key,

and the actual loss function that encourages closeness for similar samples (i.e. maximize the

agreement), and the opposite (minimize the agreement) for dissimilar samples.

Generally, the scoring function may be based on one of two measures of agreement: distance

or similarity. Consider two embedded vectors q and k (Note that we use the notation q and k

for the query and key both in input space and in embedded space).

The distance can be measured simply by a metric in the embedding space, for example the

euclidian (L2-) distance

dist(q, k) = ∥q − k∥2 (2.41)

or the L1-distance:

dist(q, k) = ∥q − k∥1. (2.42)

The similarity on the other hand can be measured by the dot product:

sim(q, k) = qT k. (2.43)

The dot product however is unbounded and dependent on the length of both vectors, so that

if this similarity was used directly, when training the embedded vectors q and k could be

made arbitrarily small or large to minimize or maximize the agreement. What is used instead

therefore is the cosine similarity, which normalized the two vectors before computing the dot

product:

sim(q, k) =
qT k

∥q∥∥k∥
. (2.44)

This similarity is bounded between -1 and 1 and is 0 if and only if the two vectors are orthogonal.

Now there are several possible loss functions based on these scoring functions. Firstly, so-

called energy-based margin losses are based on the distance scoring function. The first time

a contrastive loss function was used, it was based on so-called energy-based models (Cun and

Huang, 2005) and introduced by Chopra et al. (2005) (later also in Hadsell et al. (2006)). It

takes as input a pair of query q and key k, and if it is a negative pair, it only contributes to

the loss function if their distance is within some margin m:

L(q, k) =

⎧⎨⎩dist(q, k)2 if (q, k) is a positive pair

max(0,m− dist(q, k)2) if (q, k) is a negative pair
. (2.45)

This loss function results in minimizing the distance between positive pairs, while maximizing

the distance between negative pairs if the key is within some radius of the query. The total loss

function is then taken as the sum over all such pairs (q, k).

On the other hand, the so-called triplet-loss (Schultz and Joachims, 2004, Weinberger et al.,

2006) acts not on a pair of query and key, but instead on a triplet of query q, positive key k+

and negative key k−:

L(q, k+, k−) = max(0,dist(q, k+)2 − dist(q, k−)2 +m). (2.46)
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Here, again, the distance between the query and the positive key is minimized, while the

distance between the query and negative key is maximized, and loss only acts on triplets that

fall below a certain threshold (margin) m. Again, the total loss is computed over all such

triplets (q, k+, k−), which are drawn from the input in some way yet to be specified.

In both of these cases, the choice of how to draw these query-key pairs or query-positive key-

negative key triplets is important and quite difficult. The difficult task here is to find pairs that

are similar enough such that they provide a useful learning signal. Such ”mining techniques”

are an integral part of the methods using these loss functions, and if they are not successful,

lead to slow convergence of the models.

On the other hand, there are probabilistic loss functions based on noise-contrastive estimation

(NCE, Gutmann and Hyvärinen (2010)) that work with the similarity-based scoring functions.

These can be motivated from the softmax classification function and include for example the

normalized temperature scaled cross entropy loss (NT-Xent) loss which is used for example in

SimCLR. This loss acts on a given query q, a positive key k+, and a set of keys K which contains

k+ and consists of negative keys otherwise:

L(q,K) = − log
exp(sim(q, k+)/τ)∑︁
k∈K exp(sim(q, k)/τ)

, (2.47)

where τ is a temperature parameter.

In the following, we will describe a couple of specific contrastive learning methods, namely

SimCLR (which we will use for our experiments), Momentum Contrast (MoCo, He et al.,

2020), and Bootstrap your own latent (BYOL, Grill et al., 2020).

SimCLR: A Simple framework for Contrastive Learning of Representations

The SimCLR framework Chen et al. (2020) is one of the most popular contrastive learning

approaches. We will describe this framework in detail as we used it for our experiments. It

consists of the following main components (referring to the general framework defined above):

• data augmentation. SimCLR samples positive and negative pairs by using data aug-

mentation as follows. Let xi ∈ X ⊂ X be a data sample. Then

x̃i = T (xi) (2.48)

is a view (augmented version) of xi. Here, T is the operator to perform the augmen-

tation (which may consist of different transformations like distortion and adding noise).

In SimCLR, the augmentation is always performed twice to get independently sampled

augmented versions of the same data point xi, i.e. x̃i and x̂i (query and key). That

means in this case, the query and key are sampled from the same distribution. Two such

augmented samples are considered a positive pair if they originate from the same sample,

and a negative pair otherwise.

• encoder network, or backbone fθ. This is the neural network that maps the input

samples xi to a feature space H:
fθ : X → H. (2.49)
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The parameters of the neural network are called θ. The features of each data sample are

computed by this neural network:

hi = fθ(x̃i). (2.50)

These features are what we ultimately use as the data representation. The network fθ is

usually chosen to be a convolutional neural network (CNN).

• projection head g. The projection head further maps the features (representations) to

another space, the projection space Z:

gϕ : H → Z. (2.51)

The projection head’s parameters are called ϕ. For each feature, we compute the projec-

tions:

zi = gϕ(hi). (2.52)

In SimCLR, the projection head is chosen to be a one hidden layer MLP.

For training, we sample a minibatch of N input samples, then apply the data augmentation

operator twice on each input sample, to get two different views of each sample. We then have

a batch of 2N views of input samples which we denote as {x1, . . . , x2N}. A pair of samples

is considered a positive pair if it originated from the same input sample and is considered a

negative pair otherwise. Here, negative pairs are not sampled explicitly, but instead all other

samples in the batch are treated as negative samples. Note that this means there might be other

input samples in the batch that are, in fact, semantically similar to the query, but are then

wrongly discouraged from having similar representations. SimCLR relies on the assumption

that most other input samples in the batch belong to a different class.

From the input views, we use the encoder and projection head to compute the embedded

vectors {z1, . . . , z2N}. On these we compute the loss, which is chosen as the the normalized

temperature-scaled cross entropy loss (NT-Xent) as introduced before (equation (2.47)):

Lij = − log
exp(sim(zi, zj)/τ)∑︁2N
k=1 exp(sim(zi, zk)/τ)

. (2.53)

with the temperature τ and the cosine similarity:

sim(zi, zj) =
zTi zj
∥zi∥∥zj∥

. (2.54)

The final loss is the sum of all Lij over all positive pairs (in both directions, i.e. both (i, j) and

(j, i)).

For our experimental details and results on this methods, see section 4.3.

Momentum Contrast for Unsupervised Visual Representation Learning (MoCo)

Another contrastive learning framework is called Momentum Contrast (MoCo) (He et al.,

2020). It is quite similar to the SimCLR framework, but differs in some crucial points.
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in MoCo, the query xq is again sampled from the input data and its embedding is computed

through a query encoder network fq. The keys are computed through a separate encoder

network, which is not, like the query encoder network, updated by gradient descent updates,

but is instead a momentum-updated version of the query encoder network. The key dictionary

is also implemted as a queue, such that the framework reuses keys from previous batches. This

allows the dictionary to be much larger than the mini-batch size while keeping the computation

managable. Positive and negative pairs are again obtained from a data augmentation pipeline,

where two different random views of the same sample are computed through data augmentation,

and two views are considered a positive pair if they originate from the same sample.

To be more precise, consider a query sample xq, of which we compute an embedding with the

query encoder network: zq = fq(x
q). This is contrasted with the key dictionary zk1 , . . . , z

k
K .

The key dictionary is computed through the key encoder network fk, which is the result of a

momentum-update of the query encoder fq:

θk ← mθk + (1−m)θq, (2.55)

where θk and θq are the parameters of the key and query encoder networks, respectively, and

m is the momentum update parameter. In experiments, it was determined that a rather large

m (i.e. m ≈ 0.999, resulting in a slowly changing key encoder) is the most beneficial. During

training, for each minibatch we compute the corresponding keys with the current key encoder

network. Note that therefore the key dictionary consists of keys which were computed with

previous, now outdated key encoders. In each iteration, the oldest batch of keys in the dictionary

is discarded.

The loss function used is the NT-Xent with dot product similarity:

L = − log
exp((zq)T zk+/τ)∑︁K
i=1 exp((z

q)T zki /τ)
(2.56)

with temperature τ , the embeddings of query zq and positive key zk+ and dictionary of keys

zk1 , . . . , z
k
K .

Bootstrap your own latent (BYOL)

Bootstrap your own latent (BYOL) (Grill et al., 2020) is a special case of contrastive learning

in that it does not use negative samples, but instead only contrasts the query with positive

keys. This is surprising, since intuitively, we could assume this leads to a collapsed solution,

where all inputs are mapped to the same value, which is not useful at all.

In BYOL, the general problem is described as follows. The idea that positive pairs should have

a similar representation is a prediction problem in the sense that one side of a positive pairs

should be able to be predicted by the other side. This, however, leads to collapse, as a constant

mapping fully satisfies this prediction problem, since the constant values are trivially predictive

of one another. The contrastive learning approaches we have discussed so far address this by

instead considering a discrimination problem: We have a query with positive and negative keys,

and from the query, they learn to discriminate between the positive and negative keys.

In BYOL, the collapsing solution problem is addressed in a different way. While the query is
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encoded as before with a so-called online network (which is updated as usual with stochastic

gradient descent), the corresponding positive key is encoded by a so-called target network. The

first idea would be to keep this target network fixed but randomly initialized, such that the

online network learns to predict the target representation of it’s own positive pair. Indeed they

show that this already leads to a successfully learnable framework, which performs better than

a randomly initialized framework. However they achieve a much better performance when the

target network is a slowly updated version of the online network (similar to MoCo). Intuitively,

this is a process of predicting the target encoding with the online encoding, and then iterating

this procedure, essentially bootstrapping its own latent representations by using an old version

of the online network as target representation.

To formally describe the framework, consider an input sample x ∈ X . From it we produce two

different independent augmented views x̃ and x̂. The online network consists of an encoder

fθ, a projector gθ, and additionally a predictor qθ. For ease of notation, we denote here the

parameters of all components of the online network as θ, but each component uses its own

subset of the parameters. For the target network, the same architecture is used, but with

different parameters ξ, with the exception of the predictor, which is only present in the online

network. The target network parameters ξ are updated as a momentum update of the online

parameters θ:

ξ ← mξ + (1−m)θ. (2.57)

From the two augmented views x̃ and x̂, we get the encoded projections by applying the encoder

and projector in sequence, from the online network and target networks respectively:

z̃ = gθ(fθ(x̃))

ẑ = gξ(fξ(x̂)).

On only the online projection z̃, we additionally apply the predictor qθ to get the prediction

ỹ = qθ(z̃) (which should predict ẑ).

Both the prediction and target projection are ℓ2-normalized before applying the mean squared

error as the loss function:

Lθ,ξ = ∥ ỹ

∥ỹ∥2
− ẑ

∥ẑ∥2
∥22 = 2− 2

⟨ỹ, ẑ⟩
∥ỹ∥2∥ẑ∥2

. (2.58)

Finally, the loss is symmetrized by following the same procedure with x̃ and x̂ switched (i.e.

with x̂ as the online prediction, and x̃ as the target) to get L′
θ,ξ, and adding the two components:

L = Lθ,ξ + L′
θ,ξ. (2.59)

Then at each training step, the loss L is used for a stochastic gradient descent update to

the online parameters θ, and the target parameters ξ are updated via the momentum update

(equation 2.57).



CHAPTER 2. UNSUPERVISED DEEP LEARNING 27

2.3 Data Augmentation for Seismological Data

Data augmentation is an integral part of most contrastive learning methods, but is also heavily

used in many other neural network applications. Since the application of such methods to

seismological data is still new, no standard repertoire of data augmentation strategies exists.

For this thesis, we developed and implemented 4 data augmentation strategies, which we will

explain in the following sections.

In general, data augmentation on time series data (like seismic data) has to be done carefully,

because, compared to images, it is not as easy to decide visually whether a given augmentation

leaves the class label untouched. For example, an important characteristic of seismic data is

its frequency content, but this is not readily determined by looking at the waveform with the

human eye.

2.3.1 Additive Gaussian Noise

Here, we simply add Gaussian noise of a certain variance σ2, i.e. N (0, σ2) distributed noise, to

each data point in a seismogram (Figure 2.4).

Formally, we obtain a noise sample xnoise by sampling xnoise
i ∼ N (0, σ). The new sample is

then defined as

x̃ = x+ xnoise. (2.60)

Figure 2.4: Example of Gaussian Noise: random noise is added to the seismogram.

2.3.2 Amplitude Stretching

Here, we augment the data by changing the amplitude (Figure 2.5). We manipulate the am-

plitude pointwise, but in contrast to the Gaussian Noise, the amount of stretching varies not

randomly, but smoothly across the seismogram. Following the idea of Um et al. (2017), this

is implemented as a pointwise multiplication with a discretized cubic spline varying around 1,

which warrants a smooth variation of the stretching factor across the seismogram.

To be more precise, we sample s ∈ Rd that is a discrete version of a curve which varies around 1.

This will be achieved as follows. We sample a set {S1, . . . , Sk} of k support points evenly spaced

across the length of the sample from a normal distribution centered at 1, i.e. Si ∼ N (1, ρ2).
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Then we interpolate these using a cubic spline to get a continuous function varying around 1.

Subsequently, we discretize this function by sampling s = [s1, . . . , sd] evenly spaced at each of

the d sampling points and pointwisely multiply the data by this:

x̃ = x ∗ s = [x1s1, . . . , xdsd]. (2.61)

We use the same stretch factor across all three channels of each seismogram.

Figure 2.5: Example of Amplitude Stretching: The amplitude of the data is manipulated.

Note how the amplitude stretching varies over time with stretching between seconds 2-3, and

compression between seconds 5-8.

2.3.3 Time Stretching

Here, we manipulate the data examples in time by doing a global dilation by a factor. The

factor is drawn from a uniform distribution between 1 − η and 1 + η. Figure 2.6 shows the

effect: The original and stretched seismograms match at 5 s in the center of the waveform. For

a stretching factor of 1.1 for example, the sample at 4 s would be moved to 3.9 s, the sample

at 3 s to 2.8 s, the sample at 6 s to 6.1 s and so on, stretching all times by 10% relative to the

central sample at 5 s.

More formally, this is achieved as follows. Since the original time series x = [x1, . . . , xd] is

sampled at evenly spaced time steps, the values for the time steps may be chosen arbitrarily;

for simplicity and to keep close to the implementation, we will use the indices, but starting

at 0, i.e. t1 = 0, . . . , td = d − 1. Then we sample a stretching factor uniformly at random

α ∼ U(1− η, 1 + η) from an interval around 1. We define new time steps as

t̃1 = d
α

2
, t̃n = d− d

α

2
= d

(︂
1− α

2

)︂
(2.62)

and t̃2, . . . , t̃n−1 evenly spaced in between. Then we compute samples x̃i by interpolating at

these new time steps. When compressing the data, we are left with the problem of handling the

boundary. Ideally, this could be solved by getting the actual data from the time series, since

we do have access to that; however, since that is more complicated to implement, we compute

the boundary by simply reflecting the data.
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Figure 2.6: Example of Time Stretching: The data is stretched in time uniformly, keeping the

middle point fixed.

2.3.4 Time Warping

Instead of time-stretching the seismogram uniformly, we also use a time-varying factor similar

to the amplitude stretching strategy, which we call time warping (Figure 2.7). This results in

time-compressing the signal in some areas, while time-stretching it in others.

Similar to Time Stretch, we achieve this by interpolating the time series x = [x1, . . . , xd] with

time steps t1 = 0, . . . , td = d − 1 at new time steps. The new time steps are computed by

generating a curve s = [s1, . . . , sd] varying around 1 in the same manner as for Amplitude

Stretch (i.e. computing a discretized cubic spline, with the interpolation points drawn from

a N (1, ξ2) distribution). Then we compute the cumulative sum of s and in order to avoid

extrapolating, constrain the result to be between t1 = 0 and td = d − 1, which can be easily

achieved by rescaling. These are then the new time steps at which to interpolate x̃.

Figure 2.7: Example of Time Warping: Time Warp: The data is stretched/compressed variably

over time. Note the time compression around second 0-6, then time stretching around seconds

7-10.
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2.4 Evaluation Strategies

The question of how to evaluate the introduced machine learning methods is crucial. For this

purpose, we created the labelled datasets NICE-eval-3 and NICE-eval-6, and compare the au-

tomatically computed clusters to the ground-truth labels. We keep the weights of the encoder

fixed and compute the features for the dataset (hi from equation (2.50)).

Firstly, we run a clustering algorithm (k-means) on the features with the number of clusters

equal to the number of ground truth classes. We then evaluate the resulting clusters by com-

paring them to the ground truth classes in the following ways:

Clustering Accuracy

To compute the clustering accuracy, we simply compute what percentage of data examples are

classified correctly (accuracy). Since in principle, the clusters may be arbitrarily assigned to

ground-truth classes, we find the matching that yields the highest accuracy value. This can be

efficiently achieved using the Hungarian matching algorithm Kuhn (1955).

Normalized Mutual Information

Normalized mutual information (NMI, Strehl and Ghosh, 2003) is a common measure for eval-

uating clustering performance. Mutual information is a concept from information theory which

measures the amount of statistical dependence of two random variables. Normalized mutual

information is scaled to lie between 0 (no mutual information) and 1 (perfect matching). This

is another common metric for evaluation of clusterings when the ground-truth is available.

Additionally, we found that looking at a clustering with more classes gives some valuable insight

(see Results section 4.3.2), which is why we introduce another metric that is based on another

clustering with the k-means algorithm, but allowing for double the number of clusters.

Double Homogeneity

The homogeneity score (Rosenberg and Hirschberg, 2007) measures whether the clustering as-

signs only data points of a single ground truth class to each cluster, i.e. allowing one ground

truth class to be split into mutiple clusteres. The score is computed via the conditional entropy

of the ground truth class distribution given the proposed clustering. If each cluster contains

data points of only a single ground truth class, the conditional entropy is 0 and the homogeneity

score is 1. If on the other hand the ground-truth class distribution within each cluster matches

the overall ground-truth class distribution, the homogeneity score is 0.

For the evaluation strategies, we use implementations from scikit-learn (Pedregosa et al., 2011).
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Qualitative Evaluation Using Visual Tools

Furthermore, to make the evaluation more comprehensive, we include an evaluation on the

unlabelled dataset NICE-application. The use of the labelled dataset has the advantage that

quantitative measures can be computed. However, there are also some concerns using the la-

belled data for evaluation. Firstly, the labelled dataset is rather small and the manual labels

(especially within the icequake class) may not be perfect. Secondly, the labelled dataset was ob-

tained using a less sensitive STA/LTA trigger, so that it contains fewer hard-to-classify events.

In general, it is difficult to devise useful performance metrics without using labels. Most evalu-

ation scores like e.g. the silhouette score measure the amount of similarity within each cluster

and between different clusters, where similarities within the clusters should be high and simi-

larities between different clusters should be low. In our case, however, the features space itself

is what is to be evaluated, so that it is not immediately clear whether similarity in this feature

space is a useful tool.

Therefore, we also follow a qualitative approach, and evaluate the clustering of the unlabelled

dataset based on

• the visual distribution of events in feature space and

• the events in each cluster.

To evaluate the visual distribution of events in feature space, it is common in the unsupervised

deep learning literature to use t-distributed stochastic neighbour embedding (t-SNE, Van Der

Maaten and Hinton, 2008). t-SNE produces a two- or three-dimensional embedding of a higher

dimensional space (in our case, feature space), which can then be easily visualized on paper

or on a screen (see e.g. Figure 2.8). Intuitively, it works by computing an embedding that

most accurately matches the pairwise distances between data points. We can visualize this

embedding as a two-dimensional scatter plot where each event is represented by a single point.

We use the implementation from scikit-learn Pedregosa et al. (2011) with default parameters.

Further, to directly associate the scatter plot with the events in each cluster, we decided to

develop a tool to augment this usual visualization of clusters. In addition to checking the

visual separation of clusters, we can directly associate each point in the scatter plot to its

corresponding waveform by hovering the mouse over it and showing the waveform in a separate

plot. Figure 2.8 shows two screenshots of the visualization tool.
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Figure 2.8: Screenshots of the visualization tool.



Chapter 3

Data

The geophysical observatory at Neumayer Station III maintains, among other scientific in-

struments, three permanent seismological stations in Antarctica, which have been record-

ing continously for over 20 years (Wesche et al., 2016). The data is available at http:

//doi.org/10.14470/NJ617293, and we use parts of this data for our experiments. In this

chapter, we first describe the seismological observatory at Neumayer station, and then show

our steps of preprocessing the data before applying the machine learning algorithms.

3.1 The seismological network at Neumayer station

The permanently maintained seismological stations at Neumayer Station III are called VNA1,

VNA2 and VNA3 and yield continuous seismic records with 50Hz sampling frequency (Fromm

et al., 2018). The surroundings of the network and the three stations are depicted in Figure

3.1, along with Neumayer station itself.

Over the lifetime of the observatory the sensors were updated, and in the following we describe

the current setup which has been active since 2010. The sensors for all stations VNA1, VNA2

and VNA3 are three-component Guralp CMG-3ESP broadband seismometers with a flat re-

sponse between 120 s and 50Hz. The continuous data streams are digitized by a Q330 data

logger at a sampling rate of 50Hz, made available in real time, and archived for future use.

The sensor for VNA1 is located in a firn cave whose depth increases yearly due to snow accumu-

lation, and is today about 13m deep. The firn cave is located about 1.5 km south of Neumayer

station on the Ekström Ice Shelf.

VNA2 is a located on the ice rise Halvfarryggen (colloquially called ”Watzmann”) about 50km

south-east of Neumayer station. In addition, it is the central sensor of a seismological array

with an aperture of 1.8 km which consists of 3 concentric rings of vertical short-period Mark L4

seismometers.

VNA3 is located around 90km south-west of Neumayer on the ice rise Sörasen (colloquially

called ”Olymp”).

For this thesis, we focused on the data from the station VNA2. This is because surrounding

array may be useful for future studies by providing more information on events like azimuth

and slowness and therefore enable locating the event origin. So far, however, our methods only
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use single station recordings. The data is in counts, and is proportional to ground velocity.

As a first preprocessing step, all data was filtered by a 3-8Hz Butterworth bandpass filter. This

is a common processing step in seismology and years of experience have shown that this is the

frequency band best showing icequake events in the Neumayer data.

Figure 3.1: The seismic network around Neumayer station, Antarctica. Note in particular the

location of VNA2, which is the station that provides the data used in this study.

Figure 3.2 shows some sections of the time series at different time scales: a whole month as

a helicorder plot (Figure 3.2a), and a five-minute excerpt (Figure 3.2b). Fig. 3.2a shows the

tidal influence on icequakes: the diagonal bands of high amplitude indicate increased icequake

activity caused by tides. Fig. 3.2b shows individual seismic signals of interest. The recordings

include many icequakes, but also earthquakes and so-called spikes, which are non-seismic signals

that can be caused by electronic disturbances or recentering of the sensor. We are interested in

the numerous icequakes. There are different types of icequakes with highly similar waveform

appearances for each group. Therefore, we have two goals: The primary goal is to separate

icequakes from other event types; and the secondary goal is to cluster the icequake signals into

groups of the same type.
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(a) (b)

Figure 3.2: Example seismograms of station VNA2 at different time scales filtered with a 3-

8Hz bandpass filter. (a) is a helicorder seismogram for the month of January 2019. Note

the increased icequake activity clustered in diagonal bands, indicating a tidal cyclicity of ice-

quake signals. (b) shows a 5 minute long excerpt of the three-components seismogram showing

indvidual icequakes of interest.

3.2 Datasets pre-selected with STA/LTA

To reduce the amount of pure noise data examples, we pre-selected events by an STA/LTA

trigger. Starting from the continuous data stream filtered by a 3-8Hz Butterworth filter, by

visual inspection, we decided on an STA length of 2 seconds, and an LTA length of 10 seconds.

After running the STA/LTA trigger, we gain a dataset of short seismograms by cutting out

10 s long slices of the time series starting 4 s before the trigger. These length parameters were

also chosen by manual inspection, and are chosen such that all relevant icequakes are contained

within the slices.

We experimented with different trigger thresholds, and found that it was more beneficial to train

the feature extractor on a less sensitive trigger (i.e. more clear events, higher threshold), while

it is still possible to subsequently transform and cluster with a more sensitive trigger. Based

on this experience, we extracted different datasets corresponding to different trigger thresholds.

We call our datasets the Neumayer ICE (NICE) datasets, and Table 3.1 shows an overview.

The training dataset is called NICE-train and contains data from the years 2011-2019 with a

high trigger threshold of 4 to produce a data set of clear, high-quality but unlabelled data for

training.

Further, for the subsequent clustering we use data from 2019 and a lower threshold of 3 to

include weak events. This dataset we call NICE-application.

Finally, for evaluation of the performance of the clustering, we manually produce a labelled

dataset with clear events exceeding a detection threshold of 4.5. These were hand labelled in

two different ways: Firstly, NICE-eval-3 with three classes: earthquake, spike, icequake. Sec-

ondly NICE-eval-6, where the icequakes are further divided into 4 different types of icequake
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we call A, B, C and D (Figure 3.3a-d), resulting in 6 classes (earthquake, spike, A, B, C, D).

Most prominent is a type of icequake that we call type ’A’ (298 events, Figure 3.3a) with a clear

surface wave train (Rayleigh waves) following a weak P phase arrival. Event types ’B’, ’C’ and

’D’ have less clearly defined phase types with varying degrees of impulsiveness. Type ’B’ (24

events, Figure 3.3b) is characterized by a strong first arrival on the east component followed

by an approximately linearly decreasing envelope. Type ’C’ (120 events, Figure 3.3c) has a less

impulsive first arrival, and the envelope is first increasing and then decreasing for roughly the

same amount of time. Type ’D’ (96 events, Figure 3.3d) has a very impulsive arrival on the

north component, followed by a more smooth waveform appearance on the east component. We

also labeled 128 spikes, which appear as extremely short, sharp events on the filtered seismo-

gram. In addition, the STA/LTA trigger also detected 105 events that are difficult to classify

even for human experts. Some examples are shown in Figure 3.3e-g, and they were excluded

from the dataset.

Table 3.1: Overview of the different Neumayer ICE (NICE) datasets.

Name
STA/LTA
thresh.

# of
examples

year labels

NICE-train 4 100838 2011-2019 no
NICE-application 3 72036 2019 no

NICE-eval-3 4.5 878 2019 EQ, Spike, Icequake
NICE-eval-6 4.5 878 2019 EQ, Spike, A, B, C, D
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(a) (b)

(c) (d)

(e) (f) (g)

Figure 3.3: Some examples of events in the datasets. (a)-(d) are prototypes of the icequake

classes of interest, types A, B, C and D respectively, as described. (e)-(g) are examples of more

difficult events, which cannot be labeled by human experts, but need to be handled by the

algorithm.



Chapter 4

Experiments

4.1 Explanation of the History of my Work

To understand the experiments section in my work, it will be helpful to first explain the timeline

of the work.

In the beginning, the objectives and main emphasis of the project were not yet clearly set, so

that the first task was to find and explore possibly suitable methods to analyze the dataset

at hand. The original premise was a dataset of about 20 years of seismological recordings

from the three permanent stations VNA1-3, which includes numerous icequakes that have not

been analyzed so far, with the goal of creating a consistent icequake catalogue for this dataset.

However, the working group at AWI also continuously collects additional seismological data in

past, current and possible future temporary projects at various locations, including icequake

studies around Neumayer, but also potentially Ocean-Bottom-Seismometers (OBS) or studies

at volcanic sites. New seismological data is continuously being collected by seismologists at

AWI but also around the world. Some ideas for analyzing such datasets include active learning,

bayesian deep learning, transfer learning, unsupervised learning (either with or without neural

networks) and random forest apprpdfoaches with manual feature extraction. Some of these

ideas have been explored to varying degrees in the literature, but the task of applying machine

learning approaches to seismological data is still very much in an “experimental phase”. Many

new methods are tried and put on the market, but there exist no clear best practices and not

even consistent benchmark datasets have been established.

In our specific case, we had to decide between focusing on the original task of creating an ice-

quake catalogue for the historical Neumayer dataset from the permanent stations, or whether

to also take into account the numerous project datasets with different kinds of seismological

signals.

After some experimentation and discussion, we came to the conclusion that one of two possi-

bilities would be worth pursuing:

• For the task of creating an icequake catalogue for the historical Neumayer dataset, it

would be best to implement an active learning or transfer learning approach, which are

deep learning techniques that are specifically designed to deal with a small amount of

labels in large amounts of data. Here we would need to put some work into manually

38
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labeling at least a small amount of the seismological data in order to train the machine

learning algorithms.

• When taking the diverse project data into account, it would be quite appealing to develop

an algorithm that works in a fully unsupervised fashion. This is the somewhat more am-

bitious route, where no data is manually labelled and the algorithm should automatically

find and group different types of icequakes in the data. It is usually intended as a first

data exploration step.

After some more consideration and discussion, we decided to experiment with the fully unsu-

pervised approach. The main reason was the prospect of a fully automated icequake-catalogue-

algorithm for newly collected datasets, which may be used and re-used for any projects in the

future.

Of the available unsupervised learning methods, we further decided to go for the option of

unsupervised deep learning as opposed to working with more traditional methods on manual

features, for two reasons:

• The field of unsupervised deep learning is a quite active field in the machine learning

community with many new methods being developed, many of which have not yet been

applied to the domain of seismology. This was an opportunity to close that gap.

• Manual features have the potential of introducing bias since the features are already

designed by the expert with the expected classes in mind.

Of the available unsupervised deep learning approaches, we first focused on the deep clustering

method DEC, which was one of the most influential deep clustering methods in recent years.

After a couple of months of testing this method, trying different sub-datasets and trying to

tune the optimal parameters, we were not quite satisfied with the results. Also so far, we had

been evaluating the clustering results in absence of a labelled dataset only by visually checking

examples in the clusters for similarity. This led us to the realization that it would be essential

to make some effort of manually labelling a certain amount of data, in order to be able to

objectively evaluate any method by testing it on this dataset. For this purpose, we spend some

weeks manually checking the dataset for icequakes and labeling a small amount of these for

the creation of the labelled dataset. In this course we decided to focus our efforts on one of

the stations, VNA2, to evaluate the methods. VNA2 was selected because of the surrounding

seismic array which could potentially be used for further analysis and evaluation of the results.

Further, for the purpose of evaluating the methods not only on the labelled dataset but also

on the larger amount of unlabeled data, we developed the visualization tool (see section 2.4),

which allowed us to directly visualize the events in each cluster.

After the work of manual labelling and evaluation considerations, since the results so far from

the deep clustering method DEC had not been satisfactory, we decided to focus on a different

new unsupervised deep learning method: contrastive learning. This was a very new tool being

developed primarily in the field of computer vision, and it showed remarkable results, so that

we decided it was worth trying to transfer these results to the domain of seismology. For this

purpose, it was first necessary to develop data augmentation strategies for seismology, which is

an integral part of contrastive learning methods, but also quite useful for other deep learning
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applications.

After developing and implementing these augmentation strategies, we applied mainly the con-

trastive learning approach SimCLR, and did extensive tests on the labeled dataset as well as

the larger unlabeled dataset using different evaluation strategies, in order to get the best results

from this method.

With this historic evolution of the project in mind, below we first describe our results from

the DEC experiments, which are not very expansive since they were abandoned after they

were deemed not satisfactory enough. Note that also we show our results on the newly de-

fined datasets, which were only computed after we decided to not pursue this approach further.

Afterwards, we explain our experiments with SimCLR. In the discussion afterwards, we will

address the possibilities of further experiments to extend this work, specifically further experi-

ments for the DEC method which would be needed for a fair comparison of the two approaches

we pursued.

4.2 DEC on Neumayer Data

For completeness, we show here the results of Deep Embedded Clustering on data from Neu-

mayer station. We show results on the datasets we described in chapter 3. Note that the

experiments were originally done on different, not so curated, datasets. Therefore, the decision

to abandon this line of work was not based on these results specifically, but on other results.

Also, the results may well be improved with more careful parameter tuning.

For our DEC experiments, we used an autoencoder based on a simple one-dimensional con-

volutional neural network architecture based on an architecture that was previously used in

seismological deep learning models Ross et al. (2018). The detailed architecture is shown in

Table 4.1.

Table 4.1: Model architecture of the convolutional autoencoder used for DEC experiments,

adapted from Ross et al. (2018). Here, we use a convolutional autoencoder with two fully

connected layers. After each convolutional layer, we apply batch normalization. The latent

space is the output of layer 4, and the output of layer 5 has the same size as the input to layer

4 (i.e., it is the same architecture in reverse).

layer type # channels filter size stride

1 Conv 32 21 2

2 Conv 64 15 2

3 Conv 128 11 5

4 linear 50

5 linear (valid)

6 TransConv 64 11 5

7 TransConv 128 15 2

8 TransConv 3 21 2

We trained two DEC models: One on NICE-application (unlabelled data from 2019), and
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one on NICE-eval (hand-labelled dataset with data from 2019). We start by showing the

results on the labeled dataset NICE-eval, then show the results for the unlabeled dataset NICE-

application.

4.2.1 Performance on Labeled Dataset

For the DEC model on the labeled dataset, we pre-trained the Autoencoder on the NICE-

application dataset, and then ran the DEC training on the NICE-eval dataset. We used 6

classes, the same number of classes as we manually identified.

Figure 4.1 shows a two-dimensional t-SNE visualization of the features of the dataset NICE-

eval-6. The different clusters are very sharply separated, since DEC specifically trains the

features to behave that way. However, only one cluster corresponds with the manual labels:

The earthquakes are mostly well-separated from the rest of the classes. The spikes and the

different types of icequakes, however, are not separated into clusters by this method, which is

part of the reason why we stopped working on this method.

(a) (b)

Figure 4.1: A two dimensional visualization of the features of the dataset NICE-eval-6 with

(a) six classes manually labelled and (b) clustering produced by DEC with six classes. The

embedding is produced with t-SNE.

4.2.2 Unsupervised Clustering Evaluation

For the DEC model on the unlabeled dataset, we used the NICE-application dataset for both

the pre-training of the autoencoder, and for the subsequent DEC training. Here we use 15

classes, which is slightly more than the number of event classes we would expect in this dataset.

In our SimCLR experiments (which we will describe shortly), we included more comprehensive

testing to determine the optimal number of clusters. For this recomputation of our DEC results,

we decided to simply use the same number of clusters as we determined there.

We plot histograms of event occurrence over time for the month of March 2019 (Figure 4.2a) and

the last couple of days of March 2019 (Figure 4.2b) together with the tide (CATS2008 model,

Howard et al., 2019) and wind speed (ERA5-Land dataset, Muñoz-Sabater, 2019). Furthermore,

we plot a t-SNE representation of a subset of the features with colors indicating the cluster

(Figure 4.2c).

The results again show well separated clusters (Figure 4.2c), since DEC specifically trains the

features to behave that way. This, however, does not say anything about the quality of these
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clusters. Therefore, we look to the time distribution of events in each cluster (Figures 4.2b and

4.2b). Here, we can see that different clusters show clearly different behaviour. Specifically,

clusters 1, 2, 10, 11, and 14 show bursts of activity around March 9 and March 14-15, coinciding

with prominent storms during this time. All other clusters seem to show some tidally controlled

patters, which indicates that they likely contain some icequakes. We see these same patterns

in the results of our SimCLR model, and will go into some more detail in the corresponding

section below.

(a) (b)

(c)

Figure 4.2: Histograms of event times and tide for (a) the month of March 2019 and (b) the

days March 25-30. Note the differences in time distributions of the different classes. Also note

the peak in activity of certain classes during falling tide. (c): A t-SNE visualization of (a subset

of) the features of NICE-eval-unlabelled. Colors indicate the predicted cluster.

In Figure 4.3, we further plot a t-SNE representation of the features of the labelled dataset

under the DEC model trained on the unlabelled dataset. We see that again, the earthquakes

are well separated from the rest of the classes, but the spikes and different types of icequake

are not well separated.
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Figure 4.3: A t-SNE representation of the features of the labelled dataset under the DEC model

trained on the unlabelled dataset.

All of the above results have to be treated with caution, since they have not undergone

rigorous parameter tuning for reason we laid out in section 4.1. The following observations are,

however, also confirmed by other publications using DEC for clustering seismological data (e.g.

Jenkins et al., 2021, Ozanich et al., 2021).

In general, we notice that DEC separates the cluster very well, but it is less clear whether

the separated clusters are actually useful. This is especially clear in Figure 4.1a, where we

can clearly see one well separated cluster which consists of earthquake events, but in the other

clusters, it is impossible to distinguish clusters belonging to specific ground-truth classes. In

particular, not even the spikes are well separated from the icequakes, even though we expected

these to be rather easy to separate. This indicates that the clusters being well separated also

in the unsupervised case does not neccessarily imply a good clustering in data space, and more

analyses must be done like e.g. our analysis of the event times histograms.

We found that DEC is generally heavily dependent on that initial autoencoder and k-means

clustering. The subsequent DEC training works to considerably sharpen those clusters in feature

space, but that does not neccessarily mean an improvement of the clustering in data space if

the initial clustering is not very good in the first place. DEC tries to improve on the initial

clustering by putting more emphasis on the high-confidence assignments, which means that

the initial clustering would have to be decent at least for the high-confidence samples. In the

experiments however, it is not clear whether this is always the case.
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4.3 SimCLR on Neumayer Data

In contrast to DEC, SimCLR is not a clustering method. We use SimCLR to train a feature

extractor, and then subsequently use a clustering method (k-means) on these features. This is

in contrast to DEC, where the clustering is learned at the same time as the features, so that the

clustering influences the learning procedure. Therefore, our approach to unsupervised clustering

here (SimCLR then k-means) is a two-step approach, whereas DEC is a unified clustering and

feature learning framework.

Our SimCLR models were trained on the NICE-train dataset and evaluated on the NICE-eval

and NICE-application datasets as introduced in chapter 3. As the neural network encoder

(backbone) for SimCLR training, we use a one dimensional version of the ResNet18. To decide

on a neural network architecture for the encoder network, we performed our first experiments

with a neural network architecture that was used previously in a seismological setting (Ross

et al., 2018), see Table 4.2. We experimented with optimizing in the neighbourhood of those

parameters through hyperparameter search. Better results were obtained when using a one

dimensional version of another popular neural network architecture from the literature, the

ResNet architecture (He et al., 2016). We use the implementation of a one dimensional ResNet

by Hong et al. (2020), and the architecture is depicted in Figure 4.4. For the projection network,

we use a two-layer MLP with 128 nodes each and a ReLU activation.

Table 4.2: Model architecture of the CNN from Ross et al. (2018). CBP = convolution, batch

norm, pooling; FB = fully connected, batch norm; F = fully connected

layer 1 2 3 4 5 6

type CBP CBP CBP FB FB F

#channels 32 64 128 256 256 1

filter size 21 15 11 - - -
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Figure 4.4: ResNet Architecture.

The hyperparameters were chosen as the default hyperparameter of SimCLR (temperature

τ = 0.5, weight decay 10−6).

In the following, we analyze different data augmentation strategies to determine their hyperpa-

rameters. Then, we evaluate on the labelled dataset (NICE-eval) before analysing the perfor-

mance on the larger unlabelled dataset (NICE-application).

4.3.1 Testing Data Augmentation Strategies

First, we set the level at which to perform each augmentation strategy, i.e. the hyperparameters

σ, ρ, η and ξ. Our experience has shown that physically sensible levels of augmentation do not

always lead to the best performance. Therefore, instead of setting the augmentation levels

manually, we tested different levels of each augmentation strategy by training the SimCLR

framework using only this strategy.

To evaluate the performance, we train the model for 50 epochs and subsequently compute

the features of the labelled dataset NICE-eval-3. On these features, we compute the different

evaluation metrics. Since the training depends on random initialization, we ran the training

three times for each parameter and averaged the performance. The results are summarized in



CHAPTER 4. EXPERIMENTS 46

Figure 4.5.

(a) (b)

(c) (d)

Figure 4.5: We test the level of each augmentation by varying the parameters (σ, ρ, η, ξ for

the respective strategies, as introduced above). The chosen values are marked by stars.

The parameter ranges we tested include values that are physically not meaningful, since they

result in either almost unchanged or entirely distorted seismograms. We make the assumption

that the contrastive learning method benefits from data augmentations which are as strong as

possible while still leaving the modified seismogram belonging to the same class, since it has

been found (Chen et al., 2020) that contrastive learning benefits from strong data augmenta-

tion. Therefore, we choose the highest parameter value which still shows good performance.

For Gaussian Noise, the NMI curve shows a clear peak of performance at σ = 5. The other

evaluation metrics show a roughly constant performance for parameter choices smaller than

this, but a decline in performance for higher values. Since we generally lean towards higher

parameter choices for physical reasons, we choose the parameter σ = 5.

For Amplitude Stretch, clustering accuracy and NMI show a peak at ρ = 0.0001, while the

double homogeneity metric again shows roughly constant performance for smaller values but

a sharp decline in performance after η = 0.005. Therefore, again based on the assumption of

prefering higher parameter values, we choose the highest parameter that still leads to good

performance under the double homogeneity metric, i.e. ρ = 0.005.

For Time Stretch, similar to Amplitude Stretch, the clustering accuracy and NMI show a peak

at η = 0.0001, and double homogeneity shows a sharp decline in performance after η = 0.1.

Therefore, for the same reason, we choose η = 0.1.

For Time Warp, the performance is unstable. We do again observe a slight decline for high

values after a peak in performance at ξ = 1, which is therefore the parameter we choose.

In summary, we do generally see a decline in performance for high parameter values (entirely

distorted seismograms), but especially for smaller parameter choices where the seismograms are

almost unchanged, the results are mixed. Therefore, we use these tests as an indication, but we
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also use our knowledge and assumption about the contrastive learning method (i.e. that higher

parameters are preferable) to make our choices. We also emphasize that this hyperparameter

choice is not too critical, since changing these hyperparameters within the tested range leads

to very similar final results.

4.3.2 Evaluation of Augmentations in Pairs

To gain more insight into the effect of different augmentations, we perform further numerical

tests where we combine the augmentation strategy in pairs, following the same approach as

Chen et al. (2020). We test each combination of two augmentation strategies with the levels as

determined before. This analysis is meant to evaluate the relative importance of each augmen-

tation strategy.

(a) (b) (c)

Figure 4.6: Evaluation of augmentations in pairs for different evaluation metrics. (a) clustering

accuracy, (b) NMI, (c) double homogeneity. The color represents the performance values: the

darker, the better. When combining two of the same augmentation (on the main diagonal

from top left to bottom right), only the one augmentation was used; off the diagonal, the

augmentations were used in sequence. On the left is the first augmentation, on the bottom the

second augmentation. In the last rows and columns, we compute the average for that specific

augmentation over all pairs.

In Figures 4.6a and 4.6b we see one augmentation combination stand out: Time Warp with

Gaussian Noise. It does not, however, stand out as much in Figure 4.6c. To investigate this

discrepancy, we take a closer look at the models in question in Figure 4.7.
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ground-truth labels k-means 3 classes

(corresponds to cluster-

ing accuracy and NMI)

k-means 6 classes

(corresponds to double

homogeneity)

Time Warp -

Gaussian Noise

Gaussian Noise -

Time Warp

Gaussian Noise -

Time Stretch

Figure 4.7: t-SNE representations of the features of the labelled dataset, using the models

resulting from the different augmentation combinations.

As Figure 4.6 had indicated, the Time Warp - Gaussian Noise - model is quite successfully

clustered into the 3 ground truth classes by the k-means algorithm with 3 classes. However, vi-

sually, the separation of ground truth classes is not much better than, for example, the Gaussian

Noise - Time Warp - model, although the 3-class-clustering metric is much worse. This may be

due to effects of the 2D-embedding, but may also point to a flaw in the metric. For this reason,

we introduced the 6-class clustering metric (double homogeneity), which seems the preferable

metric in this case. The Gaussian Noise - Time Stretch - model is the best-performing model

under the double homogeneity metric. This is because when looking at the clustering with 6

classes, most clusters contain events that belong to the same ground-truth class.

Now in Figure 4.6, the rows and columns corresponding to Gaussian Noise generally lead to

the highest (darkest) accuracy values. This means that Gaussian Noise seems to be the most

effective augmentation strategy. This may be due to the fact that it represents real seismolog-

ical variability best: Different noise levels occur naturally on seismograms.

In Figure 4.6c, combination of Time Stretch with Gaussian Noise shows a strong perfomance.

The combination of Time Stretch with Time Warp, however, shows a rather bad perfomance;

this was to be expected as combining two different time-manipulating strategies does not make

much sense.

Lastly, Amplitude Stretch shows a relatively consistent performance. This augmentation strat-

egy seems seismologically somewhat more plausible than for example Time Warping, as varia-

tion in the amplitude is common in seismology.

We also note that composing different augmentation strategies is important, as evidenced by

the fact that the best performing models are off the diagonal. Overall, many different combi-

nations show comparable performance.

For the final analysis, we are using a model trained with all four data augmentation strategies,

but randomly selecting different augmentation strategies at each training step. There are sev-
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eral reasons for this: Combining multiple augmentation strategies is how contrastive learning is

generally done in the literature (e.g. Chen et al., 2020, Al-Tahan and Mohsenzadeh, 2021), and

also we expect that more variability in the augmentation strategies leads to better performance.

Indeed, the model trained with all four augmentation strategies outperforms any of our models

trained with two augmentation strategies on the double homogeneity metric.

4.3.3 Performance on labelled dataset

From now on we consider a model trained with a combination of all four data augmentation

strategies: Gaussian Noise level σ = 5, Amplidute Stretching level ρ = 0.005, Time Stretching

level η = 0.1 and Time Warping level ξ = 1. We combine these strategies at each training

step as follows: We randomly and independently choose with probability 0.5 whether Gaussian

Noise, Amplitude Stretch and either of Time Warp or Time Stretch is used or not. The two

time-manipulating strategies Time Warp and Time Stretch we do not combine. Instead, if we

choose to do one of the time-manipulating strategies, we select Time Stretch or Time Warp

with equal probability. This process leads to sometimes using three augmentations, sometimes

any two augmentations, and sometimes only one or no augmentation. We also randomize the

order of augmentations. The model was trained for 1000 epochs.

To evaluate the quality of the learned features on the manually labelled dataset, we use the

quality metrics as described in the evaluation section. We compute these metrics on the dataset

NICE-eval-3, i.e. treating all four icequake classes as a single class (resulting in three classes

icequake, earthquake, and spike). As a simple baseline, we compare our features from Sim-

CLR to those computed by a principal component analysis (PCA). For the PCA, we use the

implemention from scikit-learn (Pedregosa et al., 2011) with 50 components. The results are

summarized in Table 4.3. Note that this table is of limited quantitative value, but indicates

that our learned method outperforms classical data analysis methods like PCA.

Table 4.3: Evaluation on the labelled dataset NICE-eval-3. Our learned SimCLR model clearly

outperforms the classical data analysis tool PCA.

PCA SimCLR

Clustering accuracy 0.30 0.73

NMI 0.09 0.43

Double homogeneity 0.16 0.77

Figure 4.8 shows a 2-dimensional representation of the features of the labelled dataset with

the colors indicating ground-truth labels. The embedding was produced by t-SNE (Van Der

Maaten and Hinton, 2008). Note that the absolute axis values are not of interest and therefore

omitted.

The scatter plot shows that the ground truth classes are mostly well separated in the feature

space, especially if we only care about separating icequakes from earthquakes and spikes. The

different types of icequakes are much more difficult to separate, which was expected since this

holds true even for human analysts.

When clustering the data with k-means into six classes, the icequakes are all put into a single
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cluster, and the earthquake class is split into multiple classes. This indicates that the algorithm

finds a higher variability within the earthquakes than within the icequakes.

(a) (b)

Figure 4.8: A two dimensional visualization of the features of the dataset NICE-eval-6 with

(a) six classes manually labelled and (b) clustering produced by k-means with six classes. The

embedding is produced with t-SNE. Icequakes, earthquakes and spikes are well separated from

each other. The different types of icequakes are not well separated, which was expected since

this holds true even for human analysts. The clustering puts all icequakes in a single cluster

and splits the earthquakes into different clusters.

4.3.4 Unsupervised Clustering Evaluation

As a last step, we now apply the algorithm to the unlabelled data set NICE-application. This is

an important step, since it is what the algorithm is intended for. We ran the k-means algorithm

with a pre-defined number of clusters on the features of the dataset NICE-application, i.e. the

events detected in 2019. Then we examine whether properties of the extracted groups differ

and event types of different physical origin can be discriminated.

Choosing the Number of Clusters

Firstly, choosing the number of clusters to use in the k-means clustering is not trival. In k-means

clustering, the number of clusters is a parameter that has to be decided on beforehand. To

determine the optimal number of clusters, we ran the k-means algorithm with this parameter

between 2 and 20, and computed the average within-cluster entropy in each case. Intuitively,

the entropy represents how much variation any single cluster exhibits. This is averaged over all

clusters.

The trend is shown in Figure 4.9. The average within-cluster entropy is expected to decrease

with rising number of clusters, and the optimal number of cluster is assumed to be at a point

where the graph shows a sharp turn (”elbow”). An elbow can be seen at around 12 clusters.

We round that number up to 15 clusters, since similar cluster can be still joined together in a

subsequent manual analysis.
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Figure 4.9: Average within-cluster entropies over the number of clusters.

Now, we analyse the performance of the k-means clustering with 15 classes. For that pur-

pose, we plot histograms of event occurrence over time for the month of March 2019 (Figure

4.10a) and the last couple of days of March 2019 (Figure 4.10b) together with the modelled tide

(CATS2008 model, Howard et al., 2019), and wind speed and 2m temperature from an ERA5

reanalysis dataset (Muñoz-Sabater, 2019). Furthermore, we plot a t-SNE representation of a

subset of the features with colors indicating the cluster (Figure 4.10c). We also plot histograms

of event occurrence times of classes 5 and 12 together with a catalogue containing earthquakes

with a distance of less than 30 degrees manually picked by analysts at Neumayer station (Figure

4.10d). Finally, we show some examples of waveforms of each cluster (Figure 4.11).

We can clearly distinguish four larger groups of events. The first group, consisting of clusters

2, 3, 6, 7, 9, 10 and 13, shows a dependency on the tide. These icequake clusters coincide

with the falling tide (Fig 4.10b, marked in red) and correspond to the large cluster on the right

of the scatter plot (Figure 4.10c). The tidally controlled occurrence pattern combined with

short duration signals suggests different types of icequakes as likely origin. Tidally-controlled

icequakes are well known and have been observed with other methods in detection rates (e.g.

Pirli et al., 2018) and seismic noise levels (Fromm et al., 2023).

The second group consists of clusters 0, 1, 4, 8, and 14 and lacks this tidal occurrence pat-

tern. Events occur more irregularly in time, partly in bursts. Clusters 4 and 1 show prominent

bursts of activity around March 9 and March 14-15, coinciding with prominent storms during

this time, which indicates that they likely contain wind-related waveforms. The waveforms (see

Figure 4.11) are not easy to identify as a certain type of seismic event. They correspond to the

large cluster on the left of the scatter plot.

Generally, the first half of the month is characterized by more wind and higher temperatures,

and there is a drop in temperature around March 16. This correlates with more events in the

”icequake” group. This is likely due to a decreased noise level leading to higher event detec-

tion rates of the STA/LTA detector, and possibly also due to the lower temperature inducing

icequakes as has been found in other studies (e.g. Olinger et al., 2019).

The third group, clusters 5 and 12, are relatively evenly distributed over time indicating that

they most likely contain earthquakes. This can also be seen in the waveforms for these partic-

ular classes (Figure 4.11). To verify whether these classes contain earthquakes, we plot their

histograms again in a direct comparison to an earthquake catalogue from Neumayer station



CHAPTER 4. EXPERIMENTS 52

(Figure 4.10d). We only included earthquakes with a distance of less than 30 degrees, because

they are most likely to be seen in the 3-8Hz filtered seismogram. We notice a rough correlation

of the two histograms, which confirms that these two clusters indeed contain real earthquakes.

The correlation is weaker in the second half of the month, likely due to a higher number of weak

events detected by STA/LTA that are either misclassified or go undetected in the earthquake

catalogue. The scatter plot (Figure 4.10c) shows these clusters in the middle between the two

larger clusters.

The fourth group only consists of one cluster 11, that contains clearly discernable spikes (see

Figure 4.11). They occupy a small, separate portion on the scatter plot.

While we cannot quantify the performance of the algorithm on this larger unlabelled data set,

we can show that it is possible to discriminate different clusters with clearly different behaviours

and likely different source processes of the seismic events. This indicates that the clustering is

useful in automatically creating systematic event catalogues.
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(a) (b)

(c)

(d)

Figure 4.10: Histograms of event times, tide, wind and temperature for (a) the month of March

2019 and (b) the days March 25-30. Note the differences in time distributions of the different

classes. Also note the peak in activity of certain classes during falling tide. (c): A t-SNE

visualization of (a subset of) the features of NICE-application. Colors indicate the predicted

cluster. (d): Histogram of event times of classes 5 and 12 together with event times of Neumayers

earthquake catalogue.
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Figure 4.11: Some examples of events in each cluster. The three components are plotted on

top of one another in a single plot.



Chapter 5

Conclusions

The main contribution of this thesis is the introduction of contrastive learning to the analysis

of seismic datasets, and our analyses show that it can effectively contribute to the arsenal of

machine learning methods available to analyse large seismic datasets. Our work was a first

attempt of using SimCLR for a seismological dataset. We showed that this approach can help

identify different types of seismicity and thus has the potential to speed up the exploration

of new seismological datasets. In particular, we differentiated some clusters whose temporal

occurrence patterns show some correlation with the tide, wind, and an earthquake catalogue,

and thus show clearly different characteristics. Clustering on our labelled dataset also showed

that the model separates icequakes from earthquakes well, and that there was more variability

within the earthquakes than within the icequakes.

Our work on SimCLR provides a case study on how to apply SimCLR for unsupervised learning

to real life applications. This is a valuable contribution also to the machine learning community,

as many publications are focused on simulated data or data from academic experiments. In

particular, we included a somewhat extensive numerical testing scheme for determining suitable

hyperparameters in the data augmentation step. As usual for real life data, the findings are not

as clear and obvious as one might hope for. Our final strategy for determining was based on the

assumption that larger augmentation parameters, i.e. parameters leading to more pronounced

changes in the data, are preferable. Hence, we did choose maximal parameters which still

produced good results for the training data. Nevertheless, we want to emphasize that over a

comparably large interval for these hyperparameters the differences in the achievable accuracies

were minimal or within limits one might expect when dealing with real data. This left some

freedom in choosing final values for the hyperparpameters, but it is also a good indication for

the robustness of the methods.

Furthermore, our work was the first attempt at clustering the long-term data from the Neumayer

geophysical observatory. We started by using the Deep Clustering framework DEC, which we

subsequently abandonded in favor of pursuing the contrastive learning approach with SimCLR.

Subsequently, there have been several attempts in the seismological machine learning research

community of using DEC for seismological clustering (Jenkins et al., 2021, Snover et al., 2021,

Ozanich et al., 2021). For example Jenkins et al. (2021), even though they included far more

extensive parameter tuning than we did, found that the DEC method does not considerably
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improve their clustering compared to a more simple deep clustering approach only using an

autoencoder and a Gaussian Mixture Model (GMM), and Ozanich et al. (2021) found no im-

provement of DEC over the GMM approach.

The DEC method is heavily dependent on the initial autoencoder and clustering, meaning it

should work well at improving the clustering of relatively simple datasets where this approach

already works well. The SimCLR method on the other hand is in itself independent of the

clustering task, and tries to provide a good feature extractor independent of what these fea-

tures will be used for. In contrast to DEC, the features of SimCLR are learned independently

from the clustering, which means that the features may be learned on a different dataset to

the dataset on which the clustering is done. In our case, this improved the results since the

training could be done on a dataset containing slightly clearer events than the dataset we did

the clustering on.

There are many ways to extend the work of this thesis, which were not possible within the time

frame of my work.

Firstly, it is neccessary to perform extensive tuning of the DEC method to get the best achiev-

able results out of it. Only then it would be possible to do a proper and fair comparison of the

two unsupervised deep learning approaches used in this thesis.

Secondly, there are numerous possible variations or extensions of both methods presented here,

since unsupervised deep learning has received plenty of attention in the last couple of years. To

only give some examples, one might try combining contrastive learning with deep clustering,

and incorporating the clustering already into the neural network training. Furthermore, we

may develop more or different augmentation strategies for contrastive learning on seismological

data. Another approach would be to use the SimCLR features not only for clustering, but

instead as a pre-training step for supervised or semi-supervised learning. This is particularly

the case for datasets where some labelled data may already be available.

When applying machine learning to a seismological dataset, we must always consider which

kind of approach is best suited for the particular dataset. For example the methods presented

here, i.e. unsupervised learning, are primarily a data exploration tool, meaning they are well

suited for a first analysis of a new dataset where we do not yet know what kind of events to

expect. We applied it here to the lifetime dataset from the Neumayer geophysical observatory,

but it can be used for any newly collected seismological dataset. For the Neumayer observatory

data, it might be more beneficial to use a (at least semi-) supervised approach, since some of

the events we see there are already well known and studied.

Overall, we provide with this thesis a case study on the use of contrastive learning on real

datasets for the machine learning community, and a new tool for the exploration of datasets

for the seismological community.
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