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Abstract 

 

 State-of-the-art climate models and computing infrastructure are now able to resolve 

mesoscale ocean eddy activity in many contexts. However, in computationally intensive model 

applications, such as the Coupled Model Intercomparison Project (CMIP) or simulations of the 

high latitudes, grid resolutions largely remain eddy-parameterizing due to resource constraints. 

These missing mesoscale processes are understood to be crucial drivers of ocean circulation and 

climate and may become still more relevant in the context of anthropogenic climate change. To 

overcome the computational limitations of traditional models, multiscale modeling strategies 

have been developed which can distribute grid resolution and resources based on resolution 

requirements and research goals. Here, several strategies for resolving the mesoscale using 

multiscale methods are described and the results of their implementation with the Finite volumE 

Sea ice Ocean Model (FESOM) are reported. In the first application, FESOM participates in CMIP6 

with the strategy of concentrating computational resources on the major eddy-rich regions of the 

ocean. The resulting simulations are able to reproduce between 51 and 82% of observed eddy 

kinetic energy (EKE) in each region and project substantial climate change impacts on mesoscale 

activity for the first time at such a scale. The results include a poleward shift of eddy activity in 

most western boundary currents; EKE intensification in the Antarctic Circumpolar Current 

(ACC), Brazil and Malvinas Currents, and Kuroshio Current; EKE decline in the Gulf Stream; and 

intensification of Agulhas leakage. In a second application, FESOM is used to concentrate 

computational resources in the Southern Ocean and cost-reducing modeling strategies are used 

to enable fully eddy-resolving climate change projections with the regionally focused grid. The 

simulations faithfully reproduce EKE in the Southern Ocean and project intensified eddy activity 

in line with the CMIP6 analysis. The climate change signal is difficult to reliably discern from 

natural variability after 1 °C of warming, but becomes clear after 4 °C. Finally, the high-resolution 

Southern Ocean simulations are used to investigate high-latitude eddy activity where ice cover 

and low eddy size make observations and traditional modeling methods difficult. Detailed, near 

circumpolar mesoscale activity is detected and related to gyre circulation, the Antarctic Slope 

Current, and bathymetry. There is a strong seasonal cycle which suppresses winter eddy activity 

at the surface and selectively dampens cyclonic eddies. After prolonged anthropogenic warming, 

broad intensification of eddy activity occurs alongside regional decline, ACC eddy activity 

encroaches further into the high latitudes, and the seasonal cycle is diminished. Collectively, this 
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work demonstrates the effectiveness of multiscale modeling in reducing the cost of resolving 

mesoscale ocean activity, facilitating the study of eddy activity and its interactions with the 

broader climate in previously unachievable contexts.  
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1 
Introduction 

 

1.1 Ocean eddy activity and its relevance 

 Transient oceanic flows fill the global oceans, spanning scales of a few to a few hundred 

kilometers, or the mesoscale, and representing the majority of kinetic energy in the ocean (von 

Storch et al., 2012). Collectively, these flows are termed eddy activity and when they form 

coherent, ring-like structures, they are called eddies. Eddy activity arises from baroclinic or 

barotropic mechanisms; the former when available potential energy stored within strong density 

gradients is converted to eddy kinetic energy (EKE), and the latter when mean kinetic energy 

within largescale flows like currents is converted into EKE. Considering these generation 

mechanisms, it is not surprising that EKE is concentrated along the energetic western boundary 

currents of the global oceans (Cheney et al., 1983). However, by tracking coherent eddy 

structures and identifying eddy presence, it is revealed that this activity is not limited to certain 

regions, but extends virtually throughout the observable ocean (Chelton et al., 2011). Thus, the 

impacts of eddy activity, while potentially of varying magnitude, are nonetheless ubiquitous. 

 As the scientific understanding of ocean circulation has expanded to ever finer scales, the 

importance of eddy activity has been acknowledged in a growing number of fields. Eddies are 

known to introduce a nutritional foundation for marine life to regions that can otherwise be 

relatively static (Falkowski et al., 1991; Oschlies, 2002; Oschlies & Garçon, 1998) and this 

ecological role extends up trophic levels to marine mammals (Bailleul et al., 2010). Likewise, eddy 

activity can damage ecosystems by introducing extremes or unfavorable conditions like 

heatwaves (Bian et al., 2023; Gruber et al., 2011). Consequently, direct relationships between 

eddy activity and human economic activity are clear (Hobday & Hartog, 2014; Hsu et al., 2015). 

More separated from human activity, but perhaps ultimately more impactful, are the effects that 

eddy activity has on broader ocean circulation and the climate. The oceans are a major sink of 
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anthropogenic carbon (Gruber et al., 2019; Sabine et al., 2004) and eddies facilitate much of the 

sequestration across the atmosphere-ocean boundary (Ford et al., 2023; Sallée et al., 2012), 

effectively slowing anthropogenic climate change. Eddies impact near-surface atmospheric 

conditions including winds, temperature, and precipitation (Frenger et al., 2013), even from 

beneath sea ice (Huot et al., 2022), and many eddies span over 1000 m vertically, or even the 

entire water column, connecting disparate ocean layers through coherent structures (Petersen et 

al., 2013). Both upwelling and downwelling can be facilitated by eddies through numerous 

mechanisms, but primarily through Ekman pumping generated by the gradient of eddy-induced 

Ekman transport between the eddy core and perimeter (Gaube et al., 2015; Häkkinen, 1986; 

Mahadevan et al., 2008). Net vertical transport can depend on an eddy’s rotational direction, 

thermohaline characteristics and surface wind speed, direction, or gradients. Although complex 

and contradictory vertical transports can occur within eddy populations and even individual 

eddies, under the right circumstances, the net transport can contribute to processes ranging from 

deep ocean heat entrainment to global meridional overturning circulation (MOC; Georgiou et al., 

2019; Thompson et al., 2014). Through trapping, the entrainment and transport of a water mass 

within the eddy core (Early et al., 2011; Nakano et al., 2013), and stirring, the local mixture of 

water masses across density gradients facilitated by eddy rotation (Frenger et al., 2015), eddy 

activity can flatten isopycnals and modulate horizontal density gradients. This is particularly 

important for facilitating transport across jets and over continental slopes (Malan et al., 2020; 

Stewart et al., 2018; Stewart & Thompson, 2015). While an exhaustive description of eddy effects 

on ocean circulation and climate is beyond the scope of this dissertation, the importance of eddy 

activity across scientific fields should be clear.  

 Considering the range of impacts that eddy activity has on critical oceanic processes, it is 

no surprise that high-quality model simulations are substantially improved when these processes 

are accounted for. One can reasonably assume that the aforementioned processes are better 

represented in eddy-resolving models than coarser models, but improvements to broader 

oceanographic circulation features and bias reductions are also detailed extensively in numerical 

experiments; in the North Atlantic, eddy-resolving models tend to more accurately reproduce 

Gulf Stream separation and deep ocean penetration (Chassignet & Xu, 2017; Hurlburt & Hogan, 

2008; Sein et al., 2017). In the Southern Ocean, resolved eddy activity improves the modeled 

representation of overturning circulation and its response to wind forcing (Hallberg & 

Gnanadesikan, 2006). In the Kuroshio Current, resolving eddies improves the modeled 

representation of both flow strength and the response to anthropogenic warming (An et al., 
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2023). Although locally resolving high-latitude eddy activity is beyond the limitations of most 

simulations, the impacts of resolving lower-latitude eddy activity can extend to the polar oceans; 

both Arctic sea surface temperatures and surface currents and the response of Southern 

Hemisphere sea ice to anthropogenic warming are improved by lower-latitude eddy activity 

(Docquier et al., 2019; Rackow et al., 2022). In general, ocean models with eddy-resolving 

horizontal resolution tend to reduce common biases in ocean heat content, salinity, and velocity, 

although regionally, biases can worsen or appear (Chassignet et al., 2020; Griffies et al., 2015; 

Hewitt et al., 2020; von Storch et al., 2016). 

 With an understanding of the role that eddies play in both the real oceans and the 

simulated, two major roles for eddy-resolving numerical modeling are apparent: firstly, models 

can serve as digital observation platforms helping to deepen the understanding of eddy activity 

from a physical and process-based perspective. This could take the form of studying eddies 

themselves, or their interactions with and impacts on the broader ocean and climate. Second, 

model simulations with the aim of faithfully reproducing the Earth system can use eddy activity 

as a source of model skill, improving the reliability of crucial climate information such as 

projections of anthropogenic climate change. Of course, both of these use cases carry challenges 

and alternatives; physical processes can be studied using observations, although observation of 

the ocean is also challenging, particularly at the mesoscale (Weller et al., 2019). Lower-resolution 

models can parameterize the effects of eddy activity rather than resolving them explicitly, 

lowering computational costs, but imperfectly representing eddy effects (Gent, 2011). To judge 

the appropriateness of eddy-resolving simulations and their alternatives, an understanding of the 

cost of each approach is essential. 

1.2 The mesoscale challenge  

1.2.1 Observations 

 Mesoscale activity in the ocean is most often observed via satellite altimetry which 

measures the sea surface height directly beneath the path of a satellite’s orbit. This effectively 

produces linear datasets of sea surface height, with isolated crossover points where higher 

frequency data is available (Cheney et al., 1983). Remapping algorithms are then applied to the 

data, producing gridded data products which are effective outside of the equatorial region and 

until sea ice veils the ocean surface from satellite view (Taburet et al., 2019). For an observational 

dataset, the gridded altimetry product is relatively comprehensive in horizontal space, but the 

quality of the interpolated data can be less robust than the 0.25° regular grid and 10-day 
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frequency may at first appear (Ballarotta et al., 2019). Regarding mesoscale features, these data 

products are known to perform poorly in particular regions, primarily the higher latitudes, and 

can include erroneous mesoscale structures as a result of aliasing over smaller features (Amores 

et al., 2018). In the polar regions, traditional altimetry maps include large data gaps during the 

ice-covered season and lower data quality during periods of partial sea ice cover. Recently, 

approaches using sea ice leads have been developed to provide some data in ice-covered regions 

(Auger et al., 2022). For this altimetry product, the effective resolution of the data becomes the 

limiting factor as the typical eddy size shrinks in higher latitudes and the average eddy lifespan 

becomes shorter. Regardless of the quality of the measurements, the relatively short altimetry 

record may be insufficient to discern a reliable climate change signal within poorly quantified 

natural variability and these results can vary between ocean basins (Beech et al., 2022; Martínez-

Moreno et al., 2021). 

 In the lower latitudes, the detection of eddies from in-situ observation platforms is largely 

overshadowed by satellite and model-based methods due to their far greater spatial coverage 

and temporal frequency. Additionally, since the altimetry dataset is relatively reliable in these 

regions and models are better constrained by observations, reliance on either method is 

generally justified. Nonetheless, in situ observations, typically from drifters, mooring arrays, and 

ship-deployed instruments, can augment satellite data by providing subsurface information and 

additional variables like temperature, salinity, or biogeochemical characteristics (Frenger et al., 

2015; Li et al., 2020; Yang et al., 2013; Zhang et al., 2016). Conversely, in the higher latitudes, in-

situ observations represent the bulk of the observations, but these too are scarce due to the 

remoteness and ice cover of the polar regions. Here, ice-tethered profilers and ship-based 

instruments are most common (Manucharyan & Timmermans, 2013; Meneghello et al., 2020; 

Timmermans et al., 2008; Zhang et al., 2016), although several satellite-based methods are used 

during periods of partial ice cover (Auger et al., 2022; Kozlov et al., 2019; Manucharyan & 

Thompson, 2022), on-ice observation stations were used historically (Manley & Hunkins, 1985), 

and under-ice drifters and moorings are increasingly deployed to more remote regions (Sallée et 

al., 2023; Wallace et al., 2020). Taken together, research based on a variety of methods manages 

to touch on a relatively comprehensive range of mesoscale activity in 3-dimensional space, year-

round, and with a variety of information. Yet, some estimates place the effectiveness of eddy 

detection using the lower latitude altimetry dataset between 6 and 16% (Amores et al., 2018), 

altimetry products of ice-covered regions are too coarse to resolve the local Rossby radius and 

presumably the bulk of the eddy population (Auger et al., 2023), and the sum of eddy 
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observations from in-situ sources is a fraction of the population that models and satellites detect 

(Chelton et al., 2011; Frenger et al., 2015). Consequently, the prospect for numerical models to 

provide extensive and complete datasets of mesoscale activity is attractive.  

1.2.2 Models  

 To this day, many ocean models employ a grid resolution on which mesoscale processes 

are sub-gridscale. In other words, physical properties within the modeled space are defined on 

grid cells larger than a mesoscale structure, effectively reducing the complexity of such structures 

to an average of their properties. These models use parameterizations to mimic the impacts of 

mesoscale activity without explicitly resolving them (e.g. Gent & McWilliams, 1990) by adding 

terms to the fundamental physical equations, modifying the transfer of physical properties in 

space as a numerical simulation progresses. The exact effects of the parameterizations are 

estimates derived from the explicitly resolved, larger-scale properties of the same model space 

using relationships based on theoretical or empirical evidence. This approach is evidently 

imperfect based on the comparisons of eddy-resolving and parameterizing numerical 

experiments detailed above, but its advantage is that it comes at almost no additional cost relative 

to solving the physical equations without the additional terms. The alternative is to reduce the 

size of the cells within the model domain for which physical properties are calculated until 

mesoscale structures can be resolved and their effects arise naturally within unchanged physical 

equations. The tradeoff then, is the number of computations that must be performed in order to 

physically characterize the same space with greater detail. 

 Decreasing the grid spacing of a traditional, rectangular model grid increases the number 

of grid cells in an area by the square of the factor of the decrease (Eq. 1.1). Finer grids also tend 

to increase the computational cost of a simulation further due to shorter model timesteps, more 

vertical layers, and scaling inefficiencies in computational infrastructure (Balaji et al., 2017; 

Koldunov et al., 2019).   

(Eq. 1.1)  𝑁𝑔𝑟𝑖𝑑  =  𝐴𝑔𝑟𝑖𝑑  / 𝐷𝑔𝑟𝑖𝑑
2 

where Ngrid is the number of grid cells, Agrid is the horizontal area the grid covers, and Dgrid 

is the spacing between points on the grid.  

With the aim of resolving eddy activity, the extent to which a grid must be defined is primarily 

determined by the first baroclinic Rossby radius of deformation. This describes the length scale 

at which the influence of Earth’s rotation is of comparable scale with buoyancy forces (Chelton et 
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al., 1998) and is a strong approximation of local eddy radii in the global ocean. The Rossby radius 

varies primarily with latitude and the depth of the water column, meaning eddy-resolving model 

grid resolutions are quite variable in a global context. For traditional ocean models with limited 

horizontal resolution flexibility, this further increases the computational cost of resolving the 

mesoscale, as the lowest Rossby radius in a study region influences the necessary resolution for 

the entire region. From a global perspective, the lowest Rossby radii will occur at the poles and 

over continental shelves, where mesoscale eddies can be as small as a few kilometers in diameter. 

Finally, for mesoscale structures to form in a numerical simulation, model grid spacing must be 

approximately one half of the local Rossby radius or finer (Hallberg, 2013). However, a range of 

eddy sizes occurs in all regions, meaning some eddies will be smaller than the local Rossby radius 

suggests. Therefore, grid spacing of one half the Rossby radius is not always enough to effectively 

capture the extent of eddy activity in a region (Sein et al., 2017). 

 In the current state of ocean modeling and computational science, eddy-resolving 

resolutions are well within the capabilities of state-of-the-art high-performance computing 

infrastructure when certain tradeoffs are made; resolving the mesoscale tends to preclude other 

sources of model skill and reliability such as multiple ensemble members, model complexity, 

tuning, or spin-up length, all of which come at a computational cost of their own. For example, in 

CMIP6, some of the most robust hindcasts of historical climate and projections of anthropogenic 

climate change (Eyring et al., 2016), ocean resolutions are almost exclusively too coarse to 

resolve eddy activity (Hewitt et al., 2020). Even simulations that are broadly considered eddy-

resolving, in practice, only have sufficient resolution to resolve eddies in the low to mid-latitudes. 

Thus, while eddy-resolving model simulations are not uncommon, there are major gaps in the 

scientific literature regarding the role of eddy activity in the ocean and climate system. 

Meanwhile, over the past several decades of climate model development, the bulk of advances in 

model resolution and simulation complexity have come from the exponential growth in 

computational technology and resources (Balaji et al., 2017; McGuffie & Henderson-Sellers, 

2001). Improvements in model efficiency have been modest by comparison (Bauer et al., 2021). 

Now though, it is increasingly accepted that the rate of advances in computational technology is 

slowing (Khan et al., 2018) and this deceleration will have direct consequences for the feasible 

complexity of climate and ocean simulations. Therefore, addressing eddy-related knowledge gaps 

in climate and ocean science may depend on reducing the computational cost of resolving the 

mesoscale.  
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1.3 Multi-scale modeling 

 In the face of computational challenges for ocean and climate modeling, variable-

resolution model grids have emerged as one method to reduce costs by selectively resolving 

certain scales in certain regions (Danilov, 2013; Ringler et al., 2013). The variable-resolution 

strategy is particularly effective in the context of resolving mesoscale activity due to the regional 

inefficiencies of global models without versatile resolutions. Specifically, the global variability of 

the Rossby radius makes grid resolution requirements highly variable in space. Moreover, eddy 

activity is concentrated in certain regions and researchers often have specific regional foci 

independent of large parts of the ocean. Consequently, simulating parts of the mesoscale field and 

omitting others could drastically reduce simulation costs. The Finite volumE (formerly Element) 

Sea ice Ocean Model (FESOM; Danilov et al., 2017a; Wang, Danilov, et al., 2014) is one of the most 

mature models with these capabilities, having been the first variable-resolution model to 

participate in CMIP (Semmler et al., 2020) and now boasting an extensive record of evaluation 

and applications (e.g. Li et al., 2024; Rackow et al., 2018; Sánchez-Benítez et al., 2022; Scholz et 

al., 2019, 2022; Sidorenko et al., 2015). FESOM employs an unstructured triangular mesh, making 

grid resolution highly flexible as opposed to semi-flexible methods such as nesting (e.g. 

Schwarzkopf et al., 2019). While there are advantages to the unstructured grid in terms of 

resource allocation, these models tend to have lower computational efficiency per grid cell 

compared to regular grids: a problem that affected earlier versions of FESOM more than the most 

recent ones (Biastoch et al., 2018; Koldunov et al., 2019). However, FESOM also scales more 

effectively than traditional models, meaning more effective use can be made of substantial 

computing power and high throughput can be achieved (Koldunov et al., 2019). More importantly 

for the subject at hand, is that more ocean grid cells are not necessarily more effective at resolving 

mesoscale activity if they cannot be allocated dynamically. Thus, when employed strategically, 

the multi-scale capabilities of FESOM can produce a computational advantage over traditional 

models. In the following chapters, more details regarding FESOM in its various configurations 

will be outlined in detail. Here, strategies for simulating the mesoscale efficiently with multiscale 

grids will be outlined in the context of the knowledge gaps and practical challenges described 

above. 

 High flexibility regarding horizontal model resolution presents several avenues for 

approaching eddy-resolving numerical simulations. Given the variability of the Rossby radius at 

different latitudes and water column depths, a multi-resolution grid can be used to limit the 
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horizontal resolution to local requirements for resolving eddy activity. Compared to a completely 

inflexible grid, this would shift the determination of grid resolution requirements from a function 

of the smallest Rossby radius in the study region to the local Rossby radii throughout. However, 

in a global simulation, the cost to simulate eddy activity using this strategy would remain high. 

Further limiting eddy-resolving conditions to eddy-rich regions, namely the western boundary 

currents and ACC, would make simulations more achievable and could still capture the bulk of 

the EKE in the global ocean. Alternatively, regionally focused studies may include highly refined 

regions while limiting resolutions in the majority of the global ocean to more affordable levels. 

This approach has several advantages over fully regional models with prescribed boundaries; by 

creating a regional focus within a global simulation, feedbacks with external processes that may 

not require high resolution can be included. As well, multiple, separated features can be allocated 

resources based on their relevance, rather than proximity, to a study region. For example, narrow 

straits needed to facilitate inter-basin exchange can be refined, or major ocean currents can be 

prioritized in addition to a study region.  

 FESOM has now been deployed in numerous configurations exploiting the various 

advantages of multiscale modeling. The effectiveness of various resource allocation strategies has 

been evaluated in terms of reproducing observed or expected eddy activity, as well as reducing 

model bias in idealized and realistic configurations (Sein et al., 2016, 2017). The fully flexible 

model grid has been evaluated relative to the semi-flexible nesting approach in terms of model 

fidelity and computational cost (Biastoch et al., 2018), and regionally focused grids have been 

employed for practical applications (Wang et al., 2020; Wekerle et al., 2017). Now, FESOM’s 

multiscale capabilities will be directed toward the challenge of resolving the mesoscale and 

addressing the knowledge gaps and research challenges outlined above.  

1.4 Structure and aims 

 This introduction has introduced the scarcity of mesoscale processes in both simulations 

and observations of the high latitudes, as well as most robust projections of climate change as 

knowledge gaps in current oceanographic and climate science. The challenges impeding eddy-

resolving simulations using numerical models have been identified primarily as the high 

computational costs of increasing model resolutions over long time series and where the Rossby 

radius is low. Multiscale modeling strategies have been proposed to address these challenges and 

the ocean model FESOM has been presented as a suitable tool to this end. Next, Chapters 2 to 4 

will outline efforts to implement these strategies and their results. These chapters are each 
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complete studies that are intended to stand independently of this unifying introduction, and 

therefore, each has its own introduction, methodology, and interpretation of results. Each has 

either been published or is in preparation for publication and citations are given at the beginning 

of the respective chapters. In Chapter 5, the dissertation is concluded with a synthesis of the key 

results of the cumulative work and a brief discussion of opportunities for further research. 

  In Chapter 2, FESOM’s contribution to CMIP6 is used to produce the first long-term 

projections of ocean eddy activity in the context of climate change. The multiscale strategy in 

these simulations was to focus computational resources on the eddy-rich regions of the global 

ocean, primarily the mid-latitude western boundary currents and the ACC. Eddy resolving or 

permitting conditions were achieved in these regions at the expense of resolution in relatively 

lower-activity regions, such as gyre interiors, and in regions where resolving eddy activity was 

infeasible, mainly the high latitudes. The ocean grid was of comparable size to a traditional 0.25° 

model, but due to the selective refinement was able to simulate eddy activity more effectively 

than its peers. As a result, substantial and diverse changes in EKE are projected and related to 

broader impacts of anthropogenic climate change.  

 In Chapter 3, the results of FESOM’s CMIP6 simulations are used as a baseline for the 

evaluation of a new model configuration, this time with a regional focus on the Southern Ocean, 

higher resolution in the study region, and more cost-reducing measures. In short, the simulations 

make use of reduced-resolution spin-up and transient simulations to initialize brief, high-

resolution time slice simulations at various points during the progression of anthropogenic 

climate change. The high-resolution setup is able to reproduce the observed magnitudes of eddy 

activity accurately, something that the CMIP6 configuration could not, but changes relative to 

historic conditions are similar to those projected by FESOM in CMIP6. These results are used to 

assess the reliability of the substantially streamlined simulations and serve as a proof of concept 

for simulation designs that minimize computational cost to enable truly cutting-edge grid 

resolutions. 

 In Chapter 4, the high-resolution simulations introduced in Chapter 3 are used to study 

mesoscale activity in the high-latitude Southern Ocean, where observations are scarce and 

numerical models struggle to resolve eddy activity. The analysis is a uniquely pan-Antarctic view 

of the high-latitude mesoscale ocean and boasts 3-dimensional spatial coverage, unobstructed 

year-round detail, and projections of climate impacts. This region hosts several key climatic 

drivers and mediators which may become even more impactful as feedback mechanisms for 
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anthropogenic warming. The role of mesoscale activity in these processes is explored, both 

historically, and as a missing feature in virtually all major projections of climate change.  

 To conclude the dissertation, the effectiveness of multiscale modeling is discussed 

considering the results of the three studies and the stated goals of improving mesoscale 

representation in models and filling knowledge gaps regarding mesoscale activity in the climate 

system. The conclusions identify both the accomplishments and shortcomings of the work, 

drawing on both to propose avenues for future research. Beyond methodology, the key findings 

that FESOM was able to reveal regarding the ocean mesoscale are reviewed, particularly in the 

context of climate change and in the high southern latitudes, where previously little was known.  
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2 
Long-term evolution of ocean eddy activity in a 

warming world 

This chapter is published under the same title in Nature Climate Change (Beech et al., 2022). 

 

2.1 Abstract 

 Mesoscale ocean eddies, an important element of the climate system, impact ocean 

circulation, heat uptake, gas exchange, carbon sequestration and nutrient transport. Much of 

what is known about ongoing changes in ocean eddy activity is based on satellite altimetry; 

however, the length of the altimetry record is limited, making it difficult to distinguish 

anthropogenic change from natural variability. Using a climate model that exploits a variable-

resolution unstructured mesh in the ocean component to enhance grid resolution in eddy-rich 

regions, we investigate the long-term response of ocean eddy activity to anthropogenic climate 

change. Eddy kinetic energy is projected to shift poleward in most eddy-rich regions, to intensify 

in the Kuroshio Current, Brazil and Malvinas currents and Antarctic Circumpolar Current and to 

decrease in the Gulf Stream. Modeled changes are linked to elements of the broader climate 

including Atlantic meridional overturning circulation decline, intensifying Agulhas leakage and 

shifting Southern Hemisphere westerlies. 

2.2 Introduction 

 Since the advent of satellite altimetry, researchers have exploited the concept of 

geostrophy to characterize the movement of the near-surface ocean (Cheney et al., 1983; 

Heywood & McDonagh, 1994; Menard, 1983). By balancing the Coriolis force with the pressure 

gradient, geostrophic currents can be calculated until the Coriolis parameter becomes negligible 

near the equator (Lagerloef et al., 1999). These currents are accurate enough to identify both 

consistent, large-scale circulation features such as gyres and boundary currents and smaller 

short-lived phenomena such as eddies (Chelton et al., 2011). The major drivers of ocean eddies 
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are barotropic and baroclinic instability that convert mean kinetic energy and available potential 

energy from the mean flow of ocean currents into eddy kinetic energy (EKE; Constantinou & 

Hogg, 2019; Gill et al., 1974; Ogata & Masumoto, 2011). These mechanisms connect eddy-rich 

regions to the paths of major ocean surface flows including gyres and boundary currents, 

although other factors, such as bathymetry (Endoh & Hibiya, 2001; Heywood & McDonagh, 1994) 

and wind stress (Hogg et al., 2015), also influence eddy activity. Eddies subsequently impact 

physical and biological ocean systems through ventilation (Lachkar et al., 2009; MacGilchrist et 

al., 2017), volume transport (Wang et al., 2017), carbon sequestration (Sallée et al., 2012) and 

heat and nutrient transport (Crews et al., 2018; Falkowski et al., 1991; Oschlies & Garçon, 1998), 

fuelling the interest in ocean eddy research.  

 Early altimetry studies were able to identify western boundary currents as eddy-rich 

regions and estimate their energy content, spatial scale and movement during the first brief 

periods for which data were available (Cheney et al., 1983; Menard, 1983). More recent altimetry 

studies have taken advantage of growing datasets to evaluate variability and change in ocean 

surface velocities and eddy fields and generally detect modest linear changes (Ding et al., 2018; 

Hogg et al., 2015; Martínez-Moreno et al., 2019, 2021), although some caution that much longer 

datasets will be necessary for robust results (Chi et al., 2021). Just as satellite altimetry overcame 

the spatial and temporal limitations of in situ velocity observations, modern numerical climate 

models can overcome the temporal limitations of the observational record by simulating datasets 

longer than the altimetry record will grow for generations to come. However, the length, 

resolution and ensemble size of model simulations are constrained by computational efficiency 

and resources.  

 In the sixth phase of the Coupled Model Intercomparison Project (CMIP6; Eyring et al., 

2016), the average ocean resolution is approximately 60 km (Hewitt et al., 2020), which is 

insufficient to resolve eddies in most of the global ocean. At low latitudes, eddy-present 

simulations require resolutions of approximately 25 km or finer, and eddy-rich simulations 

require resolutions of approximately 10 km or finer. At higher latitudes, where the local Rossby 

radius decreases and the size of ocean eddies shrinks accordingly, resolution demands become 

greater and even at eddy-rich and eddy-present resolutions, certain characteristics of eddies, 

including size and frequency, may still not be entirely captured by models (Moreton et al., 2020).  

 In the face of limited computing resources and a demand for finer resolutions in ocean 

modeling, it is advantageous to reduce net computational effort relative to grid resolution. 
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Existing modeling studies of ocean eddies tend to rely on idealized simulations (Hogg et al., 2015), 

ocean-only models (Patara et al., 2016; Penduff et al., 2011) or simulations limited in spatial 

coverage, ensemble size or length (Crews et al., 2018; Grist et al., 2021; Regan et al., 2020; Wang 

et al., 2017). In contrast, the Finite Element Sea-ice Ocean Model (FESOM; Danilov et al., 2004; 

Wang, Danilov, et al., 2014) enables the concentration of computational resources via an 

unstructured mesh with which the spatial resolution of regions can be adjusted based on 

relevance to the global climate system and the needs of the user (Sein et al., 2016, 2017; Wang, 

Danilov, et al., 2014). This variable-resolution capability, along with excellent scalability 

(Koldunov et al., 2019), allows FESOM to regionally resolve small-scale ocean processes before 

similar simulations using regular grids can feasibly achieve the necessary resolution throughout 

the global ocean. FESOM participated in CMIP6 and contributed to the Intergovernmental Panel 

on Climate Change’s Sixth Assessment Report as the ocean component of the coupled model AWI-

CM-1-1-MR (Semmler et al., 2018, 2020), uniquely facilitating eddy-rich and eddy-present ocean 

resolutions in selected regions (Supplementary Figs. A1, A2) within the already computationally 

demanding CMIP framework.  

 In this study, the CMIP6 simulations from AWI-CM-1-1-MR (Semmler et al., 2018, 2020), 

in which fundamental aspects of mesoscale eddy activity are remarkably well reproduced (Fig. 

2.1), are used to assess historical and future changes in EKE given ongoing anthropogenic climate 

change. Methodology is tailored to the dataset to address challenges in analysing EKE within a 

changing climate. Consistency with the CMIP framework will allow results to be interpreted in 

the context of more comprehensive climate change research, such as the Intergovernmental 

Panel on Climate Change assessment reports, and a wealth of other climate change projections. 

The satellite altimetry record is put into the perspective of prolonged warming under historical 

emissions, and a projected emissions scenario and potential physical mechanisms behind 

simulated EKE changes are investigated.  
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Figure 2.1. Magnitudes of simulated geostrophic ocean surface velocities. A snapshot of 
geostrophic velocities calculated from sea surface heights simulated by AWI-CM-1-1-MR for 
CMIP6 historical simulations. The equatorial region highlighted by grey lines (3° S to 3° N) is 
replaced with monthly mean velocity after linear interpolation to five-day mean time steps. 
Background image: NASA Earth Observatory. 

2.3 Model performance and contextualization of observations 

 AWI-CM-1-1-MR reproduces observed EKE with remarkable accuracy for a CMIP6 model 

(Fig. 2.2a,b), most of which are eddy parameterizing (Hewitt et al., 2020). The spatial distribution 

is particularly well represented compared with observed EKE from a gridded satellite altimetry 

product (Fig. 2.2b), with regions of high-eddy activity concentrated along well-known ocean 

surface currents, including western boundary currents and ocean gyres, and a band of high-eddy 

activity represented in the tropics. Nonetheless, there are some regions in which EKE 

representation is noticeably different, such as the lower-than-observed simulated EKE 

corresponding to preconditioned regions of insufficient grid resolution around the East 

Australian Current and the Mozambique Channel. EKE distribution in the North Atlantic follows 

a path more zonal than is observed, which reflects the common challenges of Gulf Stream 

separation bias and North Atlantic current representation in climate models often attributed to 

grid resolution (Drews et al., 2015; Wang, Zhang, et al., 2014). In FESOM, the path can be 

improved with higher model resolution, although this is not the only factor (Sein et al., 2017). 

Because the ocean grid of AWI-CM-1-1-MR can only be considered eddy-present in large parts of 
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major ocean currents (Supplementary Figs. A1, A2), it can be expected that modeled EKE is lower 

than is observed by satellites, ranging from about 51% of observed EKE in the Antarctic 

Circumpolar Current (ACC) to about 82% in the Kuroshio Current (Supplementary Table A1). The 

magnitude of EKE variability is more accurately resolved (Supplementary Table A2) but again 

underrepresents observations. This underrepresentation must be acknowledged as a limitation 

when interpreting EKE change within these simulations.  

 The internal variability of the modeled EKE ensemble over the 28-year observational 

period suggests that the signal-to-noise ratio of anthropogenic changes to natural variability is 

still quite low (Fig. 2.3). Despite this, previous analysis of the altimetry record has identified 

statistically significant positive linear trends in the Agulhas, ACC and Brazil and Malvinas currents 

(BMC), and non-significant increases have been identified in the Gulf Stream and Kuroshio 

(Martínez-Moreno et al., 2021). To contextualize these observations, simulated Gulf Stream EKE 

during the observational period (1993–2020) changes very little, and the ensemble spread 

includes both positive and negative trends (Supplementary Fig. A3), the observed period and the 

long-term projections (Supplementary Fig. A3). Thus, in most regions, the modeled results 

indicate that the length of the observational record is still insufficient to capture long-term EKE 

changes either in character or magnitude and that care must be taken when distinguishing 

anthropogenic change from natural variability. Differences in the magnitude of linear change over 

the observed and projected periods could be indicative of a nonlinear EKE response to 

anthropogenic forcing, nonlinear GHG emissions, high natural variability or a time of emergence 

of change occurring at some point during the observational period. 

2.4 Eddy kinetic energy change 

 Unlike model performance and the coherence of simulated EKE change during the 

altimetry era, the long-term modeled projections of EKE cannot be validated using observations. 

Instead, they must be interpreted with respect to current knowledge of ocean circulation and 

climate dynamics, applicable historical analogues and the published literature. The following 

paragraphs will link the long-term projections of EKE to the potential physical mechanisms 

responsible for them, and by doing so, solidify the reliability of the modeled results. 
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Figure 2.2. Simulated and observed eddy kinetic energy patterns in the global ocean. (a) 

Ensemble mean of simulated eddy kinetic energy during the observational period (1993–2020). 

(b) Observed mean eddy kinetic energy (1993–2020). (c) Change in ensemble mean of eddy 

kinetic energy between historical (1860–1949) and projected (2061–2090) periods with GHG 

forcing, according to SSP3–7.0. 
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2.4.1 The Gulf Stream 

 In addition to the widely anticipated poleward shift of the Gulf Stream (Caesar et al., 2018; 

Yang et al., 2016, 2020), the North Atlantic is projected to experience a major decrease in eddy 

activity over the twenty-first century (Fig. 2.3a). After a slight increase between the mid-

twentieth century and the present, the ensemble mean of simulated EKE falls by approximately 

2.5 standard deviations (σ) by 2090 at a rate of −0.84 σ °K-1 after mean global surface temperature 

(MGST) surpasses a 1 °K anomaly threshold (Figs. 2.3a, 2.4a). One explanation for this decrease 

could be simulated Atlantic Meridional Overturning Circulation (AMOC) weakening (Bakker et 

al., 2016), which is present in much of the CMIP6 ensemble (Weijer et al., 2020), including AWI-

CM-1-1-MR (Supplementary Figs. A4, A5; Semmler et al., 2020) and would reduce volume 

transport through the upper Gulf Stream where eddy activity occurs. The modeled dataset reveals 

a relationship between unfiltered AMOC and Gulf Stream EKE of 0.23 σ Sv−1 (Supplementary Fig. 

A6), which, while significant, explains relatively little of the simulated interannual EKE variability 

in the Gulf Stream (R2 = 0.10; Supplementary Fig. A6). Isolating low-frequency variability reveals 

a much stronger relationship of 0.36 σ Sv−1 (R2 = 0.24; Supplementary Fig. A6), which suggests 

that EKE measured from satellite altimetry could be a fingerprint of long-term changes in AMOC 

strength.  

2.4.2 The Kuroshio Current 

 Interestingly, the Kuroshio is the only western boundary current for which the eddy field 

is not projected to shift poleward (Fig. 2.2c). This has some precedence in the existing literature, 

as there is contradictory evidence regarding overall spatial change in the Kuroshio (Wu et al., 

2012; Yang et al., 2016), and it exhibits a weaker poleward shift relative to natural variability 

compared with other western boundary currents (Yang et al., 2020). This exception may also be 

due to a disconnection between surface and subsurface flow in the region, which diverged in 

2002, after which only the subsurface continued to shift poleward (Wu et al., 2021). Change in 

the magnitude of Kuroshio EKE is clearer; the ensemble mean increases by approximately 4 σ by 

2090 and rises at a rate of 1.56 σ °K−1 after MGST surpasses a 1 °K anomaly threshold (Figs. 2.3b, 

2.4b). 

 Notably, individual ensemble members exhibit periods of EKE in the Kuroshio 

substantially higher than the mean (for example, 2040–2050; Fig. 2.3b). Closer inspection of 

these periods reveals that changes between the Large Meander (LM) and Non-Large Meander 

(NLM) states of the Kuroshio (Endoh & Hibiya, 2001; White & McCreary, 1976) result in large 



B e e c h  | 18 

 

velocity anomalies along both paths. These anomalies are the result of a spatial oscillation in 

mean flow but can be misinterpreted as time-varying flow due to the bimodal nature of the path 

of the Kuroshio (Supplementary Video A1). It should, therefore, be concluded that the 

intermittent periods of particularly intense EKE in the Kuroshio (Fig. 2.3b) are not entirely 

representative of eddy activity, nor is the region of high EKE along the paths of the LM and NLM 

realistic (Fig. 2.2c). The same analysis of the observational dataset, which defines anomalies with 

respect to a reference period, reveals a similar pattern of intermittent eddy activity along the 

paths of the LM and NLM (Fig. 2.3b, Supplementary Video A2). This suggests that seemingly 

unrealistic high EKE in regions with spatially oscillating mean flow is an issue affecting 

methodology rather than the dataset. While distinguishing these periods of apparently high EKE 

from the overall eddy activity in the Kuroshio, there still appears to be an increase in the 

magnitude of EKE (Figs. 2.3b, 2.4b). Such an increase can be attributed to greater volume 

transport through the upper-layer Kuroshio, which increased by approximately 1 Sv, or 8% of the 

historical mean over the course of the simulations (Supplementary Figs. A4, A5, Supplementary 

Table A4). This response has been predicted in the context of climate change using both 

numerical models and observations as a result of intensified local wind stress (Zhang et al., 2017), 

ocean stratification (Chen et al., 2019) and tropical cyclones (Zhang et al., 2020). Further analysis 

of the relationship between Kuroshio volume transport and EKE is confounded by the correlation 

between high (low) volume transport and the LM (NLM) path (Kawabe, 1995), and by extension, 

the aforementioned unrepresentatively high EKE values. For this reason, correlation between 

EKE and volume transport in the Kuroshio is not investigated. 

2.4.3 The Agulhas Current 

 Modeled results show the eddy-rich region corresponding to the Agulhas Current shifting 

westward and poleward as warming continues (Fig. 2.2c). A positive trend of 0.29 σ °K−1 is 

identified in the Agulhas (Fig. 2.4c), and while statistically significant, temperature rise is a poor 

predictor of local EKE (R2 = 0.03). Despite relatively little change in magnitude (Fig. 2.3c), EKE 

change in the Agulhas region can provide insight into local ocean circulation. The substantial 

projected intensification of eddy activity from the southern coast of Africa into the South Atlantic 

appears to be indicative of Agulhas leakage: the transport of warm, salty Indian Ocean water into 

the South Atlantic. Agulhas leakage tends to take the form of mesoscale activity (Lutjeharms & 

Ballegooyen, 1988; Olson & Evans, 1986) and simulated leakage approximated by volume 

transport (Supplementary Table A4) increases by approximately 6 Sv, or 28% of the historical 

mean, over the course of the simulations (Supplementary Figs. A4, A5). 
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Figure 2.3. Regional eddy kinetic energy change. Observed and simulated area-integrated 

regional eddy kinetic energy anomalies normalized relative to conditions during the 

observational period (1993–2020). Sigma (σ) represents the standard deviation of conditions 

during the observational period (1993–2020) in each basin, respectively. (a) The Gulf Stream. 

(b) The Kuroshio Current. (c) The Agulhas Current. (d) BMC. (e) ACC. 

 Increased Agulhas leakage has been identified as a result of historical climate change 

using both hindcast modeling simulations (Biastoch et al., 2009) and observations (Backeberg et 

al., 2012; Rouault et al., 2009) and prior modeling studies have projected further increases as 

climate change continues (Biastoch & Böning, 2013). Proxy records have also linked increased 

inter-ocean exchange through the Agulhas to periods of rapid warming during transitions from 

glacial to interglacial conditions (Peeters et al., 2004), which could be analogous to anthropogenic 

climate change. Heat and salinity transported from the Indian Ocean to the South Atlantic by 

Agulhas leakage contribute to AMOC strength (Biastoch et al., 2008; Gordon, 1986; Knorr & 

Lohmann, 2003; Weijer et al., 1999), but the decline of AMOC in our simulations (Supplementary 

Figs. A4, A5, Supplementary Table A4) indicates that the overall effect of anthropogenic climate 

change on AMOC will be negative. High Agulhas leakage and a southwestward shift of the Agulhas 

retroflection have been associated with lower overall Agulhas transport (van Sebille et al., 2009). 
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Our simulations reinforce this association, as Agulhas volume transport is projected to decrease 

by 10 Sv or 15% of mean historical transport. EKE change in the Agulhas can be attributed to the 

poleward shift and intensification of Southern Hemisphere westerly winds (Backeberg et al., 

2012; Bard & Rickaby, 2009; Biastoch et al., 2009; Cai, 2006) and this, too, is consistent with the 

modeled dataset in which mean zonal surface wind decreases between approximately 25–45° S 

and increases south of approximately 45° S (Supplementary Fig. A7). 

 

Figure 2.4. Regional eddy kinetic energy change relative to temperature rise. Simulated 

area-integrated regional eddy kinetic energy anomalies normalized relative to conditions during 

the observational period (1993–2020) and plotted relative to simulated mean annual surface 

temperature anomalies from mean conditions between 1850 and 1899. Linear trends are fit to 

EKE anomalies after an 11-year running mean of mean annual surface temperature anomalies 

surpasses 1 °K. (a) The Gulf Stream. (b) The Kuroshio Current. (c) The Agulhas Current. (d) BMC. 

(e) ACC. 

2.4.4 The BMC 

 EKE in the BMC basin is projected to shift southward (Fig. 2.2c) and increase in magnitude 

by approximately 5 σ by 2090 (Fig. 2.3d) at a rate of approximately 1.35 σ °K−1 (Fig. 2.4d). The 

spatial EKE shift is corroborated by analysis of the relatively short observational record, which 

has already detected a modest southward shift of the currents in this region (Drouin et al., 2021; 
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Goni et al., 2011; Lumpkin & Garzoli, 2011). Independent numerical experiments have further 

corroborated this result (Combes & Matano, 2014; De Souza et al., 2019) and attribute the spatial 

shift of the BMC to a weakening of the Malvinas Current as Southern Hemisphere westerlies shift 

south. The simulations considered here produce similar conditions; westerlies shift south over 

the Southern Ocean (Supplementary Fig. A7), and volume transport through the Malvinas Current 

decreases by approximately 11 Sv, or 15% of the historical mean (Supplementary Figs. A4, A5, 

Supplementary Table A4). Observational studies of the intensity of transport through the BMC 

have generally found insignificant or no trends (Goni et al., 2011; Lumpkin & Garzoli, 2011), but 

palaeoclimatic evidence of ocean transport in the region may set a precedent for rising EKE. 

Sediment core proxy records have linked periods of high volume transport in the Brazil Current 

to weak AMOC (Chiessi et al., 2014; Meier et al., 2021), which is consistent with the approximately 

3 Sv, or 17% decline of simulated AMOC in these simulations (Supplementary Figs. A4, A5, 

Supplementary Table A4). AMOC is a relatively strong indicator of BMC EKE, particularly 

considering low-frequency variability (R2 = 0.53, Supplementary Fig. A6). The mechanism for this 

change theorized from proxy evidence is that as the northward removal of warm, salty water 

from the southern and tropical Atlantic lessens, transport shifts towards a southward route in 

response to a build-up of heat and salinity (Arz et al., 1999; Chiessi et al., 2014; Meier et al., 2021; 

Zhu & Liu, 2020). Once again, the modeled dataset supports this hypothesis; volume transport 

through the North Brazil Current decreases by approximately 2 Sv, or 6% of the historical mean, 

and increases through the Brazil Current by approximately 2 Sv, or 4% of the historical mean, 

over the course of the simulations (Supplementary Figs. A4, A5, Supplementary Table A4). Linear 

regression reveals significant relationships between BMC EKE and Brazil and North Brazil 

Current volume transport, particularly after isolating low-frequency variability (Supplementary 

Fig. A6). 

2.4.5 The ACC 

 In the ACC, intensification of strong atmospheric westerly winds (Marshall, 2003) has 

already imparted more energy to the surface ocean via wind stress (Allison et al., 2010). This has 

increased Southern Ocean eddy activity while transport has remained stable according to the 

theory of eddy saturation (Munday et al., 2013). Our projections suggest this will continue 

throughout the twenty-first century (Supplementary Fig. A7), resulting in ensemble mean EKE 

approximately 6 σ greater than the observational period mean by 2090 (Fig. 2.3e). EKE is 

projected to rise at a rate of 1.92 σ °K−1 after the 1 °K MGST anomaly threshold (Fig. 2.4e). 

Meanwhile, transport through the Drake Passage decreased by approximately 2 Sv, or 1% of 
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historical mean annual transport (Supplementary Figs. A4, A5, Supplementary Table A4). 

Although a statistically significant change, this is most likely physically inconsequential to the 

local conditions, suggesting that the ACC simulated by FESOM is at or near its eddy-saturated 

state, where stronger winds no longer increase mean transport but instead intensify eddy 

activity. Interestingly, the ACC is the only basin considered here where simulated EKE rise begins 

before the start of the observational period (Fig. 2.3e), suggesting that observed trends here 

should already reflect long-term change. Indeed, simulated ACC EKE rises at approximately the 

same rate both during and after the observational period (Supplementary Fig. A3). However, it 

has been shown that EKE rise in response to wind stress along the ACC is greater in higher-

resolution models (Munday et al., 2013), meaning EKE rise could be even more intense than these 

projections if a higher-resolution mesh is used. 

2.5 Conclusions 

 Analysis of EKE in the world’s oceans has historically been limited by the length of the 

satellite altimetry record and the computational challenge of modeling long time series at eddy-

present resolutions. AWI-CM-1-1-MR, and specifically the ocean component, FESOM, contends 

with these challenges using a highly scalable dynamical core, along with an unstructured mesh 

and variable-resolution ocean grid. As a result, AWI-CM-1-1-MR’s CMIP6 contribution is able to 

reproduce key features of global eddy activity, creating a unique opportunity to investigate how 

eddy activity might change in a warming world. Although AWI-CM-1-1-MR’s unique 

characteristics have made this study possible, it will be essential for future work to corroborate 

the results using a diverse model ensemble. 

 Our analyses of CMIP6 simulations from AWI-CM-1-1-MR reveal pronounced long-term 

changes in projected EKE on a global scale. Early indications of these changes may be present in 

the observational record (Martínez-Moreno et al., 2021), but EKE changes in most eddy-rich 

regions do not yet appear to be wholly representative of long-term change either in character or 

magnitude. Nonetheless, the observational record is generally not contradictory to our results 

because modeled EKE change during the observational period is also not yet reflective of long-

term projections in most regions. Importantly, the onset of EKE changes relative to both time and 

MGST rise suggests that these changes should become increasingly clear relatively quickly as the 

observational record grows, making the altimetry dataset a crucial tool for evaluating these 

projections. Several of the long-term modeled projections reflect changes that have begun to 

appear in the observational record or other existing literature. A poleward shift of eddy activity 
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follows the poleward shift of many major ocean currents expected in a warming climate (Wu et 

al., 2012; Yang et al., 2016, 2020). The ACC appears eddy-saturated as intensifying Southern 

Hemisphere westerlies increase eddy activity and ACC volume transport remains relatively 

stable (Munday et al., 2013). Lower transport through the Agulhas Current reflects a more 

southwestward retroflection and more Agulhas leakage (van Sebille et al., 2009). Eddy activity in 

the BMC shifts south while the strength of the Malvinas Current decreases and Southern 

Hemisphere westerlies shift south. Other results can generally be reinforced by anticipated 

anthropogenic impacts on ocean circulation. Decreasing EKE in the North Atlantic occurs 

concurrently with the widely anticipated decline of AMOC (Bakker et al., 2016; Caesar et al., 2018; 

Weijer et al., 2020). Substantial growth of Kuroshio EKE occurs in conjunction with an anticipated 

strengthening of Kuroshio volume transport (Chen et al., 2019; Zhang et al., 2017, 2020). 

Increased EKE in the southeastern Atlantic reflects greater Agulhas leakage, which is anticipated 

in a warming world based on palaeoclimatic and modeled evidence (Backeberg et al., 2012; 

Biastoch et al., 2009; Peeters et al., 2004; Rouault et al., 2009). Intensification of BMC EKE reflects 

a shift of thermohaline circulation in the Atlantic towards a southern route, consistent with model 

and palaeoclimatic evidence (Arz et al., 1999; Chiessi et al., 2014; Meier et al., 2021; Zhu & Liu, 

2020). The representation of various anticipated impacts of anthropogenic climate change by 

modeled EKE suggests that EKE discerned from satellite data could be a useful proxy for large-

scale climatic changes that is more conveniently observed than in situ monitoring of ocean 

velocities or overturning circulation. 

2.6 Methods 

2.6.1 Model configuration 

 In AWI-CM-1-1-MR, FESOM version 1.4 employs a finite-element numerical core with a 

46-layer ocean mesh varying in horizontal resolution from approximately 8 km to 80 km 

(Semmler et al., 2020). FESOM’s horizontal grid uses triangular cells of variable size rather than 

a traditional rectangular grid to vary grid resolution (Wang, Danilov, et al., 2014). The mesh used 

in these simulations was designed with particular consideration of observed sea surface height 

(SSH) variability as an indicator of dynamically active regions, and these regions are refined to 

sufficient resolution to simulate eddies based on the local Rossby radius of deformation (Sein et 

al., 2016, 2017). Thus, computational resources are allocated according to the observed presence 

of high local mesoscale activity, and resolution requirements for the simulation of mesoscale 

activity. While the design of the mesh is an attempt to make the best use of considerable 
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computational resources needed to carry out full CMIP6 experiments, the nominal ocean 

resolution of 25 km, or approximately 0.83 million ocean nodes, cannot produce eddy-rich 

conditions across the entire globe under any configuration. Rather, the mesh configuration 

(Supplementary Fig. A1) compromises on resolution in large areas of relatively low eddy activity, 

but by doing so, local grid refinements can exceed ½ of the local Rossby radius (R) along the paths 

of major ocean currents where high-eddy activity is observed. Importantly, ½ R is a crucial 

threshold below which eddy-resolving conditions can be reached (Hallberg, 2013), although the 

characteristics of the simulated eddies, such as size, speed or longevity, may still not reflect 

observations (Moreton et al., 2020), which could be a potential weakness in these simulations. 

Regions of high grid refinement are broader than observed regions of high SSH variability, to the 

extent that resources allow and steep resolution gradients are avoided; however, the potential 

for mesoscale activity to shift spatially beyond the refined grid regions remains a limitation of 

variable-resolution modeling. Outside of regions with sufficient resolution to simulate eddies, 

Gent–McWilliams eddy parameterization (Gent & McWilliams, 1990) is gradually introduced 

(Wang, Danilov, et al., 2014). Information regarding the configuration of the atmospheric 

component and coupling is in the Supplementary Notes. 

2.6.2 Data 

2.6.2.1 Model Data from AWI-CM-1-1-MR 

 This analysis considers a five-member ensemble of historical simulations and climate 

change projections (Semmler et al., 2018) under shared socio-economic pathway (SSP) 3–7.0 

following the CMIP6 standards (Eyring et al., 2016). Spin-up information for the simulations is 

available in the Supplementary Notes. Emissions scenarios in CMIP6 are based on a matrix of 

SSPs (O’Neill et al., 2017) and representative concentration pathways (Moss et al., 2010). SSP3–

7.0 describes a relatively high-emissions scenario in which CO2 levels are roughly doubled by the 

end of the century (Eyring et al., 2016; Masson-Delmotte et al., 2021; O’Neill et al., 2017). Other 

models from the CMIP6 ensemble were considered for inclusion in this analysis, as explained in 

the Supplementary Notes, but it was concluded that the variable-resolution capabilities of AWI-

CM-1-1-MR make it uniquely suited to this study. 

 Geostrophic ocean surface velocities were calculated using daily SSH with (Eq. 2.1) and 

(Eq. 2.2). 

 (Eq. 2.1) 𝑢 = −𝑔𝑓 
𝜕𝑆𝑆𝐻 

𝜕𝑦
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 (Eq. 2.2) 𝑣 = 𝑔𝑓 
𝜕𝑆𝑆𝐻 

𝜕𝑥
 

where 𝑢 and 𝑣 refer to zonal and meridional geostrophic velocities, respectively, where 𝑥 

and 𝑦 are the longitudinal and latitudinal positions, respectively, where 𝑔 is gravitational 

acceleration and 𝑓 is the Coriolis parameter. 

The use of daily SSH enables EKE to be calculated with a five-day mean temporal resolution, 

whereas only monthly mean ocean velocity data are available directly as model output. Moreover, 

the use of geostrophic velocities rather than direct model output allows for a more direct 

comparison with the altimetry dataset. More data processing steps are outlined in the 

Supplementary Notes. A visual representation of the velocity dataset (Fig. 2.1) demonstrates the 

effectiveness of the geostrophic velocity calculations and AWI-CM-1-1-MR in reproducing both 

overall surface flows and mesoscale activity. Supplementary Video A3 demonstrates this further 

through the animation of two sample years of velocity data. 

 To link EKE to other changes in the climate system, several additional variables were 

selected from model output and used to characterize the conditions surrounding simulated EKE 

change. Ocean velocity data (variables vo and uo) were used to calculate mean annual volume 

transport across chosen transects corresponding to currents that are hypothesized as physical 

drivers of EKE change (Supplementary Figs. A4, A5). Transects were selected based on the 

published literature and to approximate the locations of in situ measurements of volume 

transport (Supplementary Table A4). The simulated stream function of AMOC at approximately 

26° N and 1,040 m depth was also computed (Supplementary Table A4). Surface wind speed 

(variable sfcWind) was averaged across lines of latitude to assess change in the magnitude of 

mean zonal surface winds (Supplementary Fig. A7). 

2.6.2.2 Satellite altimetry observations 

 To assist in the evaluation of simulated EKE, gridded geostrophic velocity anomaly 

observations (variables ugosa and vgosa) between 1993 and 2020 from the Copernicus Marine 

Environment Monitoring Service and based on AVISO+ satellite altimetry were compared to the 

simulated data. The gridded observational data has a resolution of 0.25° by 0.25° and the 

equatorial band between 5° S and 5° N is replaced with approximated data (Lagerloef et al., 1999). 

The reference period used to compute anomalies in the altimetry dataset is 1993–2012. More 

information on processing of the altimetry dataset for this analysis can be found in the 

Supplementary Notes. 
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2.6.3 Eddy kinetic energy calculations 

 EKE can be defined as the energy contained by the time-varying component of ocean 

velocities, which are typically quantified as anomalies of ocean velocity. To account for potential 

changes in the mean state of ocean surface velocities in anomaly calculations, detailed in the 

Supplementary Notes, a running mean was removed from the raw data rather than a reference 

period mean. For each five-day period n in year j, a 21-year centered window of the same period 

n is considered from ten years prior, to ten years after year j. The ensemble mean of this window 

is then removed from the raw data to produce the anomaly as per equation (Eq. 2.3). This method 

effectively filters both low-frequency and seasonal variability from the velocity data and 

interprets the remaining variability as the anomalies representative of eddy activity. Finally, 

velocity anomalies were used to calculate EKE as per equation (Eq 2.4). The ensemble mean of 

21-year running means from each ensemble member represents 105 data points of reference 

surface velocity data intended to represent the mean state of surface flow while losing only ten 

years of data at the beginning and end of each time series. Due to internal variability, the 

ensemble members may differ slightly in their simulation of mean flow, but these differences are 

expected to be smaller than those stemming from seasonality or the effects of climate change, 

making an ensemble mean preferable for characterizing mean flow. 

 (Eq. 2.3) 𝑢𝑛,𝑗′ =  𝑢𝑛,𝑗  −  𝐸𝑁𝑆𝑎𝑣𝑔(𝑢𝑛,𝑗−10∶𝑗+10̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )  

 (Eq. 2.4) 𝐸𝐾𝐸𝑛,𝑗 =
1

2
 (𝑢𝑛,𝑗′2  +  𝑣𝑛,𝑗′2) 

where ENSavg() refers to the ensemble mean and prime (′) denotes an anomaly. For 

meridional velocity anomalies in equation (Eq. 2.3), replace 𝑢 with 𝑣. 

The long-term analysis of modeled EKE takes advantage of the length of the dataset and an 

ensemble of simulations to address the changing mean state of the global ocean due to 

anthropogenic climate change. To assess model fidelity, modeled data were compared to a 

shorter satellite altimetry dataset (1993–2020). For this comparison, anomalies of both datasets 

were calculated with respect to a 20-year reference period (1993–2012). 

 Time series of area-integrated EKE are produced by multiplying EKE by cell area and 

summing the results within selected basins (Supplementary Fig. A2). Basins were selected to 

encompass regions of high-eddy activity in the observed and modeled datasets both historically, 

and as it is projected at the end of the simulations, to capture spatial shifts. The resolution of the 

model grid was also considered when defining basins so that eddy-parameterizing regions are 
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not included. Direct comparison of EKE in different ocean basins should be avoided, as lower 

(higher) area-integrated EKE may represent greater (lesser) eddy activity in a smaller (larger) 

area. This, along with the general underrepresentation of EKE compared with observations due 

to grid resolution, prompts the use of standardized EKE values based on mean and standard 

deviation of EKE during the observational period (Eq. 2.5). This representation of EKE conveys 

change relative to conditions during the observed period (1993–2020) for each ensemble 

member and the observations respectively. 

 (Eq. 2.5) 𝐸𝐾𝐸𝑖 (𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑒𝑑)  =
(𝐸𝐾𝐸𝑖  − 𝐸𝐾𝐸̅̅ ̅̅ ̅̅ )

𝜎𝐸𝐾𝐸
 

where 𝑖 refers to a five-day mean time step, σ refers to the linearly detrended standard 

deviation during the observational period (1993–2020) and 𝐸𝐾𝐸̅̅ ̅̅ ̅̅  refers to mean EKE 

during the observational period (1993–2020). 

2.6.4 Characterization of change 

 Change in EKE within the observational record is typically assessed using linear trends 

(Ding et al., 2018; Hogg et al., 2015; Martínez-Moreno et al., 2021). However, in the context of 

longer modeled datasets, the observational record becomes a mere snapshot of larger regimes of 

change, demonstrating the constraints of observation-based studies. The comprehensive 

modeled dataset is used to address several of these constraints. To account for the uncertainty 

regarding future GHG emissions and climate change mitigation, EKE trends are reported relative 

to MGST rise relative to a 1850–1899 mean, facilitating comparison with other emissions 

scenarios and grounding projections of future change in a more physical basis than temporal 

trends. To distinguish a robust climate change signal from natural variability, least-square linear 

trends relating EKE to MGST rise are calculated using data after the ensemble mean of an 11-year 

running mean of MGST anomalies surpasses a threshold of 1 °K (Fig. 2.4). The spatial distribution 

of EKE change over time is quantified by subtracting historical EKE conditions (1860–1949) from 

conditions at the end of the century (2061–2090; Fig. 2.2c), capturing a period of approximately 

3.3 °K of warming, and the statistical significance of change was confirmed using a t-test (not 

shown). Together, these metrics should provide a reasonably comprehensive assessment of EKE 

change in the context of anthropogenic climate change. 

 Large-scale climatic conditions including volume transport, AMOC and southern 

hemisphere westerlies are reported to assist with the interpretation of EKE change relative to 

the broader effects of anthropogenic climate change. The probability density distributions of 
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mean annual volume transport across selected transects and AMOC are reported for historical 

(1860–1949) and end-of-century projected (2061–2090) periods, along with the absolute and 

percentage changes (Supplementary Fig. A4, Supplementary Table A4). Time series of the same 

volume transport and AMOC data are reported in Supplementary Figure A5, and change in zonal 

mean surface wind speed between the same historical and projected periods is reported in 

Supplementary Figure A7. Simple linear regression is used to assess the relationship between 

volume transport and EKE where relationships are expected based on the published literature 

(Supplementary Fig. A6). Regression analysis is applied to unfiltered volume transport, AMOC 

and EKE data and low-pass-filtered data with a threshold of ten years to better identify 

relationships within high sub-decadal variability. The filtering was performed by applying 

Fourier transformations to the time series of each ensemble member, removing frequency signals 

greater than the 1/10 Hz threshold, applying an inverse Fourier transformation and discarding 

imaginary components. 
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3  
Exploring the ocean mesoscale at reduced 

computational cost with FESOM 2.5: efficient 

modeling strategies applied to the Southern 

Ocean 

This chapter is published under the same title in Geoscientific Model Development (Beech et 

al., 2024). 

 

 3.1 Abstract  

 Modeled projections of climate change typically do not include a well-resolved ocean 

mesoscale due to the high computational cost of running high-resolution models for long time 

periods. This challenge is addressed using efficiency-maximizing modeling strategies applied to 

3 km simulations of the Southern Ocean in past, present, and future climates. The model setup 

exploits reduced-resolution spin-up and transient simulations to initialize a regionally refined, 

high-resolution ocean model during short time periods. The results are compared with satellite 

altimetry data and more traditional eddy-present simulations and evaluated based on their 

ability to reproduce observed mesoscale activity and to reveal a response to climate change 

distinct from natural variability. The high-resolution simulations reproduce the observed 

magnitude of Southern Ocean eddy kinetic energy (EKE) well, but differences remain in local 

magnitudes and the distribution of EKE. The coarser, eddy-permitting ensemble simulates a 

similar pattern of EKE but underrepresents observed levels by 55%. At approximately 1 °C of 

warming, the high-resolution simulations produce no change in overall EKE, in contrast to full 

ensemble agreement regarding EKE rise within the eddy-permitting simulations. At 

approximately 4 °C of warming, both datasets produce consistent levels of EKE rise in relative 

terms, although not absolute magnitudes, as well as an increase in EKE variability. Simulated EKE 
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rise is concentrated where flow interacts with bathymetric features in regions already known to 

be eddy-rich. Regional EKE change in the high-resolution simulations is consistent with changes 

seen in at least four of five eddy-permitting ensemble members at 1 °C of warming and all 

ensemble members at 4 °C. However, substantial noise would make these changes difficult to 

distinguish from natural variability without an ensemble. 

3.2 Introduction 

 Mesoscale activity in the Southern Ocean has been the subject of much research and 

interest in recent years due to the intensification of Southern Hemisphere westerlies (Marshall, 

2003), the phenomena of eddy saturation and compensation (Bishop et al., 2016; Munday et al., 

2013), and the potential for carbon sequestration in the face of ongoing anthropogenic emissions 

(Frölicher et al., 2015; Landschützer et al., 2015; Sallée et al., 2012). Satellite observations already 

reveal an intensification of eddy activity in the Antarctic Circumpolar Current (ACC), and changes 

are attributed primarily to wind stress (Hogg et al., 2015; Marshall, 2003; Martínez-Moreno et al., 

2021). Modeling studies have been able to reproduce the observed changes, as well as project 

continued intensification throughout the 21st century (Beech et al., 2022), but the modeled results 

rely on only partially resolved eddy activity relative to observations, leaving open the possibility 

for new findings or greater clarity. 

 Advances in computational capabilities have enabled ocean modeling science to make 

great progress in overcoming the substantial computational burden of simulating the mesoscale. 

However, shortcomings remain, particularly in the Southern Ocean where the Rossby radius can 

be as small as 1 km, increasing the computational cost of resolving eddies (Hallberg, 2013). Even 

model resolutions that can generally be considered eddy-resolving are only eddy-permitting 

poleward of 50° if grid spacing does not vary in space (Hewitt et al., 2020). This highlights an 

efficiency challenge in simulating the mesoscale with traditional model grids; resolutions 

necessary to resolve high-latitude, small-radius eddies are both prohibitively expensive and 

unnecessary to resolve mesoscale eddies in the lower latitudes. Fortunately, a growing number 

of modeling alternatives to traditional grids now enable dynamic spatial allocation of resources 

(Danilov, 2013; Danilov et al., 2017; Jungclaus et al., 2022; Ringler et al., 2013), creating the 

opportunity to more efficiently resolve the mesoscale.  

 As resource allocation in high-resolution modeling becomes spatially flexible in the 

pursuit of more efficient configurations, the temporal component must also be scrutinized for 

efficiency. Traditional modeling approaches require long spin-up periods in order to equilibrate 



B e e c h  | 31 

 

the deep ocean and reduce model drift (Irving et al., 2021). Although the impacts of drift are not 

negligible, they generally affect large-scale processes in the deep ocean; mesoscale processes that 

require high resolutions to simulate are typically fast to equilibrate and will appear relatively 

quickly wherever large-scale ocean conditions lead to their creation. Admittedly, one cannot 

entirely disentangle the two scales, as mesoscale activity does affect the position of fronts, 

stratification, and the paths of ocean circulation (Chassignet & Xu, 2017; Marshall, 2003; 

Marzocchi et al., 2015). Yet, with equilibration times for the deep ocean on the scale of thousands 

of years (Irving et al., 2021), the possibility, and ultimately necessity, to reduce the resolution of 

spin-up runs relative to production runs must be investigated.  

 Advancing the concept of dynamic temporal allocation of resources further, the 

traditional transient climate change simulation also represents an efficiency bottleneck for some 

applications; by modifying the climate continuously in time, each year of a transient simulation 

is effectively a single realization of a global mean climatic state that varies from the following and 

preceding years by only a fraction of a degree. For some applications, like hindcasts of real events 

or trend analysis, this approach may be desirable, but for assessing the impacts of climate change 

with limited resources and a low signal-to-noise ratio, a larger sample of realizations for a 

consistent climatic state may be more suitable.  

 Aside from oceanic concerns, the atmosphere can have substantial impacts on mesoscale 

activity in climate models. Most simply, with a coupled atmosphere, absolute surface winds will 

react to ocean eddy activity, whereas atmospheric forcing will not, resulting in more eddy killing 

by wind stress (Renault et al., 2016). Additionally, an atmosphere coupled to a high-resolution 

ocean must be of similarly high resolution for certain mesoscale interactions to be resolved 

(Byrne et al., 2016). Ultimately, the modeled atmosphere further escalates the already 

exponential cost of increasing ocean resolution by requiring more computational resources in 

order for the benefits of the resolved mesoscale to fully transfer to the broader climate.  

 To address the computational inefficiencies outlined above, a novel simulation 

configuration is proposed, combining several experimental modeling approaches. Simulations 

will exploit the multi-resolution Finite volumE Sea-ice Ocean Model (FESOM) (Danilov et al., 

2017) employing a high-resolution unstructured mesh that concentrates computational 

resources on the Southern Ocean while maintaining grid resolution in the remainder of the global 

ocean that can still be considered high resolution, as in, for example, HighResMIP (Haarsma et al., 

2016). The multi-resolution strategy overcomes the efficiency challenges of resolving high-
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latitude eddies without needlessly increasing tropical resolutions, as well as limiting the focus 

and computational requirements to one hemisphere. The high-resolution simulations will make 

use of a spin-up simulation on a medium-resolution, eddy-permitting mesh to avoid the 

computational burden of allowing an eddy-resolving ocean to equilibrate deep, slow-changing 

processes. The eddy-permitting mesh will also be used to simulate the transient periods between 

shorter, high-resolution time slices, increasing the signal-to-noise ratio of the results by 

separating the production data further in time and the progression of anthropogenic climate 

change. Finally, the ocean model will be forced with atmospheric data from existing coupled 

simulations (Semmler et al., 2020). Although this will not facilitate mesoscale atmosphere–ocean 

interaction, the simulation will reflect the climatic development of an eddy-permitting simulation 

of the future atmosphere without the additional computational requirements.  

 The Southern Ocean is one of the world’s hotspots for mesoscale activity and a region 

where substantial change is anticipated in the context of anthropogenic climate change (Beech et 

al., 2022). Simultaneously, the high latitude of the region makes eddy-resolving model 

simulations computationally demanding and observational data relatively scarce (Auger et al., 

2023; Hallberg, 2013). Yet, as the climate changes, the importance of the Southern Ocean grows 

as a heat and carbon sink, an ecosystem, and a medium for feedback between the atmosphere 

and ocean (Byrne et al., 2016; Frölicher et al., 2015). Thus, the study of the Southern Ocean 

demands innovation in the modeling field to produce high-resolution simulations at reduced 

computational cost. This study maximizes grid resolution relative to computational cost using an 

unstructured, multi-resolution grid, a medium-resolution spin-up simulation, and atmospheric 

forcing from lower-resolution coupled simulations in order to focus resources as much as 

possible on resolving mesoscale activity in the study region. The resulting simulations enable an 

exploratory analysis of the past, present, and future of the Southern Ocean with a fully resolved 

mesoscale. Simulations with this cost-efficient, high-resolution configuration are presented in 

comparison to a comprehensive ensemble of eddy-permitting simulations to assess the 

performance of the efficiency-focused approach in reproducing mesoscale activity and its 

response to climate change. 

3.2 Methods 

3.2.1 Experimental setup 

 This analysis contrasts a subset of simulations from AWI-CM-1-1-MR’s contribution to the 

sixth phase of the Coupled Model Intercomparison Project (CMIP6; Semmler et al., 2020) 
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(hereafter referred to as the AWI-CM-1 ensemble), with single-member standalone ocean 

simulations using an updated version of FESOM (FESOM 2.5) and a mesh substantially refined to 

a resolution surpassing 3 km in the Southern Ocean (hereafter referred to as the SO3 simulations; 

Supplementary Fig. B1). Observations of ocean surface velocity derived from satellite altimetry 

data are also used to evaluate model performance for both modeled datasets during the period 

of overlap with the altimetry record. The AWI-CM-1 simulations consist of the five-member 

ensemble of historical simulations and the five-member ensemble of climate change projections 

under shared socioeconomic pathway (SSP) 3-7.0 which were performed by AWI-CM-1-1-MR in 

CMIP6 (Semmler et al., 2020). These are state-of-the-art CMIP6 experiments and benefit from the 

multiple ensemble members and long spin-up times that CMIP simulations typically boast. 

However, while the AWI-CM-1 ensemble reproduces eddy activity remarkably well within the 

context of CMIP6 (Beech et al., 2022), high-resolution ocean modeling now far surpasses even the 

highest ocean resolutions in the CMIP6 ensemble. Conversely, the SO3 simulations push the limits 

of ocean resolution but rely on several measures for maximizing computational efficiency that 

may impact the robustness of the simulations. Details on the experimental setup for CMIP6 and 

ScenarioMIP are widely available (Eyring et al., 2016; O’Neill et al., 2017), and information more 

specific to AWI-CM-1-1-MR’s contribution has been published previously (Semmler et al., 2020). 

The following sections will outline the details of the SO3 simulations. 

 To produce initial conditions for the high-resolution model simulations on the SO3 mesh, 

a medium-resolution, eddy-permitting, ocean-only transient simulation was first run from 1851 

to 2100 using the same ocean mesh employed by AWI-CM-1-1-MR in CMIP6 (Semmler et al., 

2020). This mesh has been shown to effectively reproduce eddy activity in active regions while 

maintaining a computational cost comparable to a traditional 1/4° model (Beech et al., 2022). 

The transient simulation was initialized with conditions for ocean temperature and salinity, as 

well as sea ice concentration, thickness, and snow cover taken from the end of the first year 

(1850) and first ensemble member (r1i1p1f1) of AWI-CM-1-1-MR’s historical simulations in 

CMIP6 (Semmler et al., 2018, 2020, 2022a, 2022b). In this way, the model undergoes a semi-cold 

start in which ocean conditions are not exact continuations of the previous coupled simulation 

but should be far closer to equilibrium than a true cold start initialization. The eddy-permitting 

transient simulation was forced using atmospheric data from the same ensemble member of the 

historical CMIP6 simulations until 2014 (Semmler et al., 2022a) and thereafter using the first 

ensemble member of AWI-CM-1-1-MR’s ScenarioMIP simulations for SSP 3-7.0 (Eyring et al., 

2016; O’Neill et al., 2017; Semmler et al., 2022b). This approach to forcing takes advantage of a 
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coupled simulation, CMIP6, to produce a forcing dataset of better temporal and spatial coverage 

than the observational record and which maintains a realistic transient climate throughout 

anthropogenic impacts during the 21st century. 

 In the years 1950, 2015, and 2090, FESOM is reinitialized with the high-resolution ocean 

grid, SO3 (Supplementary Fig. B1), using the same semi-cold start approach and forcing dataset 

that were implemented for the eddy-permitting transient simulation described previously. These 

years were chosen to represent a historical period, beginning in 1950, when the effects of climate 

change on EKE should be small or none (Beech et al., 2022); a near-present period, beginning in 

2015, in which the simulations will overlap with satellite altimetry data; and a projected period, 

beginning in 2090, which should include a strong climate change signal. The latter two simulated 

periods represent 1.07 and 3.74 °C of warming, respectively, in the first ensemble member of the 

AWI-CM-1 ensemble defined as a rise in the 21-year running mean of global mean 2 m air 

temperatures. Warming of the ensemble mean is similar: 1.08 and 3.76 °C, respectively, and 

warming is henceforth approximated as 1 and 4 °C in Figure 3.4 and the text. Initial conditions 

for these shorter time-slice simulations are taken from the end of the previous year of the eddy-

permitting transient simulation. The high-resolution simulations are each integrated for 6 years 

with the first year ignored as a true spin-up, leaving 5 years of data for each time period. The 

high-resolution grid is, in truth, a regionally refined mesh in which a 25 km global resolution is 

refined to approximately 2.5 km, following (Danilov, 2022), primarily south of 40 °S, but with 

other pertinent regions, such as the Agulhas Current and several narrow straits, also refined. In 

this way, the model is able to simultaneously achieve eddy-rich conditions in the Southern Ocean 

and many of the nearby active regions, as well as a global resolution that would still be considered 

high in the context of CMIP6 (Hallberg, 2013; Hewitt et al., 2020). While model drift may be a 

concern with such a short true spin-up period, this should affect each of the high-resolution time 

slices similarly and to a limited extent due to their short integration lengths. Thus, the differences 

between the high-resolution ocean simulations should primarily reflect anthropogenic climate 

impacts simulated during the eddy-permitting transient run and present in the forcing dataset. 

3.2.2 Model configuration 

 The Finite volume Sea-ice Ocean Model version 2.5 is a post-CMIP6 era model, having 

been refactored to a finite-volume configuration from the finite-element version (FESOM 1.4; 

Wang, Danilov, et al., 2014) employed in CMIP6 and transitioned to arbitrary Lagrangian–

Eulerian vertical coordinates, among other improvements (Danilov et al., 2017; Scholz et al., 
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2019, 2022). FESOM’s most distinguishing feature among mature ocean models is the 

unstructured horizontal grid that exploits triangular grid cells which can smoothly vary in size to 

change the horizontal grid resolution in space. In these simulations, full free surface, or z∗, 

vertical coordinates were used, allowing the vertical model layer thicknesses to change in time. 

Gent–McWilliams eddy parameterization (Gent & McWilliams, 1990) is scaled with resolution 

according to (Ferrari et al., 2010), and vertical mixing is simulated by a k-profile parameterization 

scheme (Large et al., 1994).  

 The SO3 mesh consists of over 22 million surface elements (triangle faces) or 11 million 

surface nodes (triangle vertices) and 70 vertical layers. The simulations produce about 1.1 

terabytes of data per simulated year of 3D daily data stored on nodes. For reference, the medium-

resolution mesh used in the AWI-CM-1 ensemble is 1.6 million surface elements or 0.83 million 

surface nodes and 46 vertical layers and produces approximately 56 GB per simulated year of 3D 

daily data stored on nodes. The model was run on 8192 CPU cores with a typical throughput of 

approximately 0.65 simulated years per day, consuming approximately 5.5 million CPU hours in 

total despite the various cost-saving modeling approaches. It should be noted, however, that the 

throughput in high-resolution production simulations like this is highly dependent on the volume 

and choice of data being saved. The simulations and following analyses were performed using the 

high-performance computing system, Levante, at the German Climate Computing Center (DKRZ).  

 The ocean model is forced by several atmospheric variables at a 6 h resolution, although 

one forcing variable, humidity, is interpolated monthly data. The forcing data are supplied to the 

model on the regular atmospheric grid used in the coupled setup during AWI-CM-1-1-MR’s CMIP6 

simulations (Semmler et al., 2018) and interpolated to the multiresolution grid used in the 

respective simulations by FESOM. Runoff data are a monthly climatology, and dynamic ice sheet 

coupling is not included, meaning the freshwater influx from the Antarctic continent does not 

react to warming, which may impact certain processes, such as the timing and intensity of sea ice 

loss (Bronselaer et al., 2018; Pauling et al., 2017). 

 3.2.3 Modeled ocean velocity data  

 Geostrophic balance is an idealized approximation that does not match real ocean 

velocities for several reasons, including the presence of ageostrophic flow, such as Ekman 

transport, as well as assumptions made in the derivation of (Eq. 3.1) and (Eq. 3.2). Specifically, 

geostrophic balance between the Coriolis effect and the pressure gradient is valid under the 

assumption that the curl of horizontal velocities or vorticity is small relative to the magnitude of 
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overall flow. In models, this assumption is relatively close to reality in coarse-resolution 

simulations where geostrophic flow dominates, but on higher-resolution meshes, where 

submesoscale flows are well-resolved, these omitted terms become larger. Therefore, while using 

geostrophic velocities for both high-resolution and coarse-resolution modeled datasets would be 

methodologically consistent, the error introduced would be systemically larger for the finer-

resolution dataset than the coarser. Therefore, we do not consider the use of geostrophic 

velocities for both modeled datasets in this analysis to bring the data into closer agreement. 

Rather, for the AWI-CM-1 dataset, where daily ocean velocities were not saved (Semmler et al., 

2018), geostrophic velocities derived from sea surface height with (Eq. 3.1) and (Eq. 3.2) are the 

best possible choice, and fortunately, as described earlier, the error introduced by the 

assumptions of geostrophic balance will be small. For the SO3 simulations, direct model output 

was saved and is preferred, particularly given the high resolution of the mesh. 

 (Eq. 3.1) 𝑢 = −𝑔𝑓 
𝜕𝑆𝑆𝐻 

𝜕𝑦
 

 (Eq. 3.2) 𝑣 = 𝑔𝑓 
𝜕𝑆𝑆𝐻 

𝜕𝑥
 

where 𝑢 and 𝑣 refer to zonal and meridional geostrophic velocities, respectively, where 𝑥 

and 𝑦 are the longitudinal and latitudinal positions, respectively, where 𝑔 is gravitational 

acceleration and 𝑓 is the Coriolis parameter. 

The omission of Ekman transport, the primary source of ageostrophic oceanic flow from 

atmospheric influences, can be relatively well addressed in the SO3 dataset by selecting modeled 

velocities just below the Ekman layer. At depths of 25–30 m below sea level, the bulk of Ekman 

transport can be avoided (Price et al., 1987), while velocities should not substantially differ from 

those at the surface. What ageostrophic flow remains in the model output velocities should be 

primarily large scale and small relative to geostrophic flow in the high-energy regions of the 

ocean, including the ACC (Yu et al., 2021). 

3.2.4 Altimetry data 

An observational data product of gridded, daily geostrophic velocities derived from along-track 

satellite altimetry from crossover data is taken from the Data Unification and Altimeter 

Combination System (DUACS) (Taburet et al., 2019). The gridded product has a resolution of 

0.25°, although effective resolution at high latitudes may be much lower (Ballarotta et al., 2019). 

Recently, improved data have become available in the ice-covered regions of the Southern Ocean 

(Auger et al., 2022) but do not yet cover the full present-day simulated period (2016–2020) in 
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this study. Absolute velocities from the gridded altimetry product were used to calculate 

anomalies and EKE using (Eq. 3.3) and (Eq. 3.4) below for consistency with the modeled dataset. 

3.2.5 EKE analysis 

 Velocity anomalies are defined by subtracting the multi-year monthly climatology of each 

respective 5-year period from daily velocities with (Eq. 3.3).  

 (Eq. 3.3) 𝑢′𝑖  =  𝑢𝑖  −  𝑢𝑚 

where 𝑢𝑖 is the daily zonal velocity, ′ denotes an anomaly, and 𝑢𝑚 is a monthly mean. For 

meridional velocities (𝑣) substitute 𝑢 with 𝑣.  

Eddy kinetic energy is calculated from ocean velocities according to (Eq. 3.4).  

 (Eq. 3.4) 𝐸𝐾𝐸𝑖  =  0.5 ( 𝑢′𝑖
2

 +  𝑣′𝑖
2

 ) 

 where 𝑖 denotes a daily value and ′ denotes an anomaly.  

EKE was calculated on the native grid of each dataset and then interpolated to a 0.25° grid for all 

analyses. In Figures 3.1 and 3.3, EKE was first calculated on a daily timescale and coarsened to 5-

day means before analysis to reduce computational costs during post-processing. Area-

integrated EKE (Figs. 3.1, 3.3) is calculated by summing the area-weighted EKE of each grid cell 

in the study region defined as the zonal band between 45 and 65 °S. The Brazil–Malvinas 

confluence region between 57 and 29 °E and northward of 40° S is removed to focus the study on 

a region with consistent physical drivers theorized to be responsible for the changes in eddy 

activity (Beech et al., 2022). As a precaution, each dataset was linearly detrended before analysis 

in Figures 3.1 and 3.3 to avoid artificially increasing the range of the later distributions due to the 

accelerating climate change signal. Select statistical properties are reported in Supplementary 

Tables B1, B3 to indicate deviations from normality (D’Agostino & Belanger, 1990; Fisher, 1997) 

and autocorrelation (Durbin & Watson, 1950). Rather than attempt to manipulate the data to 

meet certain statistical assumptions, complex statistical tests are avoided and the statistical 

properties reported can be used to interpret the EKE data in a physical sense. EKE anomalies (Fig. 

3.1) were calculated by subtracting the 2016–2020 mean of area-integrated EKE from the 5-day 

mean values of each period. Normalized EKE was calculated by further dividing EKE anomalies 

by the standard deviation of EKE during the 2016–2020 period. In Figure 3.4, ensemble 

agreement is determined by ordering the EKE values within each grid cell from lowest to highest, 
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plotting the positive values in increasing order from left to right and negative values in decreasing 

order from left to right. 

3.3 Results 

3.3.1 Agreement with observations 

 During the 5-year period of overlap with observations, the SO3 simulation is a drastic 

improvement on the AWI-CM-1 ensemble in reproducing median observed EKE (Fig. 3.1a,c, note 

the different y axes); only a slight underrepresentation of EKE remains in the SO3 simulation, 

although the simulated distribution is somewhat distinct from observations. In comparison, the 

AWI-CM-1 ensemble, being effectively eddy-permitting in the Southern Ocean, underrepresents 

observations by approximately 55% (Fig. 3.1a,c, note the different y axes). EKE in SO3 appears 

more variable than the observations considering its larger range (Fig. 3.1c,e), and in general, the 

modeled datasets display greater deviations from a normal distribution than the observations 

(Fig. 3.1a,b,c; Supplementary Table B2). Nonetheless, relative to the AWI-CM-1 model bias and 

the magnitude of resolved EKE, the ensemble spread within the AWI-CM-1 dataset is small (Fig. 

3.3), suggesting that a single ensemble member of 5 years’ duration is sufficient to assess how 

well a model captures the magnitude of overall Southern Ocean EKE (Fig. 3.1c).  

 From a regional perspective, the SO3 simulation accurately reflects local magnitudes of 

observed EKE and also generally captures the spatial distribution well (Fig. 3.2). However, there 

are regional shortcomings, such as between 90 and 145 °E. Grid resolution in this region should 

be sufficient to resolve eddy activity (Supplementary Fig. B1), indicating that the bias arises from 

another source. In the AWI-CM-1 ensemble, the regional representation of EKE reinforces a broad 

underrepresentation relative to observed magnitudes, but the major geographic features of eddy 

activity are fairly well represented (Fig. 3.2). Once again, the ensemble spread within the AWI-

CM-1 simulations reveals remarkable consistency, this time in terms of the spatial pattern and 

regional magnitudes (Supplementary Fig. B2), reinforcing the conclusion that a single ensemble 

member of 5 years’ duration is sufficient to assess the mean state of EKE in the Southern Ocean. 

The consistency of the AWI-CM-1 ensemble further suggests that regional shortcomings in eddy 

activity in the SO3 simulations are not a product of variability within a single realization of 

Southern Ocean conditions (Supplementary Fig. B2). 
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Figure 3.1. Violin plots of area-integrated Southern Ocean EKE in simulations and 

observations. Central points of each plot indicate the median, thick bars span the first and 

third quartiles, thin bars span the range, and the violin body is a kernel density estimation of the 

data. (a–c) Magnitudes of area-integrated EKE (note the different y axes). (a) The AWI-CM-1 

ensemble. (b) The first member of the AWI-CM-1 ensemble, from which the SO3 simulations 

take their atmospheric forcing. (c) The SO3 simulations and observations. (d–f) Anomalies 

relative to the 2016–2020 mean of area-integrated EKE for each dataset: (d) 1951–1955, (e) 

2016–2020, and (f) 2091–2095. (g–i) Normalized values relative to the mean and standard 

deviation of EKE during the 2016–2020 period for each dataset: (g) 1951–1955, (h) 2016–

2020, and (i) 2091–2095. 
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3.3.2 EKE change and significance 

 Southern Ocean eddy activity has been shown to have intensified over the recent decades 

using both satellite altimetry (Martínez-Moreno et al., 2021) and the complete AWI-CM-1-1 

dataset from CMIP6 (Beech et al., 2022). Even after reducing the AWI-CM-1 CMIP6 dataset to 5-

year periods preceding the apparent change (1951–1955) and at the end of the altimetry era 

(2016–2020), this intensification is still discernable within the AWI-CM-1 ensemble (Fig. 3.1a). 

Despite his, the SO3 simulations do not demonstrate any substantial change in EKE magnitude 

over the same period (Fig. 3.1). Further reducing the ensemble to its individual members (Fig. 

3.3), the EKE rise is still relatively robust in each case, including clear separation of the datasets 

considering the median, mode, and distribution of the data. However, the first ensemble member, 

from which the atmospheric forcing of SO3 is taken, demonstrates less EKE rise than the 

ensemble average (Fig. 3.3), suggesting that natural variability in atmospheric conditions may 

contribute to the disagreement. Further investigation reveals several differences between the 

SO3 simulations and the AWI-CM-1 ensemble members that may play a role. Mean zonal ocean 

velocity in SO3 is faster and broader than the AWI-CM-1 ensemble (Supplementary Fig. B3), 

meaning wind speed intensification may be misaligned with peak ocean velocities in SO3, 

particularly around 47 to 51 °S. Moreover, considerably less zonal wind stress is imparted to the 

ocean in SO3 despite identical wind speeds as the first AWI-CM-1 ensemble member 

(Supplementary Fig. B4), possibly due to the higher ocean surface velocity.  

 The intensification of EKE becomes clear in both the AWI-CM-1 ensemble (Fig. 3.1a), its 

members (Fig. 3.3), and the SO3 simulations (Fig. 3.1c) by the end of the 21st century. Over this 

period, the variability in EKE, indicated by the range of the distribution, also increases for each 

dataset (Fig. 3.1f,i). EKE rise in SO3 is approximately twice that of the AWI-CM-1 ensemble in 

absolute terms (Fig. 3.1f), but expressing EKE as a relative value normalized by the mean and 

standard deviation of each dataset during the observational period (Fig. 3.1g,h,i) reveals greater 

consistency between the changes until the end of the 21st century. EKE in each dataset appears to 

increase by approximately 3.5 standard deviations, and the range of EKE distributions increases 

by approximately 2 to 3 standard deviations (Fig. 3.1h,i). However, the datasets also tend to 

become more autocorrelated, which can inflate the distribution range (Supplementary Tables B1, 

B3). 
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Figure 3.2. Mean eddy kinetic energy between 2016 and 2020. (a) The AWI-CM-1 ensemble. 

(b) The first member of the AWI-CM-1 ensemble. (c) The SO3 simulation. (d) The gridded 

satellite altimetry dataset. 

  Before considering the regional impacts of warming on EKE in the SO3 simulations, it is 

useful to refer to the ensemble spread within the AWI-CM-1 simulations to approximate the 

reliability of a single ensemble member in revealing the ensemble-mean change as an analogue 

to the signal-to-noise ratio. At 1 °C of warming, EKE change in the ensemble is weak, with at least 

one ensemble member tending to show little or no EKE change in most regions (Fig. 3.4a,c). Only 
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a few clear patterns of change emerge throughout the ensemble, namely the regions of EKE 

intensification downstream of the Kerguelen Plateau and the Campbell Plateau, where four to five 

out of five ensemble members show clear EKE intensification (Fig. 3.4a). It should be noted that 

even in these regions of relatively high confidence (four to five ensemble members, Fig. 3.4a) EKE 

rise can be interspersed with lower-confidence (one to two ensemble members, Fig. 3.4c) EKE 

decline; this is also illustrated by the ensemble mean changes themselves (Supplementary Figs. 

B5, B6). Despite this, the consistency of EKE rise in these regions, as well as their geographic 

positions in already EKE-rich regions, suggests that the intensification patterns are robust 

changes within substantial noise. This level of noise suggests that EKE changes in the SO3 

simulations at 1 °C of warming will be difficult to distinguish from natural variability when taken 

on their own; indeed, in the SO3 simulations, the large variability in both sign and magnitude of 

change within relatively small spatial scales does not lend confidence to any significant change at 

1 °C of warming (Fig. 3.5c). However, building on the changes observed in the AWI-CM-1 

ensemble, the intensification of EKE downstream of the Kerguelen and Campbell plateaus seems 

to be reinforced by the high-resolution simulations. 

 

Figure 3.3. Ensemble spread of EKE in AWI-CM-1. (a) Violin plots of area-integrated Southern 

Ocean EKE in the AWI-CM-1 ensemble. (b) Violin plots of mean Southern Ocean EKE in each 

member of the AWI-CM-1 ensemble. Grey plots represent the period 1951–1955, blue plots 

represent 2016–2020, and purple plots represent 2091–2095. 

 At 4 °C of warming, the change in eddy activity becomes clearer; EKE intensification 

downstream of the Kerguelen and Campbell plateaus is now consistent throughout the entire 

AWI-CM-1 ensemble, along with additional intensifications south of the Falkland/Malvinas 
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Plateau, around the Conrad Rise, and along the Antarctic Slope Current at approximately 5° E (Fig. 

3.4b). Four-fifths of the ensemble also include a broad increase in EKE throughout the ACC across 

most longitudes. Interestingly, a consistent pattern of EKE decline also emerges upstream of the 

Campbell Plateau in the entire ensemble (Fig. 3.4d). The spatial pattern of EKE rise is relatively 

consistent regardless of confidence, with only the magnitude increasing in the lower confidence 

composites (Fig. 3.4b). The same tendency is observable between the EKE changes at 1 and 4 °C 

of warming, where the magnitude of change is greater after further warming but follows the same 

spatial pattern. Thus, regions of intensification can be identified more reliably than the magnitude 

of change and tend to be concentrated where flow interacts with topographic features, in already 

eddy-rich regions (Fig. 3.2). Conversely, low-confidence EKE decline appears nearly throughout 

the Southern Ocean in at least one ensemble member but only consistently upstream of the 

Campbell Plateau and, to a far lesser extent, downstream of the Drake Passage and Campbell 

Plateau (Fig. 3.4d). Changes in negative sign tend to be of lower magnitude at 4 °C of warming 

than at 1 °C. This suggests that the general EKE response to climate change in the Southern Ocean 

is that of intensification, and the interspersed signals of decline tend to be the result of natural 

variability. Yet, small regions of high-confidence EKE decline also appear. Consequently, it would 

be difficult to confidently separate reliable EKE change from natural variability in simulations 

without an ensemble to compare with. In the SO3 simulations, EKE rise downstream of the Drake 

Passage and Kerguelen and Campbell plateaus is substantial (Fig. 3.5f). EKE rise is also projected 

south of the Falkland/Malvinas Plateau, around the Conrad Rise, and along the Antarctic Slope 

Current at approximately 5° E, and a slight EKE decline appears upstream of the Campbell 

Plateau. All of this is comparable to the AWI-CM-1 ensemble, and the interspersed areas of EKE 

decline within these regions, for example, around the Conrad Rise, are not improbable based on 

the example set by AWI-CM-1 (Fig. 3.4d). However, considering that some high-confidence EKE 

decline is present in the AWI-CM-1 ensemble, it is difficult to confidently dismiss regional EKE 

decline in the SO3 simulations as noise. 
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Figure 3.4. Ensemble agreement regarding EKE change. EKE rise (a,b) and decline (c,d) 

within the AWI-CM-1 ensemble after 1 (a,c) and 4 °C (b,d) of warming or between 1951–1955 

and 2016–2020 and 2091–2095, respectively, arranged in order of decreasing ensemble 

agreement regarding change in each grid cell. Ensemble agreement refers to the number of 

ensemble members that simulate at least the pictured magnitude of mean EKE rise or decline for 

each grid cell. Mean EKE change is defined as the difference in mean EKE between 1951–1955 

and each of the two latter periods, as in Supplementary Figures B5 and B6 but arranged in 

ascending order of magnitude for each grid cell and for positive and negative signs separately. 

Rank 5/5 indicates the lowest magnitude of mean EKE rise (a,b) or decline (c,d) within the 

ensemble for a given grid cell, meaning the entire ensemble agrees on at least this much change. 

Rank 1/5 indicates the highest magnitude of EKE rise or decline within the ensemble for each 

grid cell, representing the upper limit of projected EKE change. 
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3.4 Discussion 

 Intensification of eddy activity in the Southern Ocean is now widely accepted as a 

consequence of anthropogenic climate change (Beech et al., 2022; Hogg et al., 2015; Martínez-

Moreno et al., 2021; Patara et al., 2016) and is understood to be caused primarily by stronger 

westerly winds imparting more energy to the Antarctic Circumpolar Current (Marshall, 2003; 

Munday et al., 2013). The results presented here reinforce the notion of EKE intensification and 

further project increased EKE variability as the climate warms (Figs. 3.1, 3.3). By expressing EKE 

change in terms of ensemble agreement on a cell-by-cell basis, the results presented here are also 

able to identify regions of reliable and substantial change as those where flow interacts with 

major bathymetric features and high eddy activity is already known to occur (Fig. 3.4). Analysis 

of regional changes within the Southern Ocean eddy field has generally been limited to regions 

defined by oceanic sectors (Atlantic, Indian, Pacific) (Hogg et al., 2015) or incremental 

longitudinal delimitations (Patara et al., 2016). In future research, regional analyses of the 

significance, rate, or cause of EKE trends could focus on the bathymetrically defined regions 

identified in this analysis to produce physically related and consistent results.  

 The consistency of the AWI-CM-1 ensemble in projecting clear EKE rise in the Southern 

Ocean as a whole suggests that a single ensemble member of 5-year simulation length should be 

sufficient to reliably identify change, even after 1 °C of temperature rise. Despite this, the SO3 

simulations fail to reproduce the EKE rise that is already observable through observations 

(Martínez-Moreno et al., 2021). A potential source for this discrepancy is the uncoupled model 

setup in the SO3 simulations which omits ocean-atmosphere feedbacks. In this regard, the SO3 

simulations experience lower wind stress imparted to the ocean surface than the AWI-CM-1 

ensemble member one by the same surface winds (Supplementary Fig. B4), as well as a mismatch 

between peak zonal wind speeds and mean zonal ocean velocities (Fig. 3.3). Confounding the 

comparison further is the fact that strengthening winds can both increase and dampen eddy 

activity; as westerlies intensify, the additional energy imparted to the ocean is expected to 

strengthen eddy activity (Munday et al., 2013; Meredith and Hogg, 2006), but winds are also 

known to dampen mesoscale activity through eddy killing (Rai et al., 2021), and this impact is 

greater in uncoupled model configurations (Renault et al., 2016). While the lack of change at 1 °C 

is difficult to explain, the disagreement is limited to these more subtle changes, and the 

simulations tend to agree on the strong EKE rise at 4 °C of warming.  
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Figure 3.5. EKE change. Spatial representations of the difference in EKE between (a–c) 1951–

1955 and 2016–2020 and (d–f) 1951–1955 and 2091–2095. (a,d) The AWI-CM-1 ensemble. 

(b,e) The first member of the AWI-CM-1 ensemble. (c,f) The SO3 simulations. 

 The remaining discrepancies between eddy activity in SO3 and observations are 

relatively small, but exploring potential sources of disagreement may help in interpreting the 

simulations and guide future modeling endeavors. Greater skew in the distribution of EKE in the 

modeled dataset (Supplementary Table B2) could reflect multiple modes of circulation or 

seasonality. While seasonality of eddy activity in the ACC is low, seasonal ice cover likely affects 

eddy activity in the modeled dataset and certainly affects the observational dataset by producing 

gaps in its spatiotemporal coverage. Beyond differences in skew, this could contribute to the 

greater range of EKE seen in the SO3 simulations by systemically obscuring seasonal conditions 

from the observational dataset. Regional deficiencies of EKE in SO3 could be explained in terms 

of grid resolution outside of the study region; resolving the first Rossby radius of deformation 
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with at least two grid points is not enough to comprehensively reproduce mesoscale activity 

(Hallberg, 2013; Sein et al., 2017), and grid refinement may need to be expanded to upstream 

regions that impact eddy dynamics in the Southern Ocean. Other sources of bias may include 

ocean–atmosphere interactions which are absent or unrealistic within the uncoupled simulations 

(Byrne et al., 2016; Rai et al., 2021; Renault et al., 2016). In addition, some small-scale, slow-to-

equilibrate ocean processes may be resolved in the high-resolution simulations but not be 

integrated long enough for their effects to impact eddy activity (Rackow et al., 2022; van Westen 

& Dijkstra, 2021). Finally, the gridded altimetry product itself may be responsible for some 

disagreement, as the along-track data are known to underrepresent eddy activity at scales less 

than 150 km and 10 days (Chassignet & Xu, 2017), which will be particularly impactful at high 

latitudes.  

 To distinguish a meaningful signal of anthropogenic impacts from natural variability, this 

analysis relies primarily on consistency among ensemble members (Figs. 3.3, 3.4). This is distinct 

from more traditional methods like assessment of error relative to observations or ensemble 

mean, commonly applied to weather forecasting (Ferro et al., 2012), but they can be compared to 

measurements of ensemble agreement used extensively in the IPCC reports (Fox-Kemper et al., 

2021). Performance evaluation relative to observations would undoubtedly point to the high-

resolution simulation as being superior due to the drastic underrepresentation of EKE in the 

eddy-permitting ensemble (Fig. 3.1). Yet, the effects of climate change are still apparent in the 

AWI-CM-1 ensemble (Figs. 3.1, 3.5), and the AWI-CM-1 dataset has been used to make similar 

projections of EKE already (Beech et al., 2022). Moreover, the eddy response to forcing seems to 

be consistent between the model resolutions when expressed in relative (Fig. 3.1g,h,i) rather than 

absolute terms (Fig. 3.1a,b,c). While more verification of this result is necessary both regionally 

and with other models, these results suggest that eddy-permitting resolutions can be interpreted 

with their shortcomings in mind in order to discern the real-world implications, as is often 

necessary with model data. Thus, based on the test case of the Southern Ocean, the usefulness of 

the AWI-CM-1 ensemble and the effectiveness of model simulations in identifying physically 

significant and reproducible impacts of climate change may be greater than would be identified 

using traditional methods and comes at a much lower cost relative to the eddy-resolving 

simulations.  

 This study has focused on EKE as an evaluation metric for the simulations since mesoscale 

activity is the primary motivation for increasing ocean model resolution. It has stopped short of 

assessing the improvements that resolving the mesoscale has on climate and ocean dynamics, 
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many of which are discussed in detail elsewhere (e.g. Hewitt et al., 2017). Rather than repeat an 

assessment of the benefits of resolving smaller scales, we assume that the accurate reproduction 

and evolution of eddy activity indicates that these improvements are transferred to broader 

processes. Certainly, inaccurate simulation of the mesoscale would raise questions regarding the 

improvements that this mesoscale activity should have on the simulations as a whole. 

Nonetheless, further evaluation of the modeling approaches employed in this study will be 

necessary to determine if these methods are appropriate for studying broader elements of the 

climate system. Since the high-resolution simulations derive their deep-ocean climate primarily 

from the medium-resolution spin-up simulation, improving the initialization process (Thiria et 

al., 2023) may be the critical barrier to extending these results from the mixed layer to the deeper 

ocean. 

3.5 Conclusions 

 Resolving the ocean mesoscale has become a focus for the climate and ocean modeling 

community as computational capabilities expand and models become increasingly complex. The 

benefits that explicitly resolved eddy activity can have on climate simulations are clear (Hewitt 

et al., 2017; Sein et al., 2017) along with the impact that mesoscale variability has on local 

(Lachkar et al., 2009; Wang et al., 2017) and global environments (Falkowski et al., 1991; Sallée 

et al., 2012). However, state-of-the-art climate models will be unable to fully resolve the 

mesoscale for the foreseeable future, particularly in large-scale modeling endeavors such as CMIP 

(Hewitt et al., 2020). Thus, modelers must make informed choices regarding the explicit 

processes needed to answer research questions and where resources must be allocated to 

achieve specific goals. Existing analysis of resource allocation has typically addressed short-term 

weather forecasting or the ability to reproduce observations with low error (Ferro et al., 2012), 

but the question of how to best allocate resources for climate change impact assessment remains. 

This study has applied several cost-efficient modeling approaches to an analysis of the impacts 

of climate change on a key focus of high-resolution modeling: the mesoscale. Applying these 

results to broader climate change impact studies should improve the efficiency of resource 

allocation and focus modeling studies. Resolution can be dynamically adjusted both spatially, by 

focusing resources in study regions and where they are necessary to resolve local dynamics, and 

temporally, by allowing lower-resolution workhorse configurations to perform spin-up and 

transient runs. Limited simulation length and ensemble size can be sufficient for certain research 

questions and validation, but simulations must ultimately be designed to meet their specific goals. 
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Where resources are limited, studies may best include a combination of eddy-resolving 

simulations able to fully capture the local eddy field, as well as eddy-permitting simulations that 

can attest to the significance of results through consistency and repetition.  

 This work represents a contribution to the growing wealth of research that points to an 

intensification of eddy activity in the Southern Ocean (Beech et al., 2022; Hogg et al., 2015; 

Martínez-Moreno et al., 2021). The further conclusions that EKE variability may increase and that 

EKE intensification appears concentrated in key regions based on topography can both expand 

the present state of knowledge and direct future research. The cost-efficient modeling 

approaches of regional grid refinement, reduced-resolution spin-up and transient runs, and 

limited simulation lengths distinguished by longer periods of change are demonstrated to be 

effective at reproducing change within a more traditional eddy-permitting ensemble. When 

resources are limited and resolution demands are high, these approaches can be adapted to 

address specific research questions. Where assessing the robustness of change is critical, the 

complementary eddy-permitting ensemble represents an effective, low-cost supplement to the 

high-resolution simulation. 
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4 
Eddy activity in the high-latitude Southern 

Ocean and its response to climate change 

This chapter is in preparation for publication and is cited as Beech et al. (in prep.). 

 

4.1 Abstract 

 Eddy activity in the high-latitude Southern Ocean is linked to critical drivers of the global 

climate such as Antarctic Bottom Water (AABW) formation, seasonal sea ice cover, and 

shoreward heat transport. Yet, no comprehensive description of eddy activity poleward of the 

Antarctic Circumpolar Current (ACC) exists and the mesoscale processes in the region are missing 

from virtually all major projections of climate change. Using a high-resolution ocean model and 

cost-reducing simulation design, a detailed dataset of regional mesoscale eddy activity is 

presented with 3-dimensional spatial coverage, unobstructed winter-season information, and 

projections of future conditions after prolonged anthropogenic warming. A rich mesoscale field 

is detected, with eddy activity closely related to largescale circulation features like gyres and the 

Antarctic Slope Current. Eddy activity peaks during Austral summer at approximately 95–100 m 

depth and exhibits a strong seasonal cycle in which sea ice growth decreases the eddy population 

and increases the proportion of anticyclones. Anthropogenic warming is projected to cause a 

broad intensification in eddy activity, although substantial regional declines also occur. ACC eddy 

activity is projected to encroach further poleward, Weddell Sea eddy activity reaches further 

westward, and the seasonal impacts of sea ice on eddy population and rotational direction are 

reduced.  

4.2 Main 

 Mesoscale eddies are thought to be ubiquitous throughout the global ocean. Indeed, since 

satellites were first able to produce relatively comprehensive datasets of ocean surface velocity, 
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eddies have been identified throughout the altimetry-derived fields of surface flow (Chelton et 

al., 2011). Yet the effective range of altimetry-derived data is limited at the poles, where sea ice 

obscures the ocean surface and eddies can be smaller than the effective resolution of the altimetry 

products (Amores et al., 2018; Ballarotta et al., 2019). These gaps in the altimetry-based 

oceanographic understanding of the mesoscale are typically omitted from studies of ocean eddy 

activity, yet the relevance of eddy activity to ocean circulation, as well as the critical role of the 

polar regions in climate and climate change, are widely accepted (Bian et al., 2023; Bronselaer et 

al., 2018; Frey et al., 2023; Pauling et al., 2017; Thompson et al., 2014; van Westen & Dijkstra, 

2021). Therefore, the missing polar mesoscale may be a serious shortcoming in the modern 

understanding of ocean dynamics. The limitations of satellite altimetry can feasibly be addressed 

using climate models, however, in the high latitudes, the low local Rossby radius substantially 

increases the computational cost of simulating the mesoscale. Now, new approaches to ocean 

modeling have been able to reduce the computational burden of investigating ocean eddy activity 

(Beech et al., 2022, 2024), presenting an opportunity to integrate the polar ocean mesoscale into 

the global understanding of ocean dynamics. 

 While the polar regions are challenging to research across scientific fields, it is 

undoubtable that the high-latitude Southern Ocean plays a critical role in global ocean circulation 

and climate. The seas surrounding the Antarctic continent host the formation sites of most of the 

AABW occupying the deepest portions of the ocean and forming the lower branch of global 

meridional overturning circulation (MOC; Johnson, 2008; Orsi et al., 1999; Thompson et al., 

2014). The region hosts the southern part of the world’s sea ice, steering Southern Hemisphere 

albedo (Frey et al., 2018), transporting freshwater equatorward (Haumann et al., 2016), and 

representing a feedback mechanism for anthropogenic climate change (Colman, 2003). The 

Antarctic shelf waters, and particularly the Antarctic Slope Current (ASC), shield the marine-

terminating Antarctic glaciers and ice sheets from warmer waters, regulating freshwater flux 

from meltwater and again, representing a feedback mechanism to anthropogenic warming 

(Bronselaer et al., 2018; Pauling et al., 2017). Direct connections can be drawn between these 

globally impactful oceanic processes of the high southern latitudes and regional mesoscale 

activity; eddy activity introduces the precursors of AABW to the polar gyres (Roach & Speer, 

2019; Ryan et al., 2016; Schröder & Fahrbach, 1999), and facilitates shoreward transport of warm 

mid-depth water onto the continental shelves where it can become denser and sink (Thompson 

et al., 2014). Seasonal ice melt may be hastened by eddy activity through the disturbance of 

insulating layers of cold meltwater below retreating ice (Horvat et al., 2016). Mid-depth, cross-
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slope heat transport toward the Antarctic continent and ice shelves is attributed mainly to eddy 

activity, primarily through isopycnal eddy stirring (Nøst et al., 2011; Stewart et al., 2018; Stewart 

& Thompson, 2015), and eddies have been observed contributing to vertical heat transport in ice 

shelf cavities (Friedrichs et al., 2022). While not an exhaustive list, these examples of mesoscale 

impacts on both high-latitude and global ocean circulation demonstrate the importance of high-

latitude eddy activity both today and particularly in the context of anthropogenic warming. The 

absence of high-latitude mesoscale flows from widely referenced climate simulations such as the 

Coupled Model Intercomparison Project (CMIP) may then explain the consistent poor 

performance in the region relative to observations (Luo et al., 2023; Wang, Zhang, et al., 2014) 

and potentially confound projections of global climate change. 

 Although a comprehensive, pan-Antarctic description of the ocean mesoscale is absent 

from the literature, there is a patchwork of knowledge to be sourced from in-situ observations, 

remote sensing, and modeling research. Perhaps most notable, is the altimetry-derived sea 

surface height dataset of the seasonally ice-covered Southern Ocean, which is similar to the 

altimetry products typically used to study low-latitude eddy activity, but relies on measurements 

from sea ice leads (Auger et al., 2022). Eddy tracking has been applied to this dataset, but as the 

authors acknowledge, the dataset is too coarse to identify typical eddies in the region according 

to the local Rossby radius (Auger et al., 2023). Moreover, the peak of eddy activity, particularly in 

ice-covered regions, is likely below the surface and beyond the range of sea surface height-based 

detection (Frenger et al., 2015; Li et al., 2024). In-situ observations of eddies also exist in the high 

latitudes (Manley & Hunkins, 1985; Morozov et al., 2020; Sallée et al., 2023; Timmermans et al., 

2008; Zhao et al., 2014, 2016), but are more common in the Arctic and, relative to satellite or 

model-based eddy tracking, the sample size and spatial coverage of observations is low. Finally, 

a limited range of modeling studies have been performed with resolutions sufficient to resolve 

eddy activity in the high southern latitudes. One such described the contribution of eddies to 

shoreward heat transport via Reynolds decomposition (Stewart et al., 2018), but relied on just 

over a year of data and stopped short of a detailed description of the mesoscale field. Others rely 

on regional models to investigate various small-scale processes such as tidal or mesoscale 

contributions to circulation, but these are limited in spatial scope (Huot et al., 2022), often stop 

short of describing the mesoscale itself (Graham et al., 2016; Robertson, 2005), and can omit 

important external factors such as the ACC.  

 The Finite volumE Sea-ice Ocean Model version 2 (FESOM2) is a post-CMIP6 model with 

multi-scale horizontal resolution capabilities, enabling the concentration of computational 
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resources in focal regions within global simulations (Danilov et al., 2017; Scholz et al., 2019, 

2022). This approach has now been demonstrated in multiple non-idealized use cases to be an 

effective approach to simulating mesoscale processes that would be computationally prohibitive 

with traditional model grids (Beech et al., 2022, 2024; Li et al., 2024). In particular, (Beech et al., 

2024) employed FESOM2 and a cost-reducing simulation design to simulate the Southern Ocean 

with fully eddy-resolving conditions nearly until the Antarctic coast, both historically and within 

a projected climate change scenario. This dataset has been demonstrated to accurately reproduce 

observed mesoscale activity, as well as the anticipated mesoscale response to climate change in 

the mid-latitude Southern Ocean (Beech et al., 2024). In this study, the dataset will be applied to 

the high southern latitudes to reveal the regional mesoscale structure and regional eddy 

characteristics by exploiting the excellent spatio-temporal resolution, 3-dimensional spatial 

coverage, and extensive contextual climatic information that the modeled dataset can provide. 

For the first time, the impacts of anthropogenic climate change on mesoscale activity in the region 

will be examined and the physical drivers related to the changes will be investigated. In doing so, 

processes missing from most major global climate simulations can be identified and used to 

strengthen the modern oceanographic literature, interpret existing modeling studies, and inform 

future modeling efforts.  

4.3 Results 

4.3.1 Horizontal eddy distribution and characteristics 

 On the northern boundary of the study region, eddy activity from the ACC is discernable 

by its eastward propagation, large eddy size and vorticity amplitude, and general separation from 

higher latitude activity by low-activity regions (Fig. 4.1, 4.2a,d). Poleward of this, the high-latitude 

Southern Ocean is host to near-circumpolar eddy activity with distinct westward propagation 

and interruptions only around the West-Antarctic Peninsula and the Iselin Bank of the Ross Sea 

(Fig. 4.1). Along the Antarctic continental shelf, bathymetric features that steer the mean flow 

meridionally produce intense local mesoscale activity (Fig. 4.1). In the Ross Sea, this occurs as the 

continental shelf at the Iselin Bank steers the ASC northward and in the eastern Weddell Sea, this 

occurs as the ASC interacts with the Gunnerus Ridge and Astrid Ridge. The Maud Rise also 

concentrates flow over its northern flank and interactions with the Taylor column above the rise 

generate high eddy activity downstream (Fig. 4.1, 4.3a,c; Akitomo, 2006; Holland, 2001). In the 

open ocean, where bathymetric features do not steer largescale circulation, the western Weddell 

Sea is the largest eddy-rich region poleward of the eastward propagating ACC eddy activity. Here, 
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eddies which detach from the ASC are able to propagate zonally without being reincorporated 

into the mean flow, substantially increasing the mean eddy lifespan (Fig. 4.2b). Eddy trajectories 

tend to follow the closed contours of barotropic stream function associated with the circulation 

of the Ross and Weddell Gyres (Fig. 4.1, 4.3a). In both gyres, inflow at the northeast corners where 

ACC waters with distinct properties can be introduced are sites of high eddy activity (Fig. 4.1). 

The presence of detected eddies is quite consistent with eddy kinetic energy (EKE) from Reynolds 

decomposition (Fig. 4.3b), with the exception of the Ross Sea continental shelf, where relatively 

high EKE is either non-coherent or otherwise undetected (Fig. 4.1, 4.3b).  

 

Figure 4.1. Horizontal distribution of high-latitude Southern Ocean mesoscale activity. 

Eddy presence in 1951–1956 (left) and 2091–2096 (center) and the difference between the two 

periods (right) grouped in 0.5° by 0.5° bins. Black arrows are the mean eddy trajectories in a 2.5 

by 8 deg grid overlaid for regions with a sample size greater than 50. Distances are exaggerated 

by a factor of 4 for visibility. The black contour is the 2150 m isobath. 

 Following long, sustained anthropogenic climate change, the large, fast-moving, and 

eastward propagating ACC eddies in the north of the study region are projected to advance 

southward, generally occupying space that was previously eddy-poor, such as the northern 

Bellingshausen and Amundsen seas, and offshore of East Antarctica, north of the ASC (Fig. 4.1, 

4.2a,d). This is likely due to the southward encroachment and intensification of westerlies which 

is widely anticipated to strengthen eddy activity in the ACC (Fig. 4.3d; Marshall, 2003; Munday et 

al., 2013). Along the ASC, change in eddy presence can be inconsistent (Fig. 4.1), but EKE reveals 

a clearer picture, with ASC eddy activity intensifying and activity immediately north of the 

current declining (Fig. 4.3b). This sharp boundary explains the noise within the binned eddy-
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presence data and indicates a restriction of the current’s northern extent, possibly due to steeper 

density gradients or the southward shift of westerlies (Fig. 4.3c,d). Eddy activity also advances 

westward in the Weddell Sea, where it was historically nearly completely absent (Fig. 4.5a), 

possibly following the reduction of sea ice where it was historically present year-round (Fig. 

4.4b). A southwestward shift of the Weddell Gyre and a slightly more southward flow direction 

appears to be responsible for the southward shift of eddy activity downstream of the Maud Rise 

(Fig. 4.1, 4.3a). In the Ross Sea, eddy activity associated with ASC-bathymetry interactions 

appears to shift slightly downstream (Fig. 4.1, 4.3a,c), again, potentially due to sea ice retreat from 

a historical year-round refuge (Fig. 4.4b). While the Ross gyre does not appear to strengthen, 

eddy activity associated with recirculation and inflow in the northeast corner does increase. 

 Mean eddy lifespan tends to be shortest over the shelf, and highest in the gyre interiors, 

where low background flow is less likely to re-entrain mesoscale features into the larger scale 

circulation (Fig. 4.2b). Similarly, eddy propagation speed is highest where background circulation 

is strongest, primarily around the ASC and southern reaches of the ACC, indicating that the main 

source of eddy propagation is movement with the mean flow (Fig. 4.2c). As expected, eddy size 

varies relatively consistently with latitude, although the poleward shift of large ACC eddies in the 

projected period reflects a minor role for eddy propagation (Fig. 4.2d). After sustained warming, 

eddy size tends to decrease in the gyre interiors where sea ice may have historically had a filtering 

effect on smaller eddies (Figure 4.2d, 4.4a,b). Few if any clear climate change signals appear in 

the pattern of eddy lifespan, while eddy propagation speed and vorticity amplitude remain 

relatively consistent with the distribution of mean and eddy kinetic energy, primarily increasing 

along the ACC and ASC paths (Fig. 4.2a,c, 4.3c).  
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Figure 4.2. Horizontal eddy characteristics. (a) Vorticity amplitude. (b) Lifespan. (c) 

Propagation speed. (d) Eddy area. Each variable is the average of eddies in 0.5° by 0.5° bins. The 

left column corresponds to the 1951–1956 period, the middle column corresponds to the 2091–

2096 period, and the right column corresponds to the difference between the periods. 
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4.3.2 Vertical and seasonal eddy characteristics 

 The historical eddy population exhibits a seasonal peak in the austral summer at 

approximately 95–100 m depth (Fig. 4.5a). The seasonal minimum population occurs in Austral 

winter (September–November), at the ocean surface (0–5 m), where the damping effects of sea 

ice are strongest (Fig. 4.3c). Both the cyclonic and anticyclonic eddy populations exhibit similar 

seasonal patterns and peaks as a function of depth (Fig. 4.5c,d), but considering the ratio of 

cyclones to anticyclones, some seasonal differences become apparent; the strongest dominance 

of one eddy type occurs in Austral winter, when anticyclones reach over 55% of total detected 

eddies (Fig. 4.5b). The anticyclone majority is concentrated at the surface and occurs just before 

the seasonal eddy minimum. In Austral summer, cyclones form the majority of eddies at depth, 

while a slight anticyclonic majority persists near the surface. Mean eddy size peaks at 

approximately the same time as the population minimum and the anticyclone majority peak (Fig. 

4.6a,b) suggesting a filtering of smaller eddies by sea-ice damping, which would favor the 

typically larger anticyclones. Both eddy types exhibit mean vorticity amplitude maxima around 

their population maxima (Fig. 4.6c,d), but interestingly, the cyclonic population includes a second 

vorticity maximum around the population minimum and the anticyclonic majority, again, 

potentially indicating a sea ice filtering mechanism. 
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Figure 4.3. Annual mean climate variables. (a) vertically integrated horizontal barotropic 

stream function. (b) Mean eddy kinetic energy at 95–100 m calculated by decomposing the time-

varying and time-mean components of kinetic energy. Note the logarithmic scales. (c) Mean 

kinetic energy at 95–100 m depth. (d) Mean zonal wind speed. The left column corresponds to 

the 1951–1956 period, the middle column corresponds to the 2091–2096 period, and the right 

column corresponds to the difference between the periods.  
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Figure 4.4. Sea ice seasonality and change. (a) September sea ice concentration. (b) March sea 

ice concentration. (c) Monthly sea ice concentration south of 60 °S. In panels (a) and (b), the left 

column corresponds to the 1951–1956 period, the middle column corresponds to the 2091–2096 

period, and the right column corresponds to the difference between the periods. In panel (c), dark 

red and blue lines represent the mean climatology and the shaded areas represent the range of 

sea ice concentration over the six-year periods.  
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Figure 4.5. Vertical and seasonal eddy populations south of 60 °S. (a) Total eddy population. 

(b) percentage of cyclones in the total eddy population. (c) Cyclonic eddy population. (d) 

Anticyclonic eddy population. Left column figures are of the 1951–1956 period, middle column 

figures are of the 2091–2096 period, right column figures are the difference between the periods. 

The populations are defined as the sum of the monthly values over the entire six-year periods. 

Eddies that exist during multiple months are counted once in each month. Insignificant deviations 

from equal proportions (less than 95% confidence) are hatched. 

 After four degrees of warming, the eddy population rises by between 1500 and 5000 

eddies per month, calculated cumulatively over the six-year period, with the largest increases 

occurring at the ocean surface in June and July (Fig. 4.5a). The population peak remains at 95–

100 m depth, but shifts from March/April to May, reflecting the extended period of low Southern 

Ocean sea ice (Fig. 4.3c). As in the historical period, both cyclonic and anticyclonic eddy 

populations exhibit similar seasonal and depth patterns (Fig. 4.5c,d), but vorticity regimes 

decline; the anticyclone majority is weakened and concentrated closer to the surface, while the 

cyclone majority at 180–200 m depth becomes weaker in Austral summer and extends further 

into Austral winter (Fig. 4.5b). This could reflect a shoaling of the winter mixed layer in addition 

to the decline of selective eddy killing. Change in eddy size is weak at the historical peaks during 

the population minimum and stronger increases at deeper levels reduce the size gradient over 

depth (Fig. 4.6a,b). The surface changes are consistent with a reduction in winter-season damping 
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of small eddies by sea ice, enabling smaller eddies to survive and reduce the mean area, 

particularly in the ice-dominated gyre interiors (Fig. 4.2d). Meanwhile, the increase in mean eddy 

area outside of these regions appears dominated by ACC eddy intrusion (Fig. 4.2d). Mean vorticity 

amplitude rises with a similar pattern to population growth, but the winter-season cyclonic 

vorticity amplitude peak is greatly diminished, revealing a lesser role for sea ice (Fig. 4.6c,d).  

 

 

Figure 4.6. Vertical and seasonal eddy characteristics south of 60 °S. (a) Monthly mean area 

of cyclonic eddies. (b) Monthly mean area of anticyclonic eddies. (c) Monthly mean vorticity 

amplitude of cyclonic eddies. (d) Monthly mean vorticity amplitude of anticyclonic eddies. Left 

column figures are of the 1951–1956 period, middle column figures are of the 2091–2096 period, 

right column figures are the differences between the periods. Insignificance differences of means 

(less than 95% confidence) are hatched. 

4.4 Discussion 

 The detected ratio of cyclonic and anticyclonic eddies (Fig. 4.5b) stands out in contrast to 

comparable research in the Arctic Ocean, where studies based on under-ice observations 

consistently report anticyclonic dominance of up to 95% of the eddy population (Manley & 

Hunkins, 1985; Timmermans et al., 2008; Zhao et al., 2014, 2016). In these simulations, only a 

slight anticyclonic majority of up to 55% during winter is found (Fig. 4.5b), but the data sources 
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and oceanic conditions at the two poles may explain the disagreement; the simulated anticyclonic 

majority in Fig. 4.5 is a seasonal process, reaching its peak around the sea ice maximum (Fig. 

4.3c). Meanwhile, reports of anticyclonic dominance within the Arctic mixed layer eddy 

population typically come from instruments that rely on sea ice as an observation platform, 

mainly ice-tethered profilers (Timmermans et al., 2008; Zhao et al., 2014, 2016) or earlier, 

manned camps (Manley & Hunkins, 1985). The sea ice most suited to ice-based instruments is 

thick, multiyear ice in regions that are unlikely to melt before multiple seasons of observations  

(Toole et al., 2011). In these regions, a sea-ice filter may persist over long periods of time, 

sustaining and further developing the anticyclonic majority. Not only would this selectively 

observe eddies in more anticyclone-dominated regions of the Arctic, it is also a poor analogue to 

the high-latitude Southern Ocean, where multi-year ice is far less common. In more seasonally 

ice-covered regions of the Arctic Ocean, the tendency of vorticity direction may more closely 

resemble the historical Southern Hemisphere conditions presented here and in the context of 

climate change, the anticyclonic majority in both hemispheres can be expected to decline. Given 

the inverted thermal and haline anomalies typically associated with cyclones and anticyclones 

(Frenger et al., 2013, 2015; Huot et al., 2022), this regime shift could have broader impacts on the 

polar regions. 

 Sea ice is theorized to be responsible for both eddy generation and eddy killing (Auger et 

al., 2023; Giddy et al., 2021; Meneghello et al., 2020), but the seasonal cycle of the eddy population 

indicates that eddy killing is the dominant impact (Fig. 4.5). The spatial distribution of eddy 

activity (Fig. 4.1) also suggests a minimal role for sea ice as a generation mechanism; focal points 

of eddy presence are concentrated around currents, bathymetric features, and gyres, similar to 

the lower latitudes. Outside of these regions, eddies are relatively scarce. Yet, if ice were a major 

contributor to eddy generation, eddy activity could be expected to occur relatively consistently 

throughout the seasonal ice zone. While the seasonal cycle of cyclonic/anticyclonic majorities 

could indicate a secondary role for sea ice-related eddy generation in producing the excess of 

anticyclones in winter through brine rejection, a selective filtering mechanism is also possible. 

For example, Manucharyan & Timmermans (2013) describe a dipolar generation tendency which 

places cyclones at shallower depths, exposing them to greater sea ice drag. Sea ice also appears 

to dampen smaller eddies disproportionately, leading to the larger winter mean areas (Fig. 

4.6a,b), and cyclonic eddies tend to be smaller than anticyclones (Fig. 4.5e,f). Regardless, eddies 

generated by any source may still have an impact on sea ice in turn, such as by disturbing 
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insulating layers of meltwater as proposed by (Horvat et al., 2016). Thus, our description of the 

mesoscale field may contribute to an understanding of seasonal sea ice cycles. 

 Eddy activity has the potential to influence both AABW formation and shoreward heat 

transport in similar ways; first, eddy activity is responsible for a substantial portion of the inflow 

of relatively warm ACC water into the Ross and Weddell Gyres (Roach & Speer, 2019; Schröder & 

Fahrbach, 1999). In the Weddell Gyre, warm water entry forms a two-core structure around 20–

30 °E, with the northern core comprised of eddies detaching from the ACC as it is bathymetrically 

steered south, and the southern core flowing with the ASC and southern gyre boundary from 

further east (Ryan et al., 2016). In both the historical and projected period, this structure is well 

resolved (Fig. 4.1), but based on both eddy propagation and the paths of gyre circulation, it 

appears that the southern core is more relevant to coastal processes, while the northern core is 

steered north of the Maud Rise and into the Weddell Gyre interior (Fig. 4.1, 4.3a). Once warm ACC 

waters are entrained in the boundaries of both the Ross and Weddell Gyres, cross-slope transport 

can be facilitated by eddy activity along the slope front (Nøst et al., 2011; Stewart et al., 2018; 

Stewart & Thompson, 2015; Thompson et al., 2014). High eddy activity is ubiquitous along the 

ASC path, but the Eastern Weddell and Ross Seas are particularly active, along with parts of East 

Antarctica and the Bellingshausen Sea (Fig. 4.1, 4.3b). Likewise, eddy activity is projected to rise 

throughout the ASC as the climate warms, but intensification is concentrated in historically 

elevated regions. Thus, eddy activity can be expected to accelerate the rate of ice shelf melt due 

to anthropogenic warming to varying degrees regionally. Similarly, eddy activity before the 

Larson and Filchner-Ronne Ice Shelves is projected to intensify, potentially facilitating higher 

AABW production (Thompson et al., 2014), while in the Ross Sea, eddy activity upstream of the 

shelf may decline and over the shelf, coherent eddies are not detected.  

4.5 Conclusion 

 The high-latitude Southern Ocean mesoscale has been revealed in a consistent, pan-

Antarctic framework with unprecedented detail. Close links to currents, gyres, and bathymetry, 

as well as a sea ice-mediated seasonal cycle have been identified. The results can serve to unify 

the patchwork of existing knowledge from satellite altimetry, regional and idealized models, and 

in-situ observations. As anthropogenic climate change progresses, eddy activity can be expected 

to expand into formerly eddy-poor regions as ACC activity intrudes poleward and sea ice damping 

declines. This will impact eddy characteristics including lifespan, size, and vorticity direction, as 

well as the seasonal cycle of the eddy population. The results carry implications for shoreward 
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heat transport, which is mediated by eddy mixing and may accelerate ice shelf melt as eddy 

activity intensifies, as well as MOC, which can be facilitated by eddy transport toward crucial 

AABW formation sites, although diverse responses to climate change are projected regionally. 

These processes each warrant dedicated studies of their own and high-latitude eddy effects 

should be considered impactful missing processes in most projections of climate change.  

4.6 Methods 

4.6.1 Model simulations and data 

 The simulations analyzed in this study are described extensively in Beech et al. (2024). 

For the sake of completeness, a brief outline is included here. The model data was produced with 

the Finite volumE Sea-ice Ocean Model version 2 (FESOM2; Danilov et al., 2017) using a cost-

reducing experiment design and a multi-resolution ocean grid with a regional focus on the 

Southern Ocean (Supplementary Fig. C1). FESOM2 is the successor of the Finite Element Sea-ice 

Ocean Model version 1.4 (FESOM1.4; Wang, Danilov, et al., 2014) after numerous updates and 

improvements (Scholz et al., 2019, 2022) which are ongoing. The precise iteration of the model 

used in this study was FESOM2.5 (Danilov et al., 2024), which, among other things, implemented 

the ability to initialize sea ice variables from user-defined datasets; an important aspect of these 

experiments. The most notable feature of both FESOM1.4 and 2.5 is the unstructured horizontal 

ocean grid which employs a mesh of spherical triangles to enable variable horizontal resolutions 

throughout the model domain. The sea ice component is unique to FESOM, the Finite Element Sea 

Ice Model, and employs elastic-viscous-plastic rheology (Danilov et al., 2015).  

 The simulations with FESOM2.5 consisted of four parts. The first was a transient, ocean-

only simulation on a medium-resolution mesh stretching from 1851 to 2100, forced with 

atmospheric data taken from AWI-CM-1-1-MR’s CMIP6 contribution (Semmler et al., 2020) to the 

historical (Eyring et al., 2016) and ScenarioMIP (O’Neill et al., 2016) simulation frameworks. 

During the projected period beginning in 2014, shared socioeconomic pathway (SSP) 3-7.0 (Riahi 

et al., 2017) is simulated, resulting in approximately 4 °C of mean global surface temperature rise 

as a result of anthropogenic climate change over the course of the simulations. This simulation 

was initialized from roughly preindustrial conditions after the 500-year spin-up period of AWI-

CM-1-1-MR in the preindustrial control framework of CMIP6 (Eyring et al., 2016). The ocean grid 

used in this simulation was the same one used by AWI-CM-1-1-MR during CMIP6, consisting of 

approximately 830,000 ocean surface nodes and horizontal resolutions ranging from 10–40 km 

in the Southern Ocean (Semmler et al., 2020). The three remaining simulations consisted of short 
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time slices at various points during the progression of anthropogenic climate change, in which 

the model is reinitialized on a much higher-resolution, regionally focused mesh with the same 

atmospheric forcing as the medium-resolution transient simulation and initial ocean and sea ice 

conditions derived from the lower-resolution transient simulation. The high-resolution time 

slices began in 1950, 2015, and 2090, respectively, and were each run for 6 years. The first year 

of each simulation was discarded as a true spin-up, leaving 5 years of usable data. Later, the 

historical and projected period simulations were each extended by one year. The higher 

resolution mesh consists of 70 vertical layers and approximately 11 million nodes at the ocean 

surface, with a global resolution of approximately 25 km, gradually increasing to approximately 

2.5 km in the Southern Ocean, the Agulhas current, and several narrow straits (Supplementary 

Fig. C1; Danilov, 2022). This configuration reaches eddy-resolving conditions in the ACC and the 

bulk of the Southern Hemisphere western boundary currents and maintains a global resolution 

comparable to high-resolution CMIP6 models. Poleward of the ACC, the grid is still eddy-

resolving, as measured by the local Rossby radius of deformation (Hallberg, 2013), nearly to the 

Antarctic coast and only on the shelves does it become eddy-permitting or worse (Supplementary 

Fig. C1).  

 The high-resolution simulations were compared with observations of eddy activity 

derived from satellite altimetry data (Taburet et al., 2019) during the 2016–2020 period to assess 

the performance of the model configuration and the experiment design in reproducing 

observations (Beech et al., 2024). The simulations were also compared with the CMIP6 data from 

AWI-CM-1-1-MR to assess the impacts of climate change on ocean eddy activity relative to the 

more traditional simulation design of CMIP6. These comparisons were both primarily confined 

to the ACC region due to the limitations of the gridded satellite altimetry product in terms of both 

effective resolution and data availability beneath sea ice, as well as the limitations of the CMIP6 

dataset in resolving high-latitude eddy activity. Again, details of these comparisons are outlined 

extensively by Beech et al. (2024). In short, the model reproduced observed levels of eddy activity 

remarkably well relative to altimetry-derived values. Between the historical period and the 

present day, the simulations were able to simulate a response to climate change that is within 

expected values considering natural variability and the limited dataset of a single ensemble 

member and a 5-year simulation length. However, without the aid of the ensemble of lower-

resolution simulations in interpreting the high-resolution simulations, it would be difficult to 

distinguish the climate change signal from the noise of natural variability. Between the historical 

and projected periods, the effects of anthropogenic climate change on eddy activity became clear, 
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even considering a single ensemble member. Thus, the assessment of higher-latitude eddy 

activity in the context of climate change is limited to the historical and projected periods which 

have each been further extended by one year to ensure a sufficient signal-to-noise ratio to assess 

climate change impacts.  

 As further validation of the modeled results, numerous relevant variables are presented 

in Figure 4.5, both to help interpret the distribution and behavior of the detected mesoscale 

activities and to ensure that the broader climatic features driving eddy activity are themselves 

accurate. In Supplementary Figure C2, the Antarctic Oscillation Index (AOI; Gong & Wang, 1999) 

is shown to demonstrate both the state of the dominant atmospheric mode of variability, the 

Southern Annular Mode (SAM), in the historical and projected periods, as well as the impacts of 

climate change on the SAM. The SAM has substantial impacts on high-latitude Southern Ocean 

circulation and is one of the major mechanisms by which anthropogenic climate change will affect 

the region. Thus, it is important when assessing climate change impacts using short simulation 

lengths that the state of the SAM be consistent in each period. From Supplementary Figure C2, it 

is clear that the AOI defined relative to conditions in each simulation period is relatively neutral 

and not far removed, although of opposite sign. In contrast, the AOI during the projected period 

defined relative to historic conditions indicates that the SAM is substantially different than its 

historic state, meaning the climate change signal vastly outweighs potential noise. 

4.6.2 Data processing 

 Daily velocity fields at selected vertical levels were first filtered and interpolated to a 

high-resolution, rectangular grid before eddy detection and tracking. The spatial filtering was 

performed using an implicit filter method described in (Danilov et al., 2023), and a band pass 

filter between length scales of 10 and 100 km was chosen to isolate well-resolved eddies on the 

model grid (minimum radius twice the local grid spacing) and to help distinguish these features 

from larger background flow. Of course, since eddies are not always perfectly circular and 

filtering the velocity field may not fully remove the vorticity signature, smaller features may still 

be detected. Using linear interpolation, the smoothed data was transferred to a rectangular grid 

of 0.05° by 0.05° at the equator, with the latitudinal spacing reduced at higher latitudes to 

maintain approximately square grid cells. At high latitudes, the resulting rectangular grid is much 

higher resolution than the original grid to reduce any errors introduced through interpolation.  
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4.6.3 Eddy detection and tracking 

 Eddy detection based on the Okubo-Weiss parameter was performed using the python-

based eddytools package (https://github.com/n-beech/eddytoolsnb) after several minor 

adjustments were introduced to accommodate the interpolated FESOM data. The detection 

algorithm identifies continuous regions in which the Okubo-Weiss parameter (Okubo, 1970; 

Weiss, 1991) (Eq. 4.1) is below a threshold, indicating that vorticity is dominant in the region. 

 (Eq. 4.1) 𝑤 = 𝑠2 + 𝑛2 − 𝜔2 

where 𝑤 is the Okubo Weiss parameter, 𝑠 is shear strain, 𝑛 is normal strain, and 𝜔 is 

relative vorticity. 

To be accepted as an eddy, regions must contain an interior minimum, in other words, have 

increasing vorticity dominance between the perimeter and interior, and fall within a range of 

acceptable sizes based on the number of grid cells contained within the eddy. The threshold for 

the Okubo Weiss parameter was defined as one tenth of the temporal mean of the spatial standard 

deviation over the entire study region during the historical period. This value was calculated 

separately for each depth, but kept constant during the historical and projected periods to 

maintain consistent criteria. The minimum number of grid cells to comprise an eddy was defined 

as 100, which, given the variability of the grid cell sizes, places the minimum radius for a circular 

detected feature at approximately 6.5 km at the southern end of the study region, and 15.6 km at 

the northern end. The maximum number of grid cells within an eddy was left arbitrarily large, 

meaning there was no upper limit defined for eddy size.  

 Detected eddies were tracked based on similarity of size, vorticity direction, vorticity 

amplitude, and separation. The minimum and maximum growth thresholds for size and vorticity 

amplitude were defined as 0.5 and 1.5, meaning an eddy can grow or shrink by a maximum of 

half of its previous size or vorticity amplitude. The maximum distance between two eddy 

detections was defined as 12 km per day, which roughly translates to an eddy propagating in a 

background flow of 0.14 m/s, a relatively high speed along the fastest-moving circulation feature 

in the focus region, the ASC (Stewart et al., 2019). Finally, eddies with lifespans shorter than three 

days were removed, and eddies that dissipated after propagating less than 1 km per day from 

their point of genesis were removed.  

 The choices of parameters and thresholds in the detection and tracking steps were 

investigated thoroughly and the details of the effects are too numerous and minute to discuss 
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entirely. Primarily, lowering the thresholds for detection increases the number of detected 

eddies, but does not substantially change the spatial or seasonal distributions of the resulting 

eddy population. While some characteristics of the eddy population could be changed, such as 

lower average size given lower minimum thresholds, the spatial and seasonal patterns of these 

characteristics remained similar. Lowering the thresholds during the tracking stage lowered the 

total number of tracked eddies and increased lifespans, suggesting that several eddies were 

combined into individual tracks, accurately or not. Other works have performed more extensive 

evaluation of detection and tracking parameters through comparison with different algorithms 

and approximations of truth, but this work deserves its own dedicated study.  

 Eddy detection and tracking was performed at several depths in the upper ocean to 

produce a three-dimensional description of eddy activity that is necessarily absent from satellite 

and SSH-based detection methods. Eddy populations and characteristics from each level are 

presented in Figures 4.5 and 4.6, but spatial details are presented only for the population peak at 

95–100 m depth. Other levels produced only minor population differences from the peak depth 

and relatively consistent spatial distributions. These figures are available in Appendix C, 

Supplementary Figures C3 to C8.  

 Eddy presence and characteristics in Figures 4.1 and 4.2 were grouped spatially based on 

the position of the eddy center within 0.5° by 0.5° bins. In Figures 4.5 and 4.6, eddies are grouped 

by month and characteristics or population sizes are calculated over the entire study region south 

of 60 °S. In Figure 4.5b, the statistical significance of the proportion of either eddy type deviating 

from equality was calculated using a one-proportion z-test (Fleiss et al., 2013), while in Figure 

4.6 the difference between population means for each eddy characteristic between the two 

simulation periods was calculated using a t-test assuming unequal variance (Welch, 1947). 
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5  
Synthesis of results and outlook 

 

 5.1 EKE representation 

 Despite reproducing 51 to 82% of observed EKE in eddy-rich regions, and little EKE at all 

outside of these regions, the global pattern of eddy activity reproduced in Chapter 2 reflects 

altimetry-derived values admirably in terms of spatial distribution. Relative to the rest of the 

CMIP6 ensemble, excluding HighResMIP, this level of representation of eddy activity is already 

remarkable. Moreover, when compared with a fully eddy-resolving simulation in the Southern 

Ocean in Chapter 3, the EKE changes projected after prolonged warming in CMIP6 are largely 

consistent relative to historic values. If the reliability of FESOM’s CMIP6 projections translates to 

other regions, then the resource allocation strategy employed in these simulations can be 

considered a resounding success. Therefore, validating the projections of each ocean basin 

included in Chapter 2 with focused, fully eddy-resolving simulations as was done in Chapter 3 

would be beneficial for reinforcing both the oceanographic findings and the multiscale approach. 

Additionally, validation of the results with other multiscale modeling techniques could reduce 

concerns over reliance on a single model (Biastoch et al., 2018). 

 In the ACC, where the high-resolution Southern Ocean simulations can be reliably 

compared with eddy activity from satellite altimetry, the results are also largely positive; in this 

case, the resolution of the grid suggests that EKE should be very well reproduced, and indeed, 

major foci of activity and the overall magnitude of EKE in the region are accurate, even 

considering just 5 years of data. Yet, the high resolution of the grid also raises expectations for 

the simulation and makes the minor regional shortcomings in reproducing observed EKE stand 

out. Regarding projected changes, the high-resolution simulations fall within the range of natural 

variability indicated by FESOM’s CMIP6 projections, and therefore, the projections can be 

considered accurate. However, the CMIP6 projections also demonstrate that natural variability is 
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high enough to veil the effects of climate change after modest warming. Thus, when the CMIP6 

ensemble cannot be used as a comparison, the climate impacts between the historical and 

present-day periods could be unreliable. This includes the analysis of high-latitude eddy activity, 

where the CMIP6 data is too coarse to provide a useful reference. In some ways, this result is 

disappointing, however, defining the limitations of the high-resolution, cost-minimizing 

approach is also a valuable conclusion that can help guide future work.  

5.2 Model fidelity  

 In Chapter 1, one of the stated motivations for resolving eddy activity in climate models 

was to improve model fidelity, yet the evaluation in Chapters 2 to 4 is primarily focused on the 

accurate representation of eddy activity itself. Extensive evaluation of FESOM’s CMIP6 

simulations was performed by (Semmler et al., 2020) and is therefore not repeated, but these 

findings can help investigate the effectiveness of the variable resolution grid in faithfully 

representing the Earth system. Overall, AWI-CM-1-1-MR, in which FESOM in its partially eddy-

resolving configuration was the ocean component, performed well relative to its peers in CMIP6. 

However, it was also not profoundly distinguished from eddy parameterizing models in many 

broad measures of model skill (Liu et al., 2022). Thus, eddy-resolving models will not make eddy-

parameterizing models obsolete, but closer investigation is necessary to determine whether the 

advantages of eddy-resolving models outlined in section 1.1 can be observed in FESOM’s CMIP6 

contribution. For example, AWI-CM-1-1-MR was particularly strong in representing ACC 

strength, as well as its response to wind forcing (Beech et al., 2022; Semmler et al., 2020). This 

response is understood to be closely linked with eddy activity (Munday et al., 2013), meaning 

FESOM’s performance could be attributed to the local resolution of the ocean mesh. Furthermore, 

comparing FESOM with unrelated models of varying complexity within the CMIP6 ensemble 

introduces a great deal of uncertainty in the attribution of model skill to any specific source. It 

may be more appropriate for an assessment of the impact of eddy activity on model fidelity to 

compare AWI-CM-1-1-MR to its lower-resolution counterpart, AWI-ESM-1-1-LR.  

 Considerably less evaluation of the high-resolution Southern Ocean simulations was 

performed, partially due to the experimental approach to concentrate on upper-ocean mesoscale 

activity with the caveat that the deep ocean had not been equilibrated. Given this limited use case, 

a focus on the validation of mesoscale activity against observations and more traditional 

projections of climate change is reasonable and provides a proof of concept for the simulation 

design. However, further evaluation with other variables and datasets could drastically expand 
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the range of applications in which this approach to high-resolution modeling might enable low-

cost climate change projections. As a first step, other fast-to-equilibrate upper ocean processes 

could be evaluated and assessed independently of deep-ocean equilibration. Eventually though, 

the prospect of effective initialization of the deep ocean using lower-resolution spin-up 

simulations could present such drastic reductions in overall computational cost that this too 

becomes an objective for high-resolution modeling.  

5.3 Oceanographic findings 

 The first CMIP-scale projections of climate change with key mesoscale features resolved 

revealed substantial and diverse changes in ocean eddy activity beyond what the observational 

record shows (Martínez-Moreno et al., 2021) or what physical relationships and larger-scale 

projected changes imply (Munday et al., 2013). Of particular importance is the finding that 

observable trends in EKE cannot necessarily be extrapolated as warming continues (Fig. 2.3, 2.4). 

In some regions, this alters expectations of change substantially, such as in the Gulf Stream, where 

observable changes suggest EKE is intensifying, but the long-term projections indicate weakening 

(Beech et al., 2022). This is also an effective demonstration of the advantages that the modeled 

dataset has over observations in studying eddy activity; due to the challenges with observing 

mesoscale features directly, the observational record is primarily limited to the altimetry record, 

which is approximately 30 years long (Taburet et al., 2019). As a result, the reliability of trends 

within the observational mesoscale dataset is marginal and improvements will only come over 

the course of years. Conversely, modeled datasets are able to extend simulations beyond the 

present day and prior to the observational record and, importantly in Beech et al. (2022), can 

take advantage of multiple ensemble members, or independent realizations of the same climatic 

state, to improve reliability further. The advantages of the modeled dataset become even clearer 

considering the high latitudes, where the observational record is shorter and less reliable. 

However, these advantages are not necessarily unique to FESOM, and as stated in section 1.2.2, 

models have their own challenges in resolving the mesoscale. Therefore, the success of Chapter 

2, is the effective simulation of mesoscale activity within the robust CMIP6 framework at reduced 

computational cost using the multiscale methods facilitated by FESOM.  

 In the high latitudes of the Southern Ocean, the results of the high-resolution simulations 

outlined in Chapter 4 represent the most comprehensive description of eddy activity in the region 

that has been released to this date. The simulations not only reveal widespread eddy activity, but 

deep interconnectivity with regional ocean and climate and a dynamic response to anthropogenic 
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warming. Model simulations that do not explicitly resolve eddy activity in the high southern 

latitudes should take these results into account and consider whether the eddy processes 

relevant to various research goals are well parameterized. Similarly, in the Arctic Ocean, where 

simulations of eddy activity are also scarce, these findings can be used to contextualize 

observations, such as the dominance of anticyclonic eddies (Beech et al., in prep.; Timmermans 

et al., 2008; Zhao et al., 2014, 2016), and improve the understanding of mesoscale activity 

beneath sea ice. Returning to the prospect of using eddy-resolving models as a digital observation 

platform presented in Chapter 1, these results are a promising first step; the detected high-

latitude Southern Ocean eddy activity is geographically located where it can be expected to 

impact AABW formation (Thompson et al., 2014), the seasonal cycle of ice melt (Horvat et al., 

2016), as well as shoreward heat transport and ice shelf melt (Nøst et al., 2011; Stewart et al., 

2018; Stewart & Thompson, 2015). However, this analysis has stopped short of direct study of 

the eddy processes. In some cases, there is still a shortcoming in the modeled dataset; AABW 

formation involves physical processes that take place over the continental shelf and within ice 

shelf cavities, meaning the high-resolution Southern Ocean simulations are insufficient in terms 

of resolution and coverage to study these processes directly. Instead, this work has indicated the 

relevance of eddy activity to AABW formation and that future, more focused studies have a 

promising avenue for climatic relevant research. In other cases, such as shoreward heat transport 

and sea ice melt, the dataset is likely suitable for direct studies of the role of eddy activity, but 

more analysis is required. Thus, while work remains to investigate critical high-latitude eddy 

processes, the potential for FESOM to facilitate these studies at reduced computational cost has 

been demonstrated.  
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Appendix A. Supplementary information for 

Chapter 2 

 

Supplementary Figure A1. Ocean grid resolution in AWI-CM-1-1-MR. Ocean grid resolution 

in AWI-CM-1-1-MR. (a) Grid resolution in units of kilometers. (b) Grid resolution relative to the 

local Rossby radius of deformation. 
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Supplementary Figure A2. Delimitations of ocean basins and transects. Delimitations of 

ocean basins and transects. The selected ocean basins used for analysis of area-integrated eddy 

kinetic energy are outlined in color. The transects over which ocean volume transport and AMOC 

are calculated are defined by black lines. More details regarding transects are available in 

Supplementary Table A4. (a) AMOC. (b) Kuroshio Current volume transport. (c) Agulhas Current 

volume transport. (d) Agulhas Leakage. (e) Brazil Current volume transport. (f) North Brazil 

Current volume transport. (g) Malvinas Current volume transport. (h) Drake Passage 

throughflow. 



B e e c h  | 94 

 

 

Supplementary Figure A3. Observed and simulated area-integrated regional eddy kinetic 

energy anomalies and trends. Observed and simulated area-integrated regional eddy kinetic 

energy anomalies and trends. Eddy kinetic energy anomalies are normalized relative to 

conditions during the observational period (1993–2020). Overlaid trends show the observed and 

simulated trends during the observational period (1993–2020), ensemble range of simulated 

trends during the observational period (1993–2020), and ensemble mean trend after the 

observational period (2021–2090). (a) The Gulf Stream. (b) The Kuroshio Current. (c) The 

Agulhas Current. (d) The Brazil and Malvinas Currents. (e) The Antarctic Circumpolar Current. 
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Supplementary Figure A4. Simulated distributions of volume transport and Atlantic 

meridional overturning circulation. Simulated distributions of volume transport and Atlantic 

meridional overturning circulation. Distribution of simulated annual volume transport through 

select ocean currents and Atlantic meridional overturning circulation during historical (1860–

1949) and projected (2061–2090) periods. (a) Atlantic meridional overturning circulation. (b) 

Kuroshio Current Volume transport. (c) Agulhas Current volume transport. (d) Agulhas leakage. 

(e) Brazil Current volume transport. (f) North Brazil Current volume transport. (g) Malvinas 

Current volume transport. Drake Passage throughflow. Details on the transects used to calculate 

volume transport can be found in Supplementary Table A4. 
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Supplementary Figure A5. Simulated annual volume transport through select ocean 

currents and Atlantic meridional overturning circulation. Simulated annual volume 

transport through select ocean currents and Atlantic meridional overturning circulation. (a) 

Atlantic meridional overturning circulation. (b) Kuroshio Current Volume transport. (c) Agulhas 

Current volume transport. (d) Agulhas leakage. (e) Brazil Current volume transport. (f) North 

Brazil Current volume transport. (g) Malvinas Current volume transport. Drake Passage 

throughflow. Details on the transects used, integrated depths, and the definition of Atlantic 

meridional overturning circulation streamflow can be found in Supplementary Table A4. 
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Supplementary Figure A6. See next page for figure caption. 
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Supplementary Figure A6. Correlation between simulated area-integrated eddy kinetic 

energy in selected ocean basins and Atlantic meridional overturning circulation or 

simulated mean annual volume transport. Correlation between simulated area-integrated 

eddy kinetic energy in selected ocean basins and Atlantic meridional overturning circulation or 

simulated mean annual volume transport. Correlations are calculated with unfiltered data and 

with data filtered to remove high-frequency variability with a threshold of 10 years. (a) Gulf 

stream eddy kinetic energy and Atlantic meridional overturning circulation. (b) Brazil/Malvinas 

Current eddy kinetic energy and Atlantic meridional overturning circulation. (c) Brazil/Malvinas 

Current eddy kinetic energy and North Brazil Current volume transport. (d) Brazil/Malvinas 

Current eddy kinetic energy and Brazil Current volume transport. 

 

 

Supplementary Figure A7. Change in simulated zonally averaged global surface wind 

speed between historical (1860–1949) and projected (2061–2090) periods. Change in 

simulated zonally averaged global surface wind speed between historical (1860–1949) and 

projected (2061–2090) periods. (a) Wind speed change in meters per second. (b) Wind speed 

change expressed as a percentage of the historical mean. 
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Supplementary Notes for Chapter 2 

1. Atmospheric component configuration and coupling 

The atmospheric component of AWI-CM-1-1-MR, ECHAM6.3.04p1 (Stevens et al., 2013), 

uses a horizontal grid resolution based on spectral truncation at total wavenumber 127, or 

approximately 100 km horizontal resolution in the tropics and gradually finer resolution towards 

the poles (Semmler et al., 2020). The different resolutions employed by the atmospheric and 

oceanic model components result in a loss of spatial detail during coupling between the higher 

and lower-resolution grids. In the case of AWI-CM-1-1-MR, air-sea fluxes are calculated on the 

atmospheric grid, as is common practice in CMIP-type models. This effectively results in 

smoothed fields being passed from the ocean component to the atmospheric component. The 

damping effects of smoothed coupled fields are a common challenge in coupled climate models 

with high ocean-to-atmosphere resolution ratio and can affect ocean-atmosphere feedbacks 

relevant to mesoscale eddy activity (Ma et al., 2016; Jullien et al., 2020). Furthermore, in AWI-

CM-1-1-MR absolute wind stress is coupled rather than relative wind stress. The absence of ocean 

surface currents in the computation can be particularly impactful in the tropics, where ocean 

surface velocity can be of similar order to the atmospheric velocity. Both of these challenges in 

coupling may have compensatory effects, and coupling schemes to improve the representation of 

sub-grid scale variability which is passed to the coarser grid component have been proposed 

(Rackow & Juricke, 2020). Nonetheless, these are issues that should be acknowledged as 

systematic model shortcomings in reproducing realistic eddy activity in our simulations.  

2. Spin-up information 

The AWI-CM-1-1-MR simulations stem from an initial ten-year ocean-only spin-up, followed 

by a 500-year coupled spin-up, and a pre-industrial control spin-up from which the five ensemble 

members were branched off at 25-year intervals beginning after 250 model-years. Each ensemble 

member was then run for a historic period from 1850 to 2014 using prescribed greenhouse gas 

forcing based on observations before beginning emissions scenario projections for the years 

2015–2100.  

3. Model inter-comparison 

Considering the diversity of the CMIP6 ensemble, it would be advantageous to consider 

simulations from multiple models when projecting changes in EKE. With this in mind, the CMIP6 

ensemble was searched for complementary simulations with comparable resolution and data 

availability. Most of the CMIP6 ScenarioMIP ensemble (Eyring et al., 2016) relies on 
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parameterizations of eddy activity, and the highest nominal resolutions in the ScenarioMIP 

ensemble (25 km) can only be considered eddy-present (Hewitt et al., 2020). Moreover, most 

simulations do not record, or make publicly available, daily ocean surface velocity or SSH data 

and many rely on single-member ensembles for each emissions scenario. In particular, high 

resolution simulations such as HighresMIP (Haarsma et al., 2016) which produce larger datasets 

as grid resolution increases, tend to be single-member ensembles and record or make publicly 

available fewer variables at coarser temporal resolution. These datasets do not meet the basic 

requirements for applying the methods described here, and consequently, this analysis relies 

exclusively on simulations from AWI-CM-1-1-MR.  

4. Data processing 

Methodological information regarding the data processing steps performed by Copernicus, 

including approximation of gridded data from along-track observations and the computation of 

geostrophic velocity anomalies from sea surface height are publicly available from the 

Copernicus Marine Environment Monitoring Service (Legeais & Taburet, 2018). In the modeled 

dataset, the equatorial region between 3 °S and 3 °N, where geostrophic balance breaks down 

(Lagerloef et al., 1999), is represented by monthly mean data linearly interpolated to 5-day 

means. In both the modeled and observed datasets, February 29th was removed from the dataset 

to create a year evenly divisible into five-day means. The observational dataset was remapped to 

the FESOM grid using bilinear interpolation for a direct comparison of data, and coastal mesh 

nodes, those adjacent to land, were ignored to avoid boundary issues. 

5. Eddy kinetic energy calculation considerations 

Typically, the time varying component of ocean flow is separated from mean conditions via 

Reynolds decomposition: subtracting the mean conditions during a reference period from the 

larger dataset and interpreting the resulting anomalies as the time varying component. In many 

applications of time series analysis, such as assessing changes in mean conditions, a reference 

period is appropriate to represent the historic mean state of a variable. However, if anomalies are 

intended to represent variability from a mean state and that mean state is changing, the reference 

period approach fails when mean conditions change to the point that the reference period mean 

is no longer representative of typical conditions. In the context of climate change, the potential 

for the mean state of ocean flow to shift must be considered; ocean gyres are expected to shift 

poleward as warming continues (Wu et al., 2012; Yang et al., 2016; 2020), AMOC decline has been 

theorized and predicted by many studies (Latif et al., 2004; Rahmstorf et al., 2015; Lique et al., 
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2018; Boers, 2021), and global ocean circulation appears to be accelerating in general (Hu et al., 

2019). Therefore, changes in the mean flow of the ocean must be accounted for when producing 

anomalies for EKE calculation, prompting the use of a running mean to represent the mean state 

of ocean flow, rather than a reference period mean. 

The ensemble mean of 21-year running means from each ensemble member represents 105 

data-points of reference surface velocity data intended to represent the mean state of surface 

flow while only losing ten years of data at the beginning and end of each time series. Due to 

internal variability, the ensemble members may differ slightly in their simulation of mean flow, 

but these differences are expected to be smaller than those stemming from seasonality or the 

effects of climate change, making an ensemble mean preferable for characterizing mean flow. 

6. Methodological challenges 

Long climate change projections of EKE bring with them new methodological challenges such 

as distinguishing ocean velocity anomalies form a shifting mean state, and characterizing EKE 

change that varies throughout the global ocean and may have non-linear or contradictory 

responses to multiple driving mechanisms. These challenges have been addressed using 

appropriately tailored methodology: a running-mean approach to allow for meaningful anomaly 

calculations and a difference-of-means approach to quantifying long-term change. However, 

weaknesses within these methods persist where mean conditions are not unimodal, such as the 

Kuroshio LM/NLM path, but comparison with observations indicates that the same issues likely 

affect observational studies and do not appear to be prominently addressed in the existing 

literature. The challenges identified with distinguishing EKE from bimodal mean conditions likely 

apply to many patterns of oscillation, and should be considered in a variety of contexts.  
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Supplementary Videos for Chapter 2 are available in the online version of Beech et al. (2022). 

The video captions are included here. 

Supplementary Video A1. Eddy kinetic energy in the Kuroshio Current extension simulated by 

AWI-CM-1-1-MR (2040–2049) and calculated as in (Eq. 2.4). 

Supplementary Video A2. Eddy kinetic energy in the Kuroshio Current extension observed via 

satellite altimetry (2017–2020). Eddy kinetic energy is calculated using geostrophic velocity 

anomalies relative to a 1993–2012 reference period. 

Supplementary Video A3. Five-day mean magnitude of geostrophic ocean surface velocities 

calculated as in (Eq. 2.1) and (Eq 2.2) from sea surface heights simulated by AWI-CM-1-1-MR for 

CMIP6 historical simulations (1860–1861). The equatorial region (3° S to 3° N) is replaced with 

monthly mean velocity after linear interpolation to five-day mean time steps. Background image: 

NASA Earth Observatory. 
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Basin Modeled EKE 

(1993-2020) 

(km^4/s^2)  

Observed EKE 

(1993-2020) 

(km^4/s^2)  

Percentage 

Resolved (%) 

a Gulf Stream 0.228 0.393 58 

b Kuroshio Current 0.284 0.345 82.45 

c Agulhas Current 0.433 0.615 70.39 

d Brazil/Malvinas Current 0.120 0.195 61.43 

e Antarctic Circumpolar Current 0.247 0.489 50.52 

Supplementary Table A1. 

 
Basin σ Modeled EKE 

(1993–2020) 

(km^4/s^2)  

σ Observed EKE 

(1993–2020) 

(km^4/s^2)  

Percentage 

Resolved (%) 

a Gulf Stream 0.016 0.029 56.21 

b Kuroshio Current 0.033 0.031 107.4 

c Agulhas Current 0.022 0.021 105.71 

d Brazil/Malvinas Current 0.009 0.013 74.02 

e Antarctic Circumpolar Current 0.013 0.017 76.05 

Supplementary Table A2. 

 
Basin Historic EKE (1860–

1949) (km^4/s^2)  

Projected EKE 

(2061–2090) 

(km^4/s^2) 

Percentage 

Change (%) 

a Gulf Stream 0.223 0.199 -10.43 

b Kuroshio Current 0.278 0.380 36.82 

c Agulhas Current 0.426 0.445 4.46 

d Brazil/Malvinas Current 0.119 0.147 23.03 

e Antarctic Circumpolar Current 0.227 0.298 31.51 

Supplementary Table A3. 
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Name Historic 

mean (Sv) 

Projected 

mean 

(Sv) 

Mean 

difference 

(Sv) 

Percentage 

difference 

(%) 

T 

statistic 

p(T) Information 

a AMOC 17.504 14.490 -3.014 -17.216 30.456 1.02E-

123 
 

Zonal transect 
of the Atlantic 
at 26 °N and 
1040 m depth 

b Kuroshio 

Current 

Transport 

9.810 10.633 0.823 8.389 -16.093 1.12E-

48 

Lat/lon 
coordinates: 
(29.2 °N, 121.6 
°E) to (26 °N, 
128 °E), 0-150 
m depth 

c Agulhas 

Current 

Transport 

65.833 55.731 -10.101 -15.344 23.959 1.95E-

89 

Lat/lon 
coordinates: (-
32 °N, 29 °E) 
to (-32 °N, 32 
°E) 

d Agulas 

Leakage 

23.297 29.743 6.446 27.670 -22.811 2.46E-

83 

Lat/lon 
coordinates: (-
30.83 °N, 17.8 
°E) to (-43.17 
°N, 7.06 °E), 0-
1200 m depth 

e Brazil Current 

Transport 

45.975 47.967 1.992 4.333 -7.316 8.23E-

13 

Lat/lon 
coordinates: (-
34.3 °N, -54 °E) 
to (-34.3 °N, -
49 °E) 

f North Brazil 

Current 

Transport 

32.178 30.258 -1.921 -5.969 14.454 7.91E-

41 

Lat/lon 
coordinates: (-
6 °N, -35.3 °E) 
to (-6°N, -25 
°E), 0–1200 m 
depth 

g Malvinas 

Current 

Transport 

74.120 63.020 -11.100 -14.975 17.855 1.79E-

57 

Lat/lon 
coordinates: (-
46 °N, -67.6 °E) 
to (-46 °N, -57 
°E) 

h Drake 

Passage 

Throughflow 

170.988 169.225 -1.763 -1.031 7.479 2.68E-

13 

Lat/lon 
coordinates: (-
64.17 °N, -60.4 
°E) to (-54 °N, -
68 °E) 

Supplementary Table A4. 
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Appendix B. Supplementary information for 

Chapter 3 

 

 

Supplementary Figure B1. Grid resolution of the SO3 mesh. (a) grid resolution expressed as 

approximate element height following Danilov (2022). (b) Grid resolution expressed as a 

multiple of the local Rossby radius.  
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Supplementary Figure B2. Ensemble spread of mean EKE. Mean EKE during 2016–2020 in 

(a–e) each member of the AWI-CM-1 ensemble and (f) the ensemble mean. 
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Supplementary Figure B3. Zonal mean wind speed and surface velocities. Mean zonal 

surface velocities during the 1951–1955 (a,d), 2016–2020 (b,e), and 2091–2095 (c,f) periods in 

the AWI-CM-1 ensemble (a–c) and the SO3 simulations (d–f). Changes in mean zonal wind speeds 

relative to the 1951–1955 mean are overlaid. 
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Supplementary Figure B4. Zonal mean wind stress. Zonal mean wind stress to the ocean 

surface in AWI-CM-1 ensemble member 1 (a–c) and the SO3 simulations (d–f) during the periods 

1951–1955 (a,d), 2016–2020 (b,e) and 2091–2095 (c,f). Positive values indicate an eastward 

direction. 
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Supplementary Figure B5. Ensemble spread of EKE change between 1951–1955 and 2016–

2020. EKE change in (a–e) each member of the AWI-CM-1 ensemble and (f) the ensemble mean. 
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Supplementary Figure B6. Ensemble spread of EKE change between 1951–1955 and 2091–

2095. EKE change in (a–e) each member of the AWI-CM-1 ensemble and (f) the ensemble mean. 
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Data Durbin-

Watson 

Skew p(Skew) Kurtosis p(Kurt) 

Ens. 1 0.169 0.867 p<0.001 0.536 0.056 

Ens. 2 0.232 -0.075 0.549 -0.156 0.623 

Ens. 3 0.283 0.198 0.119 -0.270 0.289 

Ens. 4 0.179 0.176 0.165 -0.220  0.423 

Ens. 5 0.214 0.400 0.002 -0.439 0.040 

Ensemble 0.206 0.381 p<0.001 0.237 0.052 

SO3 0.44 0.432 0.001 0.013 0.813 

Supplementary Table B1. EKE statistics for the 1951–1955 period. Statistical properties 

reported are autocorrelation (Durbin & Watson, 1950), skewness (D’Agostino & Belanger, 1990), 

and kurtosis (Fisher, 1997). Statistics are calculated using 5-day mean EKE data with linear 

trends removed as in Figures 3.1a,b,c and Figure 3.3. 

 

Data Durbin-

Watson 

Skew p(Skew) Kurtosis p(Kurt) 

Ens. 1 0.226 0.295 0.021 -0.335 0.157 

Ens. 2 0.255 0.451 0.001 -0.454 0.031 

Ens. 3 0.245 -0.175 0.167 -0.220 0.425 

Ens. 4 0.216 0.022 0.860 -0.480 0.020 

Ens. 5 0.267 0.339 0.009 0.164 0.427 

Ensemble 0.251 0.179 0.002 -0.263 0.010 

SO3 0.387 0.417 0.001 -0.509 0.011 

Obs. 0.499 0.032 0.801 -0.146 0.658 

Supplementary Table B2. EKE statistics for the 2016–2020 period. Statistical properties 

reported are autocorrelation (Durbin & Watson, 1950), skewness (D’Agostino & Belanger, 1990), 

and kurtosis (Fisher, 1997). Statistics are calculated using 5-day mean EKE data with linear 

trends removed as in Figures 3.1a,b,c and Figure 3.3.  
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Data Durbin-

Watson 

Skew p(Skew) Kurtosis p(Kurt) 

Ens. 1 0.14 -0.085 0.502 -0.329 0.167 

Ens. 2 0.15 0.331 0.010 -0.698 p<0.001 

Ens. 3 0.264 -0.150 0.235 -0.27 0.289 

Ens. 4 0.199 0.134 0.289 -0.472 0.023 

Ens. 5 0.133 -0.031 0.806 -0.981 p<0.001 

Ensemble 0.168 0.067 0.244 -0.476 p<0.001 

SO3 0.219 -0.345 0.008 -0.484 0.018 

Supplementary Table B3. EKE statistics for the 2091–2095 period. Statistical properties 

reported are autocorrelation (Durbin & Watson, 1950), skewness (D’Agostino & Belanger, 1990), 

and kurtosis (Fisher, 1997). Statistics are calculated using 5-day mean EKE data with linear 

trends removed as in Figures 3.1a,b,c and Figure 3.3.  
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Appendix C. Supplementary information for 

Chapter 4 

 

 

Supplementary Figure C1. Model grid resolution. (a) Grid resolution expressed as 

approximate element height following Danilov (2022). (b) Grid resolution expressed as a 

multiple of the local Rossby radius.  

 

 



B e e c h  | 116 

 

 

Supplementary Figure C2. Antarctic Oscillation Index. A measure of the state of the Southern 

Annular Mode calculated for conditions in 1951–1956 (blue) and 2091–2096 (red) relative to 

historic 30-year (1939–1969) average simulated conditions and for 2091–2096 (green) relative 

to projected (2071–2100) average simulated conditions. Average AOI values are plotted as 

dashed lines.  
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Supplementary Figure C3. Same as Figure 4.1 but for 0–5 m depth. 

 

 

Supplementary Figure C4. Same as Figure 4.1 but for 25–30 m depth. 
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Supplementary Figure C5. Same as Figure 4.1 but for 190–200 m depth. 

 

 



B e e c h  | 119 

 

 

Supplementary Figure C6. Same as Figure 4.2 but for 0–5 m depth. 
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Supplementary Figure C7. Same as Figure 4.2 but for 25–30 m depth. 
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Supplementary Figure C8. Same as Figure 4.2 but for 190–200 m depth. 
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