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Abstract

Immersive experiences created with multisensory and interactive virtual reality (VR)

technology can feel incredibly realistic. Many factors of the system and the user de-

termine the �delity of VR interactions, that is, how closely an interaction resembles the

reference interaction to be simulated. The human-computer interaction (HCI) research

presented in this dissertation is a step towards unraveling and better understanding the

di�erent aspects of interaction �delity in VR that cover user input, computer simula-

tion, sensory feedback, and the user’s experience.

Combining theoretical, methodological, and empirical research, I present and dis-

cuss nine papers focusing on object manipulation and embodiment in the context of

interaction �delity. The presented Interaction FidelityModel enables a systematic assess-

ment of eight �delity components with precise de�nitions and thorough discussion of

their implications. Integrating the HCI loop and previous theories, the model’s human-

centered perspective can be universally applied to all interactions with any VR system.

Furthermore, the specialized Haptic Fidelity Framework allows a detailed assessment of

14 factors determining the �delity of haptic interfaces.

On this theoretical basis, a series of user studies are analyzed, covering �ndings on

haptic feedback and perception for object manipulation, body visibility in VR sports,

visual realism of virtual humans, embedding questionnaires into virtual environments

for user research, and VR meetings of an academic team. The quantitative and qualita-

tive analyses demonstrate signi�cant e�ects of varying interaction �delity on user per-

formance, task load, sense of body ownership, perceived realism, usability, and user

experience. The iterative user research contributes hardware and so�ware prototypes,

such as an in-VR questionnaire tool for participants’ self-reports, a grip-based interac-

tion technique for force-feedback gloves, a handheld controller with adaptive trigger

resistance, and experimental environments built with Unity.

This thesis provides guidelines, illustrative examples, research artifacts, and educa-

tional material for designing realistic VR applications, improving how we comprehend

and re�ect on interaction �delity in VR research and development. An extensive re-

search agenda highlights promising directions for future investigations of the complex

construct of interaction �delity.
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Zusammenfassung

Immersive Erlebnisse durchmultisensorische und interaktive Virtual Reality (VR) kön-

nen sich erstaunlich realistisch anfühlen. Verschiedene System- und Nutzer-Faktoren

bestimmen die Fidelity (Originaltreue) von VR-Interaktionen, also wie sehr eine Inter-

aktion der zu simulierenden Referenzinteraktion ähnelt. Die in dieser Dissertation vor-

gestellte Forschung im Bereich der Mensch-Computer-Interaktion (HCI) ist ein Schritt

zum tieferen Verständnis der Aspekte der Interaktionstreue in VR, die Input, Compu-

tersimulation, sensorisches Feedback und Benutzererfahrung umfassen.

Mit einerKombination aus theoretischer,methodischer und empirischer Forschung

präsentiere ich neun Arbeiten mit Fokus auf Objektmanipulation und Embodiment im

Kontext der Interaktionstreue. Das vorgestellte Interaction Fidelity Model ermöglicht ei-

ne systematische Evaluierung von acht Fidelity-Komponenten mit präzisen De�nitio-

nen und umfassender Diskussion. Durch die Integration der HCI-Schleife und früherer

Theorien kann die menschenzentrierte Perspektive des Modells universell auf alle In-

teraktionenmit beliebigen VR-Systemen angewendet werden. Das spezialisierteHaptic

Fidelity Framework ermöglicht eine detaillierte Bewertung von 14 Faktoren, die die Fide-

lity von haptischen Systemen beein�ussen.

Auf dieser theoretischen Grundlage werden Nutzerstudien analysiert, die Erkennt-

nisse umfassen über haptisches Feedback bei Objektmanipulationen, Visualisierung

des Körpers imVR-Sport, visuellenRealismus virtuellerMenschen, Einbettung von Fra-

gebögen in VR und Team-Meetings in VR. Die quantitativen und qualitativen Unter-

suchungen zeigen E�ekt von Fidelity auf Nutzer-Performance, Arbeitsbelastung, Body

Ownership, empfundenenRealismus, Usability undUser Experience. Aus der iterativen

Nutzerforschung gehen Hardware- und So�ware-Prototypen hervor, darunter ein VR-

Fragebogen-Tool, eine Interaktionstechnik für Force-Feedback-Handschuhe, ein Con-

troller mit adaptivem Trigger-Widerstand und Experimentumgebungen in Unity.

Diese Doktorarbeit enthält Leitlinien, anschauliche Beispiele, Forschungsartefakte

und Lehrmaterial für die Gestaltung realistischer VR-Anwendungen und fördert unser

Wissen über Interaktionstreue in der VR-Forschung und -Entwicklung. Eine umfang-

reiche Forschungsagenda zeigt vielversprechende Richtungen für zukün�ige Untersu-

chungen des komplexen Konstrukts der Fidelity auf.
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Introduction

The rapid evolution of virtual reality (VR) technology enables simulating virtual worlds

that feel increasingly realistic. Today, immersive VR experiences can already be pro-

foundly captivating by surrounding the user with the multimodal sensations of an in-

teractive virtual environment (VE). This trend is set to continue and revolutionize our

relationshipwith virtuality. Augmented reality (AR),mixed reality (MR), andVR—jointly

encompassed under the umbrella term xReality (XR) (Rauschnabel et al., 2022)—have

the potential to fundamentally transform how we access digital information and inte-

grate virtual content into our lives. A human-centered approach based on the method-

ological and ethical principles of human-computer interaction (HCI) ensures that XR

systems empower users and positively impact society and individuals.

Virtual worlds created with VR technology can be described and evaluated with var-

ious metrics and goals. They can be immersive, enjoyable, colorful, comfortable, de-

manding, sustainable, creative, e�ective, frightening, or purposeful, amongmanyother

attributes. One essential characteristic is their realism. For many VR applications, this

is the decisive quality metric. The true-to-life resemblance is fundamental in many use

cases: skill training, e.g., surgery (Chheang et al., 2019); learning abilities, e.g., in sports

(Schulz et al., 2019) or music (Sera�n et al., 2017); vocational education, e.g., public

speaking (Poeschl, 2017); entertainment, e.g., traveling the world (Sarkady et al., 2021);

therapy, e.g., fear of heights (Freeman et al., 2018); or use cases that are expensive or

impossible without VR, e.g., visiting Mars (Holt, 2023). In these scenarios, the success

of the simulation depends on how closely they can reproduce reality. Even in �ctional

scenarios, some system aspects might need to be grounded in reality, such as Euclidean

geometry, spatial audio, swarm behavior, gravity, or the color space humans perceive.

Simulated worlds share similarities with reality in some aspects but di�er in others.

The level of realism is determined by various factors, including system design, device

speci�cations, user characteristics, interaction techniques, application goals, and other

parameters or circumstances. It is also important in interaction design to consider the

e�ects of varying realism on user perception, experience, and behavior. All these fac-

tors make realism a complex and multilayered concept.
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Chapter 1. Introduction

Figure 1.1: Two examples of reference interactions that are virtually replicated in VR. (top)
Picking a real apple from a tree is reproduced with an implementation using a haptic device
by de Tinguy et al. (2020), dynamicallymoving the sphere proxy into the user’s handwhen grasp-
ing. (bottom) The �ctional magic carpet from Middle Eastern literature is reproduced with an
early implementation by Pausch et al. (1996). Figure from P1 (IntFi Model). Copyright of the top-
right images by de Tinguy et al. (2019) and the bottom-right images by Pausch et al. (1996) (modi�ed).
The images for the reference interactions have been generated with Midjourney.

The concept of realism is inherently limited by describing a simulation’s correspon-

dence to reality. More �exibly, �delity describes howaccurately a simulation reproduces

any reference (Gerathewohl, 1969; Merriam-Webster, 2024) beyond the imitation of the

real world. Thus, realism can be seen as one speci�c form of �delity: �delity to reality.

Other reference frames may include �ctional elements, supernatural abilities, dreams,

or ideas outside the bounds of reality. For instance, although it is unrealistic, �ying like

a superhero can be virtually realized with high �delity.

In this thesis, I address the interactions between users and VR systems, similar to

howpeople constantly interact with the real world. Interaction �delity describes the ex-

actness of correspondence between these two. The actions taken by users and the out-

put generated by a computer depend on each other and together form the interaction.

It is important to consider them together (Hornbæk and Oulasvirta, 2017). To describe,

analyze, or assess interaction �delity, we compare the VR interactions to the reference

to be simulated, as illustrated in Figure 1.1 with a real-life and a �ctional example. How-

ever, interaction �delity is a complex and manifold concept because countless human

4



Chapter 1. Introduction 1.1. Research Questions

and technological factors determine it. To purposefully design virtual experiences that

are convincingly realistic, it is essential to untangle the di�erent aspects that impact the

overall realism.

1.1 | Research Questions

This doctoral dissertation contributes to a deeper understanding ofVR interactionswith

a focus on aspects of �delity. It presents a combination of theoretical works, method-

ological research, the development of research prototypes, and their experimental eval-

uations with user studies to unravel the complexity of interaction �delity in VR. The

included user studies cover topics around haptics, object manipulation, embodiment,

and the use of questionnaires in VR user studies. Applying the proposed Interaction Fi-

delity Model and Haptic Fidelity Framework to this wide thematic range illustrates how

universal and valuable the concept of �delity is in interaction design. The following

research questions guide this work.

RQ1: How can we structure and describe the aspects determining the �delity of inter-

actions in virtual reality?

RQ2: How can conventional user study questionnaires be transferred to VR with high

�delity?

RQ3: What are the e�ects of varying interaction �delity formanipulating virtual objects

on perception and performance?

RQ4: What are the e�ects of varying interaction �delity on how the embodiment of oth-

ers and oneself is perceived?

I summarize and discuss the publications in this dissertation in the context of these

overarching questions. In my work, I followed an iterative and human-centric ap-

proach. My research is based on various quantitative and qualitative empirical research

methods, including expert interviews, literature reviews, psychophysical experiments,

and user evaluations with objective and subjective measures, including behavioral data

and self-reports. Integrating theory, prototype development, and empirical evaluation

ensures a comprehensive and valid investigation of VR interactions.
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Chapter 1. Introduction 1.2. Included Publications

1.2 | Included Publications

This dissertation by publication comprises eight peer-reviewed publications: four full pa-

pers presented at international conferences (ACM CHI, IEEE VR, ACM CUI), three full

articles in journals (Frontiers inVR), and one late-breakingwork (ACMCHI). These pub-

lications are included in their original format in Part II as published. Additionally, this

dissertation includes a full paper on the Interaction Fidelity Model, P1 (IntFi Model),

that was under review when this thesis was submitted. The paper was previously sub-

mitted to ACM CHI, where it received positive feedback and suggestions for improve-

ment that have since been implemented. The paper is included in Part II as an arXiv

preprint.

The following chapters of Part I will brie�y introduce each paper accompanied by

a �delity analysis based on the theoretical works in response to the research questions.

The works are thematically organized into four chapters: Chapter 2 contains two theo-

retical papers on the �delity of VR interactions (P1, P2), Chapter 3 covers methodologi-

cal work on questionnaires in VR research (P3), Chapter 4 includes two empirical stud-

ies on object manipulation in VR (P4, P5), and Chapter 5 presents four empirical papers

on embodiment in VR (P6–P9). While these summaries cannot substitute reading the

publications, they give an overview of the research to facilitate the overarching discus-

sion in the context of the dissertation’s thematic focus. For this, I address the research

questions by discussing the papers regarding �delity at the end of each chapter. In the

subsequent discussion in Chapter 6, I contextualize the �ndings and give an outlook,

followed by a conclusion in Chapter 7. The original publications in Part II provide the

complete study designs, detailed results, statistical reports, and in-depth discussions in

the context of related work beyond the concept of �delity. The following publications

form the foundation of this thesis.

P1 Michael Bonfert, Thomas Muender, Ryan P. McMahan, Frank Steinicke,

Doug Bowman, Rainer Malaka, and Tanja Döring. 2024. The Interaction

FidelityModel: A Taxonomy to Distinguish the Aspects of Fidelity in Vir-

tual Reality. Preprint on arXiv. arXiv:2402.16665v1 [cs.HC]

P2 Thomas Muender, Michael Bonfert, Anke Reinschluessel, Rainer Malaka,

and Tanja Döring. 2022. Haptic Fidelity Framework: De�ning the Fac-

tors of Realistic Haptic Feedback for Virtual Reality. In Proceedings of

the 2022 Conference on Human Factors in Computing Systems (CHI ’22),

Association for Computing Machinery. DOI: 10.1145/3491102.3501953

6



Chapter 1. Introduction 1.2. Included Publications

P3 Dmitry Alexandrovsky, Susanne Putze, Michael Bonfert, Sebastian

Hö�ner, Pitt Michelmann, Dirk Wenig, Rainer Malaka, and Jan David

Smeddinck. 2020. Examining Design Choices of Questionnaires in VR

User Studies. In Proceedings of the 2020 Conference on Human Factors

in Computing Systems (CHI ’20), Association for Computing Machinery.

DOI: 10.1145/3313831.3376260

P4 Michael Bonfert, Maiko Hübinger, and Rainer Malaka. 2023. Challenges

of Controlling the Rotation of Virtual Objects with Variable Grip Using

Force-Feedback Gloves. Frontiers in Virtual Reality 4.

DOI: 10.3389/frvir.2023.1190426

P5 Carolin Stellmacher, Michael Bonfert, Ernst Kruij�, and Johannes Schön-

ing. 2022. Triggermuscle: ExploringWeight Perception for Virtual Real-

ity ThroughAdaptiveTriggerResistance in aHapticVRController. Fron-

tiers in Virtual Reality 2. DOI: 10.3389/frvir.2021.754511

P6 Michael Bonfert, Stella Lemke, Robert Porzel, and Rainer Malaka. 2022.

Kicking in Virtual Reality: The In�uence of Foot Visibility on the Shoot-

ing Experience and Accuracy. In Proceedings of the 2022 Conference on

Virtual Reality and 3D User Interfaces (IEEE VR ’22), IEEE Computer Soci-

ety. DOI: 10.1109/VR51125.2022.00092

P7 Malte Borgwardt, Jonas Boueke, María Fernanda Sanabria, Michael Bon-

fert, and Robert Porzel. 2023. VRisbee: How Hand Visibility Im-

pacts Throwing Accuracy and Experience in Virtual Reality. In Ex-

tended Abstracts of the 2023 Conference on Human Factors in Com-

puting Systems (CHI EA ’23), Association for Computing Machinery.

DOI: 10.1145/3544549.3585868

P8 Michael Bonfert, Nima Zargham, Florian Saade, Robert Porzel, and Rainer

Malaka. 2021. An Evaluation of Visual Embodiment for Voice Assistants

on Smart Displays. In Proceedings of the 2021 Conference on Conver-

sational User Interfaces (CUI ’21), Association for Computing Machinery.

DOI: 10.1145/3469595.3469611
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Chapter 1. Introduction 1.2. Included Publications

P9 Michael Bonfert, Anke V. Reinschluessel, Susanne Putze, Yenchin Lai,

Dmitry Alexandrovsky, Rainer Malaka, and Tanja Döring. 2023. “See-

ing the faces is so important”—Experiences from online teammeetings

on commercial virtual reality platforms. Frontiers in Virtual Reality 3.

DOI: 10.3389/frvir.2022.945791

All research has been realized collaboratively in teams. Therefore, I will use “we” to

report on it. Only in exceptionswill I use “I” when referring tomywork on this thesis. At

thebeginning of thepaper summaries inPart I andbefore the original papers inPart II, I

will statemy individual contributions to the includedworks, using theContributor Roles

Taxonomy CRediT1 to distinguish them from my co-authors’ part. Chapter 9 provides a

complete list of my publications, including works outside the scope of this dissertation.

These references link to the original online resources via the Digital Object Identi�er

(DOI).

1https://credit.niso.org/contributor-roles-de�ned
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2

Fidelity of VR Interactions

Oneway to conceptualizeVRsystems is by evaluating their resemblance to the reference

they aim to simulate. Every VR simulation is designed to recreate some reference, be it

a real-life situation, a training scenario, a �ctional world, or a designer’s imagination.

If it replicates (parts of) the real world, we can assess its level of realism. More broadly

speaking, we can use the concept of �delity to describe how accurately a reference is

reproduced (Merriam-Webster, 2024), be it reality or other reference frames. The term

originates from the Latin word �dēlis for “faithful.” Thus, realism is a speci�c form of

�delity. Therefore, a VR application can have low realism yet high �delity to a reference

frame other than the real world. For instance, the swords in the game Beat Saber1 have

high �delity to lightsabers from Star Wars but are unrealistic. Raser suggested in 1969

to compare simulations more generally to various reference systems than solely to the

real world, and we have adopted this notion for universal applicability in VR research.

Unfortunately, scienti�c literature o�en uses the terms �delity and realism univer-

sally without specifying which aspect is being referred to. For example, the term inter-

action �delity has been used to refer to visual render quality (Mania et al., 2006), camera

views and gravity (Bhargava et al., 2018), or dialogue capabilities (Carnell et al., 2022).

Some publications refer only to the user’s system input with it (Bowman et al., 2012;

McMahan et al., 2016), which neglects half the two-way interaction between the user

and the system. Even when a speci�c aspect of �delity is mentioned, a clear de�nition

is o�en missing (Rogers et al., 2022). As a result, the de�nitions and terms used in VR

literature have been inconsistent and contradictory.

On the other hand, the community’s research e�orts have resulted in valuable de�-

nitions,models, and frameworks in prior research (Al-Jundi and Tanbour, 2022; Alexan-

der et al., 2005; Beckhaus and Lindeman, 2011; Jacob et al., 2008; McMahan et al., 2016;

Sto�regen et al., 2003). While these works cover a variety of factors and concepts, they

mainly focus on a few selected aspects of �delity, use di�erent terms, and cannot pro-

vide a comprehensive understanding. In their systematic review of realism and �delity

1https://beatsaber.com
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for digital games, Rogers et al. (2022) found a “substantial potential for confusion given

the overlapping and contradictory use of realism types.” The authors outlined the vast

range of terms used to describe aspects of realism and �delity.

While the concept of �delity can be useful and allow insightful analyses, it can also

be misleading if oversimpli�ed. When describing or analyzing interaction �delity in

VR, it does not do the complexity of the construct justice to only gauge the screen reso-

lution and score of a presence questionnaire. Although such approaches can be found

frequently in the literature with the attempt to generalize study �ndings in the context

of more or less �delity, they do not allow for a comprehensive assessment of the multi-

faceted construct. Without specifying the investigated or experimentally manipulated

�delity component, oversimpli�ed conclusions might be misleading and not advance

our understanding of this complex construct as a more nuanced consideration would.

All this makes it di�cult to establish links between individual discoveries, gener-

alize the results, and synthesize fundamental principles. There is a need for a uni�ed

model that consolidates existing �ndings on di�erent aspects of �delity into one com-

prehensive and consistent taxonomy. This chapter addresses the �rst research question

based on the publications P1 (IntFi Model) and P2 (Haptic Fidelity).

RQ1: How can we structure and describe the aspects determining the �delity of inter-

actions in virtual reality?

2.1 | The Interaction Fidelity Model

This section is based on publication P1 (IntFi Model):

Michael Bonfert, Thomas Muender, Ryan P. McMahan, Frank Steinicke, Doug Bow-
man, RainerMalaka, and Tanja Döring. 2024. The Interaction FidelityModel: ATax-
onomy to Distinguish the Aspects of Fidelity in Virtual Reality. Preprint on arXiv.

My contribution to this work: I contributed the research idea and the majority of

the theoretical considerations (conceptualization), the literature review, andmost of the

writing of the manuscript (writing – draft, review, & editing). I designed and conducted

the validationmethod (data curation andmethodology), conducted the expert interviews

(investigation), and analyzed the qualitative data (formal analysis). I created most of the

�gures and the slide deck, and contributed to the other �gures and the poster (visual-

ization). I coordinated the project (project administration).
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Figure 2.1: The Interaction Fidelity Model di�erentiates between eight components that deter-
mine the �delity of any VR interaction.

To facilitate a complete and clear understanding of interaction �delity, we created the

Interaction Fidelity Model (IntFi Model). This conceptual model distinguishes the vari-

ous aspects of �delity inherent in all VR interactions. It can serve as an analytical scalpel

to dissect the construct. Themodel encompasses the entire process of a user interacting

with a VR system, from user input and system processing to the system output experi-

enced by the user.

Instead of assessing the contribution of each device or system component to the �-

delity of the interaction,wepropose distinguishingbetween the stages of the interaction

to evaluate systematically how true it is to the original. The IntFi Model is based on the

HCI loop (Norman and Draper, 1986), which describes the stages of the user, input de-

vices, computer, and output devices, illustrated with the inner circle in Figure 2.1. Our

model expands on the Framework for Interaction Fidelity Analysis by McMahan et al.

(2016), originally covering only the three components of input �delity. Following the

loop structure, the model assigns one aspect of �delity (for example, display �delity) to

one stage of the loop (in this example, output devices), as illustrated in Figure 2.1. The
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Figure 2.2: The �delity spectrumwith approximate ranges from low, medium, and high tomax-
imum �delity with an example use case: implementations with di�erent �delity levels of some-
body picking an apple from a tree. The reference interaction from the real world on the right
side is de�ned as maximum �delity. Copyright of the “High Fidelity” images by de Tinguy et al.
(2020). The other images have been photographed or generated with Midjourney by the author.

loop o�ers simplicity while integrating all �delity aspects for any conceivable interac-

tion. To make a meaningful and unambiguous assessment of how faithful VR interac-

tions are to a reference interaction, the reference must be clearly de�ned.

We can describe the level of �delity on a spectrum ranging from low, medium, and

high to maximum �delity as illustrated in Figure 2.2. Maximum �delity represents a

perfect correspondence to the original, even if it might be technologically impossible

to achieve. Betweenperfect andno correspondence, there is a continuumwithout clear-

cut “low”, “medium”, or “high” states. This wording demonstrates a relative di�erence

or approximate range on the continuum. It is crucial to remember that �delity is an ob-

jective concept that describes the degree of correspondence without judgment. Higher

interaction �delity is not necessarily better, more desirable, more e�ective, ormore im-

mersive but merely implies a closer match to the reference. On the other hand, aspects

of �delity o�en determine the success of a simulation. To ensure e�ective and econom-

ical planning, interaction designers and VR developers should re�ect on what kind of

�delity is essential for the use case.

All aspects of �delity can be assessed objectively and subjectively depending on the

point of view. When applying standardized metrics for reproducible and indisputable

12
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measures to describe �delity, we can objectively determine and verify the exactness of

the interaction’s match with the reference interaction. It might make sense to assess

some aspects subjectively, such as perception or experience. Currently, we do not have

the means to determine every aspect objectively. We may achieve this level of techni-

cal feasibility in the future, potentially even for experiential �delity with su�ciently

sophisticated brain-computer interfaces.

The model comprises the user and the VR system, which includes input devices,

the computer as the processing unit with data and models, and output devices. Fig-

ure 2.1 illustrates the connections between these components with arrows, indicating

the translation from so�ware to hardware (such as the rendering from the simulation to

the output devices) or, vice versa, from physical to intangible information (such as from

the system output to the user’s mind through perception). In an iterative process, we

re�ned the labels and de�nitions of the components by engaging in discussions with

research peers, in teaching practice, and at conferences. Table 2.1 lists the proposed

terms and de�nitions.

We can consider the model vertically and distinguish aspects of input �delity (right

side) and output �delity (le� side). We can also consider the model horizontally and

distinguish aspects of �delity that concern the user (upper part) and those concerning

system �delity (lower part). As awhole, all aspects of themodel de�ne overall interaction

�delity. The single components can be further broken down as needed (e.g., interaction

�delity³ simulation �delity³ presentational �delity³ 3Dmodel³ skin texture³ height

map ³ resolution). In the scope of P1 (IntFi Model), we detail conceivable subcompo-

nents through examples, not comprehensively. Only simulation �delity is further divided

into four subcomponents due to its structural complexity.

We conducted semi-structured, interactive expert interviewswith 14 VR researchers

and practitioners via Zoom or in person to improve and validate the model. A�er intro-

ducing the model, we asked the experts to apply it to an example project of theirs with

a broad thematic diversity. The conversations lasted 63 minutes on average. We per-

formed a thematic analysis of the 14.75 hours of material to process and structure the

�ndings. The sample included three members of the IEEE VGTC VR Academy and an

ACMDistinguished Scientist. The ten researchers in our sample had an average citation

count of 7,043 and an average h-index of 35 as of February 14, 2024. The h-index ranged

from 11 to 69 and re�ects the spectrum of our selection that includes young scientists

publishing with a focus close to the IntFi Model and experts with decades of experience

in VR research.
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illustrative materials for teaching and using the model in teams. Additionally, we dis-

cuss the conceptual framework in a broader context and derive foundational research

opportunities. Figure 2.3 provides an overview of the work’s contributions. I include

similar �gures at the end of each paper summary to visualize the contributions and

�ndings at a glance.

With its eight components, the IntFi Model illustrates what design decisions in�u-

ence the �delity and characteristics of VR systems, enabling immersive and realistic

experiences. Zoomed out, the model provides a holistic framework integrating all ele-

ments of the interaction. When zooming in, further specialized models are needed to

investigate the underlying complexity of a component. Breaking down this complexity

would exceed the scope of this meta-model and requires the combined e�orts of the VR

research community. P1 (IntFiModel) instead serves as a signpost to specializedmodels.

One of them is the Haptic Fidelity Framework. It zooms in and further untangles one of

the output modalities, as haptics a�ect rendering, display, and perceptual �delity.

2.2 | The Haptic Fidelity Framework

This section is based on publication P2 (Haptic Fidelity):

Thomas Muender, Michael Bonfert, Anke Reinschluessel, Rainer Malaka, and Tanja
Döring. 2022. Haptic Fidelity Framework: De�ning the Factors of Realistic Haptic
Feedback for Virtual Reality. In Proceedings of the 2022 Conference on Human Fac-
tors in Computing Systems (CHI ’22), Association for Computing Machinery.

Mycontribution to thiswork: I contributed to the research idea, the theoretical consid-

erations in terms of structure and de�nitions, the illustrative examples, and the concep-

tion of the scoring approach (conceptualization). I further contributed to the literature

review, the validation method and process (data curation), and the writing and editing

of the manuscript (writing – draft, review & editing).

We created the Haptic Fidelity Framework to provide a comprehensive and technology-

agnostic framework for haptics. It can be used to assess any haptic feedback system in

detail. As haptic experiences are highly subjective, it can be challenging to understand

the underlying processes consistently. Therefore, we established objective criteria that

rely on perceptual psychology and technological properties.
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3

Questionnaires in VR Research

As VR technology evolved over the last decades, established research methods have

been adapted to investigate interactions with these systems. Typically, subjective mid-

and post-experience measures are collected via self-reports in questionnaires (Lazar

et al., 2017). Conventionally, study participants �ll out paper or computer-based forms.

However, when evaluating VR experiences, they �rst must remove the headset and

change the domain from virtual to physical reality to access the questionnaire. This of-

ten leads to temporal disorientation and a loss of sense of control (Knibbe et al., 2018).

Additionally, the participants are torn out of their environment shortly before they are

supposed to assess it. Accordingly, questionnaire results are likely biased to a degree

that is di�cult to quantify and varies from case to case. Such undetermined bias is

highly problematic for many types of research and evaluations.

VR allows integrating questionnaires directly into the environment, which we refer

to as inVRQs in contrast to outVRQs. This o�ers the opportunity to stay closer to the

ongoing simulation than out-of-VR research setups. Since no context change occurs, a

break inpresence (BIP) canbe reduced (Jerald, 2016; Putze et al., 2020). This is especially

important for time-sensitive measurements that must be realized as soon as possible

a�er the exposure, such as simulator sickness (Keshavarz and Hecht, 2011) or presence

(Skarbez et al., 2017).

At the same time, it is crucial to consider and report how questionnaires are embed-

ded inVR to foster adequate interpretation of study outcomes and replicability. Schwind

et al. (2019) observed higher consistency of self-reported presence using inVRQs, with

no signi�cant di�erence of means. The authors highlight that the e�ects of using ques-

tionnaires in VR are unclear, pointing out that the commonly applied measures were

not validated for VR studies.

In this chapter, I address the second research question about adapting question-

naires to be used inside VR as investigated in publication P3 (in-VR Questionnaires).

21



Chapter 3. Questionnaires in VR Research 3.1. Self-Reporting in VR

3.1 | Self-Reporting in VR

This section is based on publication P3 (in-VR Questionnaires):

Dmitry Alexandrovsky, Susanne Putze, Michael Bonfert, Sebastian Hö�ner, Pitt
Michelmann, Dirk Wenig, Rainer Malaka, and Jan David Smeddinck. 2020. Exam-
ining Design Choices of Questionnaires in VR User Studies. In Proceedings of the
2020 Conference on Human Factors in Computing Systems (CHI ’20), Association for
Computing Machinery.

My contribution to this work: I contributed to the systematic literature review (in-

vestigation), to the research idea and prototype design (conceptualization) and study de-

sign (methodology) of the main user study, as well as to the writing and revision of the

manuscript (writing – draft, review & editing).

To gain a better understanding of current practices, considerations, and recommend-

able design principles, we present four contributions in this research: (1) a literature

review of 123 publications on VR user studies, (2) a survey with 74 VR experts, (3) a

preliminary design study to compare di�erent presentation and interaction methods,

and (4) a user study (n=38) evaluating our re�ned inVRQ tool, comparing it to a laptop-

based solution. This investigation focuses on quantitative self-reports, while qualitative

responses and objective measurements are out of scope.

(a) Kang et al. (2018) (b) Cao et al. (2018) (c) Schwind et al. (2018) (d) Oberdörfer et al. (2019)

(e) Fernandes and Feiner (2016) (f) Schwind et al. (2019) (g)Wienrich et al. (2018)

Figure 3.1: Examples of in-VR questionnaire implementations: (a) and (b) present a head-
anchored questionnaire, (c)–(f) use a world-anchored questionnaire, and (g) presents the ques-
tionnaire anchored to the body.
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As a �rst step, a literature review provided an overview of questionnaire practices in

current HCI research in the VR domain. We evaluated 123 publications from ACM CHI,

ACM CHI Play, ACM VRST, IEEE VR, and IEEE 3DUI from the years 2016 to 2019, hence,

between the release of the �rst HTC Vive and the submission of this paper. The �nd-

ings show that most papers did not report how the questionnaires in their user studies

were administered. From our selection, 15 papers describe using inVRQs in combina-

tionwith outVRQs (12) or solely (3). In screenshots and descriptions, we identi�ed di�er-

ent implementations in terms of input modality (pointing, trackpad, oral), devices (VR

controller, gamepad, hand tracking), and canvas anchoring (world, body, head). Some

examples are shown in Figure 3.1. Our analysis shows how uncommon the reporting

and usage of inVRQs are and that the custom-built solutions di�er signi�cantly.

Secondly, we conducted an online survey with VR researchers on their research

practices as well as experiences of and attitudes towards inVRQs. We received 67 valid

responses. In line with our literature review, the survey found a lack of common ques-

tionnaire standards for VR user studies. Most experts had a positive attitude toward

integrating them into the VE. However, some experts demonstrated a strong opinion

against inVRQs. They explained it with technical challenges, implementation e�orts,

fear of response bias, and participant overload.

Lastly, we conducted two user studies investigating the design and usability of in-

VRQs from the users’ perspectives. In a preliminary design study (n=10), we tested dif-

ferent interaction modalities (controller pointing vs. trackpad) and canvas anchoring

Figure 3.2: Screenshots of the inVRQ prototype evaluated in the usability study. Images generated
with Unity Editor®.
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3.2 | Fidelity of Questionnaires in VR Research

In response to the second research question, I now discuss P3 (in-VR Questionnaires)

in terms of �delity.

RQ2: How can conventional user study questionnaires be transferred to VR with high

�delity?

To evaluate VR experiences, this establishedmethod of self-reporting on a laptop or pa-

per was typically adopted—but not adapted. A�er the VR experience, participants were

usually asked to leave the VE and answer a questionnaire back in reality. However, by

integrating the questionnaires into VR, participants can stay in the same environment

as the experience. This can reduce the break in presence that occurs when exiting VR

(Jerald, 2016; Putze et al., 2020) and ensure a smoother experience for participants by

eliminating the need to take o� and put on equipment repeatedly. But if transferring

questionnaires to VR was trivial, it would probably have been done for decades in VR

research. Still, only 12% of the studies used inVRQs when we conducted this research,

according to our literature analysis.

To replicate something virtually, we emphasize in the IntFi Model how important

it is to identify the appropriate reference interaction. Virtually simulating �lling out

questionnaires seems to have a straightforward reference interaction. But imagine the

di�culties of a VR user holding a virtual pencil and ticking boxes of a questionnaire on

virtual paper. For example, Oberdörfer et al. (2019) represented the NASA TLX in VR

as if on paper, as shown in Figure 3.1 (d). While this realization resembles the conven-

tional real-life activitymore closely, there is no bene�t to the outcome of self-reporting.

Therefore, some aspects of the IntFiModel, such as action or output �delity, are negligi-

ble in this use case. On the other hand, striving for high �delity to paper- or web-based

interactions might result in signi�cant usability issues for the participants. The fear

of low usability and user frustration were among the top reasons against using inVRQs

mentioned in our expert survey.

To adapt themethodological standard inVR studies, we should be careful not to copy

the tools mindlessly and instead examine how VR questionnaires can be designed with

high usability. Therefore, the more suitable reference interaction is merely selecting

answers to visually presented questions. To accomplish this, we need to focus on trans-

fer �delity. Based on our literature review and expert survey, we evaluated di�erent

interaction techniques for answering inVRQs in two user studies. We decided to use

handheld controllers for user input because they are commonly used in many current

VR systems and provide high detection �delity.
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Our �ndings demonstrate how administering questionnaires in VR can be realized

e�ciently and with high usability. Participants prefer this solution over conventional

outVRQs. Our proposed interaction design features world-anchoring of the presented

questionnaire and pointing with a controller to select. This is one possible implementa-

tion to obtain participant responses but certainly not the only viable approachwith high

user satisfaction. In P1 (IntFi Model), we highlight that high �delity does not necessar-

ily result in high usability, presence, or other bene�ts. Sometimes, high �delity can

be detrimental. It is crucial to re�ect on which elements of the reference interaction

must closely resemble for a successful simulation. In the examples of inVRQs, usability

should be prioritized over interaction �delity.

The studies in this paper focused on controller interactions and primarily investigated

questionnaire anchoring and selectionmodality. To facilitate answering questionnaires

without controllers, such as with hand tracking, force-feedback gloves, voice input, or

brain interfaces, there is a need for examining further inVRQ interaction designs. Ex-

ternal validity in VR research would bene�t from better methodological standardiza-

tion and easy-to-deploy toolkits, maximizing the comparability of study results. As our

tested tool supports only sliders, radio lists, radio grids, and checklists, the research

should be extended to further self-reporting elements, such as open-ended questions

or dropdowns.

Our main user study found a high consistency in user responses collected within

and outside VR. The means and variances of the presence measures were similar in

both conditions. This is a reassuring indicator that the proposed inVRQs may attain

comparable data to previously used procedures outside VR but should be con�rmed in

further studies with substantially larger statistical power. If the assessments di�er, it is

di�cult to decide which outcome can be considered “valid.” Eventually, we may need

to rely on new standardized questionnaires designed for and validated in VR as the new

gold standard in VR user research.
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Object Manipulation in VR

In daily life, we frequently perform intricate tasks with our hands. Consider holding

a pen in your hand, gently pressing its tip onto the paper, and shaping letters with �ne

movements orchestrated by all �ngers. It requires a great deal of skill tomake thiswork.

This level of control over a pen depends on the dexterous abilities of our hand move-

ments, the reliable response of the tool, the detailed haptic feedback we receive while

performing the task, and our prior experiences.

When people �rst experience VR, they o�en check if objects behave like those in

the real world. However, this is typically not the case in current consumer applications.

It is challenging to virtually replicate the described complexity of object manipulation

with high realism. Picking up virtual objects can be easily achieved by approximating a

possible hand pose around it and attaching it to the virtual hand. Rudimentary haptic

feedback is provided by the controller’s contact forces or vibrations. While this imple-

mentation is technically simple, it is o�en not realistic.

However, certain use cases require true-to-life interactions for handling virtual ob-

jects, such as in medical training, manufacturing, telesurgery, digital marketing, or

practicingmotor skills. But how canwe simulate authentic agency over and behavior of

digital entities without physical manifestation? Due to our hands’ dexterity and sensory

richness, it is currently unfeasible to attain one universal interface that enables every

type of object interaction. To approach a system that perfectly resembles manipulat-

ing and perceiving real objects, we can break down the complexity of the challenge and

explore solutions to individual aspects of the problem. These solutions may address

an object’s shape, texture, temperature, adhesiveness, and the possibility of squeezing,

throwing, stacking, and swinging it realistically.

This chapter presents two approaches for enhancing the realism of object handling

in VR interfaces: varying the applied grip strength and perceiving virtual weight. With

the publications P4 (Variable Grip) and P5 (Triggermuscle), I address the third research

question concerning �delity and object manipulation.
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4.1 | Using Grip as Input for Rotational Control

This section is based on publication P4 (Variable Grip):

Michael Bonfert, Maiko Hübinger, and Rainer Malaka. 2023. Challenges of Con-
trolling the Rotation of Virtual Objects with Variable Grip Using Force-Feedback

Gloves. Frontiers in Virtual Reality 4.

My contribution to this work: I contributed the research idea (conceptualization) and

wrote the �rst dra� of the manuscript (writing – draft). I contributed equally to the de-

sign of the interaction technique (conceptualization), study design (methodology), statis-

tical analysis (formal analysis), the revision of themanuscript (writing – review& editing),

and the �gures (visualization) as MH. I made minor contributions to the prototype de-

velopment (software). I supervised the project (supervision).

When we hold a virtual object and move or turn our hand, current VR systems o�en

transfer the movement and rotation identically to the object. This limits the possible

orientations of the object to how far we can revolve or contort our hand. Beyond or

instead of this extrinsic movement of turning the entire hand, we would control a real

object with intrinsic movements, i.e., use our �ngers to adjust how we hold it within

our hand (Elliott and Connolly, 1984). We can impact a held object through the pressure

we apply to it. Our grip determines how the skin and the object’s surface interact. For

example, when holding an object with gentle pressure, we can let it slip through our

�ngers without dropping it.

In this work, we expand on an interaction technique proposed by Bonfert et al.

(2019), which considers the grip applied to a held object using controller-based systems.

Figure 4.1: A user changes the orientation of a virtual can. Le�: The SenseGlove DK1 is attached
to the user’s �ngers, providing force feedback along the can’s shape. Right: A) The user applies
a �rm grip. Thus, the rotation of the can is �xed. B) The can swings downwards due to gravity
when the user loosens the grip by reducing the �nger pressure. C) The can stays in level.
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By varying the grip strength, the object can be held loosely, allowing it to rotate freely

between the �ngers, or it can be grasped �rmly, which transfers the hand’s rotation di-

rectly to the object, as illustrated in Figure 4.1. This grip variability a�ords control over

more rotational degrees of freedom and can help avoid clutching (Zhai, 1996). The af-

fordances of grip variability in�uence our everyday tasks in various situations—o�en

subconsciously—for example, when moving a full glass, using a screwdriver, screwing

in a light bulb, or �dgeting with a pen. We rely on the object’s inertia or the pull of grav-

ity to change its rotation. Virtually reproducing these natural grip-basedmanipulations

could increase interaction �delity. Beyond more realistic interactions, a variable grip

can compensate for inadequate object orientations due to the initial grasp, such as for

virtual tools.

For controller-based systems, the interaction technique showed advantages in terms

of user satisfaction, intuitiveness, and realism with a slight decrease in the task load.

The abstract button actions must be mapped to the intended virtual actions of control-

ling an object, which was found to increase mental demand (Bonfert et al., 2019). The

idea was implemented for the Valve Index controllers in a follow-up study by Pedersen

et al. (2023). Pressure applied to the controller’s handle is interpreted as direct input

for the grip strength applied to the object. This removed the need for mapping, which

increases input �delity. Again, an evaluation showed that the interactions with variable

grip were consideredmore realistic, slightly slower, and with no di�erence in the NASA

TLX (Hart, 1986) ratings. Only higher usability could not be con�rmed.

As a follow-up, we realized the interaction technique with the SenseGlove DK1 VR

gloves providing force feedback to the �ngertips for increased action �delity. With so�

�nger pressure, the object can rotate with three degrees of freedom around an anchor

point in the middle between the �ngertips of the thumb and index �nger. More than

80% pressure locked the rotation to the hand’s movement, visualized with a colored bar

above the hand avatar. In a within-subject user study, 21 participants did pick-and-place

tasks inspired by the study design by Bonfert et al. (2019). We compared performance,

presence, task load, and agency between �xed and variable grip with 756 virtual cans,

books, and milk cartons, which are shown in Figure 4.2.

The study results showed a poorer performance with the grip variability. The object

placementwas slightly less accurate, the studyparticipants needed 40% longer, and they

needed considerably more grasping attempts to move an object. This aligns with pre-

vious research on controller-based systems (Bonfert et al., 2019; Pedersen et al., 2023).

In contrast to the outcome of this experiment, grip variability with controllers was re-

ported to bemore intuitive, easier to control, andmore satisfactory (Bonfert et al., 2019),

as well as more realistic (Bonfert et al., 2019; Pedersen et al., 2023), compared to the
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Figure 4.2: One of the two pick-and-place tasks in the experiment. Participantsmoved objects of
di�erent types from a spawning point to a target position in a given orientation. Image generated
with Unity Editor®.

condition with a �xed grip. However, when using a force-feedback glove with a vari-

able grip, participants reported higher mental load and frustration, inferior perceived

performance, and less agency over the object behavior.

As possible explanations for these unexpected results, we elaborate on the general

di�culties of handling objects with the SenseGlove DK1 in publication P4 (Variable

Grip). While unexpected and inadequate force feedback is already challenging with

the �xed-grip baseline, a variable grip is even more confusing. Another reason might

be the novice sample: 18 out of 21 participants have never used �nger tracking for ob-

ject manipulation. Due to the steep learning curve, participants assumed they could

have performed better with considerably more practice and might then �nd it help-

ful. Moreover, the unsteady grasp of the variable grip mode caused more items to be

accidentally dropped by the participants, which naturally resulted in longer handling

times. Figure 4.3 provides an overview of the work’s contributions and �ndings.

Overall, the presented study has not shown that mapping the �nger pressure with

force-feedbackgloves to the grip strengthofhandling virtual objectswould, inprinciple,

be an undesirable solution. We have not yet demonstrated the potential we anticipate

when using hardware with more accurate actuation, sophisticated force vector estima-

tion of individual �ngers, and additional cutaneous feedback.
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Figure 4.4: Our haptic controller Triggermuscle simulates the weight of virtual objects in VR by
changing the trigger resistance. (le�) The spring mechanism for a dynamic adjustment is built
into the casing of an HTC Vive controller. An HTC Vive tracker is mounted to the top to enable
spatial tracking. (right) Triggermuscle allows continuous regulation of the trigger resistance
according to the weight of the grabbed virtual object.

But how can we provide haptic stimuli for an object’s weight while maintaining the

bene�ts of controllers? The human perception of weight cues informs our proposed ap-

proach. To grasp an object, the human brain incorporates haptic and visual cues (Gor-

don et al., 1991; Loomis and Lederman, 1986) and previous li�ing experiences (Van Pola-

nen and Davare, 2015) to predict an object’s weight and scale �nger forces accordingly.

When li�ing the object, we adjust the grip force according to proprioceptive and cuta-

neous stimuli (Brodie andRoss, 1984;McCloskey, 1974), resulting in a direct relationship

between physical weight and applied �nger forces. Previous research found that pulling

the trigger to varying degrees canbe interpreted byusers as exerting variable grip forces

on virtual objects (Bonfert et al., 2019).

Therefore, we suggest utilizing the trigger for weight cues as a standard button of

any consumer VR controller. We can provide dynamic haptic feedback through existing

hardware components by varying the trigger’s resistance, usually constant by default.

As a result, users need to scale their index �nger force according to the virtual weight

of a held object, as indicated in Figure 4.4. The heavier it is, the more �nger force must

be exerted onto the trigger. While it requires the pressure of more than one �nger to

grasp real objects, wemap this exertion to the index �nger, commonly used for grasping

with VR controllers. To demonstrate and evaluate this novel principle, we devised two

haptic controllers with di�erent springmechanisms built into the casing of anHTCVive

controller: a preliminary prototype and an improved controller called Triggermuscle.

We evaluated both devices in user studies to investigate users’ ability to discriminate

di�erent levels of resistance and the e�ect on weight perception in VR.

To test our initial prototype with adaptive trigger resistance, we performed a psy-

chophysical experiment (n=9) following the method of constant stimuli with a two-
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Figure 4.5: Schematic illustration of Triggermuscle’s spring mechanism utilizing an extension
spring and a servo motor.

alternative forced choice (2AFC) paradigm (Jones and Tan, 2013). Participants were

asked to indicate which of the two presented stimuli felt heavier to them. By compar-

ing combinations of di�erent trigger resistance levels, we calculated the just-noticeable

di�erence (JND), the point of subjective equality (PSE), and the Weber Fraction (WF),

which is the ratio of the JND to the initial spring tension. We observed surprisingly

mixed results. Some participants identi�ed almost all stimulus di�erences correctly—

even subtle changes—while others sensed no change and performed around the guess

rate. Only data from three participants quali�ed for JND computation.

We re�ned the hardware, so�ware, and experiment design according to our pre-

liminary �ndings. The improved device, Triggermuscle, features the spring mecha-

nism illustrated in Figure 4.5 with a 134% larger force range (4.29 to 16.36 N) and a

versatile form factor suitable for various controller shapes. We tested Triggermuscle

in a 2AFC experiment (n=21) in which users li�ed virtual boxes and compared the per-

ceived weight rendered with di�erent trigger resistances. Again, the results demon-

strate a highly diverse perception of trigger resistance, similar to the outcome of the

�rst study. We found close-to-perfect stimuli recognition, close-to-guessing behavior,

and only four data sets that exhibit the expected decrease in discrimination ability with

decreasing resistance intensity. Overall, three out of �ve people successfully di�eren-

tiated Triggermuscle’s haptic stimuli. In interviews at the end of the experiment, only

one-third of participants mentioned the adaptive trigger resistance as the cue for iden-

tifying the heavier box. Others reported interpreting vibrations from the servo motor’s

adjustment, visual cues, or sound as the basis for their weight interpretation.

Considering the successful stimulus discrimination and the interpretation of the

varying trigger resistance as a weight cue, our studies con�rm the validity of our ap-

proach of sensory substitution with haptic stimuli at the index �nger. However, given
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4.3 | Fidelity of Object Manipulation in VR

Regarding the third researchquestion, I next analyze the�delity of the interactions from

P4 (Variable Grip) and P5 (Triggermuscle) based on the theory from Chapter 2.

RQ3: What are the e�ects of varying interaction �delity formanipulating virtual objects

on perception and performance?

Realism of Object Handling with Variable Grip

The study from P4 (Variable Grip) builds on an interaction technique �rst implemented

and evaluated for a controller-based system (Bonfert et al., 2019). As the basis for further

analysis, we �rst need to inspect the original approach from a �delity perspective. We

can identify a clear reference interaction: When handling real objects with our hands,

we control the grip strength applied to the object’s surface. The friction ensures a safe

grasp without crushing the object. So�ening the grip allows a controlled rotation of the

object within the hand—a way to manipulate objects that has been impossible in VR

before. The tested interaction technique replicates this manual ability by mapping the

input of controller buttons to the rotational freedom of the object.

Applying the IntFiModel, how canwe describe aspects of interaction �delity for this

approach? In the real world, we adjust our �nger forces pressing against the object to

vary the grip and, thus, how freely it can move. In contrast, in the original controller

implementation, the user presses a button to adjust the grip strength. Such an abstract

means of input has low action �delity. Similarly, output �delity is low regarding haptics

since the haptic cues from the object’s surface are missing. The interaction technique

only works because transfer �delity is high due to the close correspondence of the vir-

tual grip actions to the real-life equivalent. As a result, the user study found high us-

ability, intuitiveness, controllability, comfort, and perceived realism, with only slightly

reduced performance compared to always-�rm grip. Users took more time handling

objects with a variable grip and reported a higher mental load as the mapping requires

cognitive e�ort.

A follow-up study by Pedersen et al. (2023) evaluated a system that requires no but-

ton mapping. As I proposed in the original publication (Bonfert et al., 2019), they used

the Index controllers, which detect the pressure of the user’s hand squeezing the han-

dle. With this, the grip forces of all �ngers are used as input. This can be interpreted as

more direct control over a held object, leading to higher action �delity. However, their

study showed ambiguous results with potentially higher completion times and an un-

clear e�ect on task load. Users rated the perceived realism using variable grip as higher.
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In the next step, we avoided abstract mapping and aimed to increase the technique’s

action �delity further while raising output �delity. If the control over the object and its

perception are closer to reality, users need to think less about the interaction and can

handle objects more intuitively. To achieve this, we implemented a system with force-

feedback gloves. We can assess high action �delity, as the hand encloses the object and

exerts forces onto its surface, interpreted as grip strength, and increased output �delity,

as the glove provides dynamic kinesthetic forces simulating the resistance of the object.

But instead of the anticipated usability boost, the outcome was worse than in the

original study, with low usability and inferior performance. How can we explain the

drop in user satisfaction despite closer-to-reality interaction? We stepped into the un-

canny valley of VR interactions, as �rst coined by McMahan et al. (2016). This phe-

nomenon is included as one of the �delity patterns in the IntFi Model. It describes

a non-linear correlation of interface quality and interaction �delity that predicts good

performance with low-�delity systems and even better performance with high-�delity

systems but a drop in performance for medium �delity. We elaborate on this pattern in

Section 7.1. of P1 (IntFi Model). In the following, I discuss several relevant issues of the

tested exoskeleton system that might explain the outcome.

One of the major issues was the insu�cient haptic feedback. Due to high input �-

delity and the output �delity assumed to be high because of the kinesthetic feedback,

users might expect maximum output �delity, although this is not the case. The Haptic

Fidelity Framework helps identify the issue. The foundational factor Stimuli describes

“the degree to which the same haptic receptors of the user are involved” as in the refer-

ence interaction. Table 2 of P2 (Haptic Fidelity) lists the haptic stimuli associated with

sensing various physical properties—in this case, for perceiving contact forces and fric-

tion. Although the gloves render constant kinesthetic forces, which are required for

perceiving contact forces, they render no tangential forces resembling skin stretches,

which are always involved in the perception of friction (Augurelle et al., 2003; Cadoret

and Smith, 1996). If these cutaneous cues aremissing, as studies have shown using local

anesthesia, people drop real objects or use an overly powerful grip because their men-

tal model of the held object’s physical properties is insu�ciently informed (Augurelle

et al., 2003; Westling and Johansson, 1984).

Furthermore, other possibly involved stimuli, such as pressure changes or vibra-

tions, are not rendered. Therefore, haptic �delity is lower than users might initially as-

sume, with a Haptic Fidelity score of 1.90 (from 0 to 4).1 The system lacks the necessary

cutaneous cues for intuitively controlling how an object slides between the �ngers.

1Use Factor Code pDZRApEw on haptic-�delity-framework.com to check all factor ratings.
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Further possible reasons for the �ndings include the general di�culties in handling

objects with the SenseGlove DK1 as an early development prototype. Considering the

simple task, we measured relatively high NASA TLX scores and slow placement even in

the baseline condition with a simple pick-and-place task. According to interview feed-

back, many users did not feel con�dent using the glove in any condition. This could

be due to severe limitations of the force feedback mechanism as it depends on the an-

gle at which the �ngers press against the surface. The more oblique a �nger touches

the surface, the higher the chance of no or unexpected feedback. While this is already

confusing with the �xed-grip baseline, it is even more confusing with a variable grip. It

makes it hard to control the applied grip as it depends on the unreliable resistance.

The next step in follow-up studies could be to increase output �delity further. For vari-

able grip strength, supporting tactile cues beyondkinesthetic forcesmust be considered

in multi-�nger object manipulation. Shear forces, friction, slip, or contact forces have

been shown to improve reproducing real-world haptic experiences (Girard et al., 2016;

Kim et al., 2022; Salazar et al., 2020; Whitmire et al., 2018). Also, the impact of their

combination with kinesthetic feedback from gloves would be insightful. The ideal pro-

totype for exploring the bene�ts of natural grip-based object manipulation would ren-

der detailed tactile cues, rely on complex physics calculations comprising the individual

pressure of all �ngers, a�ord dynamic and continuous grip, and avoid interpenetration

of the object and the hand. Besides imitating grip strength, future research could in-

vestigate other physical factors in object manipulation with force-feedback gloves. For

example, in relation to P5 (Triggermuscle), the principle of variable trigger resistance

correlating with the object’s virtual weight could be applied to the �nger resistance of

a force-feedback glove. The heavier the object, the more force must be exerted by the

user to li� it with the glove.

Realism of Weight Perception with Adaptive Trigger Resistance

The reference interaction that the interface with adjustable trigger resistance resem-

bles is picking up and holding objects of di�erent weights. The standard example used

inP1 (IntFiModel) is also used to demonstrate Triggermuscle: grasping an apple. There,

the weight sensation of holding an apple is compared to the perceived weight of hold-

ing a strawberry and a pineapple. Similar to the variable grip, the mechanism behind

Triggermuscle aims to convey a haptic experience from the virtual object, although it

has nomass and thus experiences no gravitational pull. While the variable grip can give

control over the object’s rotation utilizing its virtual weight, Triggermuscle is designed
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Figure 4.7: The mapping of grip forces when holding an object to the force of the trigger resis-
tance against the index �nger. Figure from P5 (Triggermuscle).

to convey the sensation of weight itself. I analyze this replication using the IntFi Model

and the Haptic Fidelity Framework.

When we hold an object, the grip forces of pressing the �ngers against its surface

must increase with its weight for a safe grasp. In Triggermuscle, this is mapped to the

force that the index �ngermust exert on the trigger, as illustrated in Figure 4.7. With this

transfer function, transfer �delity is high, as the virtual actions closely correspond to

the real actions. Action�delity is relatively lowbecause the grasping action is reduced to

just one �nger with a small movement and restricted by the hand-held controller. Still,

it is higher than for conventional grasping with controllers, as the required grasping

forces must scale with the object’s mass. Similarly, output �delity is higher due to the

adaptive kinesthetic feedback for heavier objects.

For most users, the increase in action, transfer, and output �delity successfully in-

duced a sense of weight, thus increasing experiential �delity. This is remarkable, as the

sense of weight occurs despite low perceptual �delity due to the lack of actual gravita-

tional forces.

Nevertheless, some users have not linked the haptic cues to the object’s weight or

have not even noticed the changing trigger resistance. To understand this discrepancy

better, we again consult P2 (Haptic Fidelity). According to Table 2, perceiving weight al-

ways requires sustained pressure and possibly pressure changes, constant forces, and

force changes, all of which are displayed to the index �nger by Triggermuscle. How-

ever, skin stretches are also possibly involved in weight perception but are not rendered

by Triggermuscle. Moreover, vibrations are never involved in sensing weight, yet Trig-

germuscle’s servo motor generates noticeable vibrations as a side e�ect. Overall, we

can assess the system’s Haptic Fidelity score with only 0.42 (from 0 to 4).2 Among other

factors discussed in P5 (Triggermuscle), these missing and misleading haptic stimuli

might have confused some users or distracted them from the intended stimuli. Accord-

2Use Factor Code 0qaJA5og on http://haptic-�delity-framework.com to check all factor ratings.
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ing to the Loss-Propagation Pattern introduced in Section 7.1 of P1 (IntFiModel), the low

display �delity inherits these limitations to the subsequent �delity components in the

loop. Nevertheless, interaction �delity was high enough to successfully convey a sense

of weight to most users despite shortcomings in haptic �delity.

As thenext steps in enhancing adaptive trigger resistance, the systemdesign couldbe re-

�ned to reduce confounding and addmissing haptic cues. Testing the systemoutsideVR

with blindfolded users could help identify the in�uence of visual dominance. Follow-up

studies could also explore explanations for the observed individual di�erences in stimu-

lus perception, such as �nger sensitivity, �nemotor skills, gaming experience, frequent

practice of delicate hand tasks such as playing an instrument, or regular mindfulness

practice.

Furthermore, combining the kinesthetic feedback with other techniques of weight

simulation might amplify the desired e�ect. For example, a follow-up study by Stell-

macher et al. (2023) investigated the combination of Triggermuscle with pseudo hap-

tics. The authors modi�ed the control-display (C/D) ratio during li�ing in addition to

the adaptive trigger resistance. With the combined techniques, users were more sensi-

tive and faster in identifying weight di�erences, which demonstrates how integrating

di�erent approaches can facilitate closer-to-reality object manipulation.
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Embodiment in VR

We can experience and a�ect VEs in various ways with di�erent modalities. In the

previous chapter, we looked at how interaction techniques and haptic feedback can in-

crease the �delity of manipulating objects and how this can in�uence the user experi-

ence. However, the proposed solutions require speci�c devices that are o�en expensive

and speci�c in their applications, thus being less common. Therefore, it is interesting

to consider possibilities for facilitating high-�delity interactions solely based on visual

rendering, as most VR experiences rely on visuals. How can we e�ectively increase the

realism of VR interactions by only adjusting what the users see? Which steps have an

impact commensurate with the implementation e�ort?

In particular, this chapter focuses on the visual appearance of virtual humans, both

of oneself and others. The perception of our body and appearance strongly impacts

how present and capable we feel in a VE (Schultze, 2010). Also, the appearance of other

virtual humans strongly a�ects how we perceive them and in�uences social interac-

tions (Bailenson et al., 2005; Zibrek and McDonnell, 2019), be it avatars representing

other people or system-controlled agents. The possibilities for visualizing virtual hu-

mans are broad. A virtual human can be represented by a simple shape indicating a

position or anthropomorphic. It can look abstract, cartoony, or photorealistic. The en-

tire body or only parts of the body can be visible. For a user’s avatar, the whole body can

be precisely tracked and displayed, or it can be only partially tracked, which requires

extrapolating body movements, such as with inverse kinematics. It can also be invisi-

ble or anything between the mentioned characteristics. A recent large-scale study with

2,509 knowledge workers investigated attitudes towards di�ering realism of avatars in a

work context (Phadnis et al., 2023). Participants preferred high realism for known and

unknown colleagues but sometimes perceived the most realistic virtual humans as un-

canny. The acceptability of avatars correlated with their �delity. Non-realistic avatars

were perceived as playful and less professional, which was experienced as unsuitable

for work in some countries.

An avatar’s appearance a�ects not only the people seeing it but also the person it

embodies. Similar to being in a biological body, we can have the feeling of having and
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controlling a virtual body. This sense of embodiment has been described as a construct

with three components: the senses of self-location, agency, andbody ownership (Kilteni

et al., 2012). These components can be identi�ed in the example of the rubber hand

illusion experiment (Botvinick and Cohen, 1998). In this experiment, the participants

can see a rubber hand right next to their own hand being touched. The real hand is

covered and invisible. The participants experience the touch of the rubber hand as if it

were their own hand and attribute it to their bodies—a sense of body ownership. They

have the impression that their hand is in the location where they can see the rubber

hand—a sense of self-location. When the experimenter applies physical violence to the

rubber hand, the participants withdraw their hands in horror. As the rubber hand does

not respond to theirmovement, their sense of agency over the rubber hand breaks. This

experiment has been replicated in various variations (Riemer et al., 2019), also in VR

with virtual hands (IJsselsteijn et al., 2006; Yuan and Steed, 2010) with similar outcomes.

The visual appearance of the virtual hand a�ects how strong the embodiment is (Pyasik

et al., 2020).

With this chapter, I address the fourth research question about �delity and aspects

of embodiment, as elaborated on in publications P6 (Kicking), P7 (VRisbee), P8 (Agent

Embodiment), and P9 (VR Meetings).

5.1 | Foot Visibility in VR Sports

This section is based on publication P6 (Kicking):

Michael Bonfert, Stella Lemke, Robert Porzel, and Rainer Malaka. 2022. Kicking in
Virtual Reality: The In�uence of Foot Visibility on the Shooting Experience and

Accuracy. In Proceedings of the 2022 Conference on Virtual Reality and 3D User In-
terfaces (IEEE VR ’22), IEEE Computer Society.

My contribution to this work: I contributed the research question (conceptualization)

and statistical analysis (data curation and formal analysis). I contributed the majority

of the study design (methodology). I wrote and edited the majority of the manuscript

(writing – draft, review, & editing) and created all the �gures and presentation material

(visualization). A made minor contributions to the prototype development (software). I

supervised the project (supervision).
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Figure 5.1: (le�) A side view of the player’s visualized foot before kicking the virtual ball. (right)
The targets to shoot. The second window from the le� was just hit and broke. The fourth is
�ashing as an indicator to be shot next. The player’s perspective is further away and centered.
Images generated with Unity Editor®.

Hand-based VR interactions gainedmore attention in research, industrial applications,

and consumer systems than foot-based interactions. However, the feet play a vital and

versatile role in our lives far beyond walking. Especially in some sports, they are es-

sential. In soccer—or football in the UK—we use our feet to kick the ball, pass it to other

players, and score goals. When shooting at or towards a target, professional soccer play-

ers look neither at the ball nor their feet. Instead, they lock their view onto the target

when taking the shot to improve their aiming. In the real world, they can feel haptic

feedback from the ball while dribbling and shooting. When simulating soccer games in

VR, the impact of the virtual ball cannot be perceived on the player’s foot unless some

form of force feedback is rendered, such as with active actuators in the shoe (Rovers

and Essen, 2006) or ball props (Bozgeyikli and Bozgeyikli, 2019).

In this work, we investigated precise target shooting by kicking a virtual soccer ball

in VR using only a Vive Tracker attached to the foot as an input device and providing no

haptic feedback. We present an empirical study that explores the e�ects of a visual rep-

resentation of the player’s virtual foot on the interaction with the ball, as corresponding

visualizations of virtual hands have been shown to improve the feeling of presence and

body ownership (Canales et al., 2019; Grubert et al., 2018; Ma and Hommel, 2015). The

between-group experiment examines if the visibility of the player’s virtual foot (H1) im-

proves the performance in terms of accuracy and required time, (H2) reduces the task

load, (H3) enhances the presence in the virtual environment, (H4) increases the subjec-

tive control over the ball, and (H5) enhances the perceived body ownership.

To evaluate the e�ects of visualization on foot interaction in VR, we conducted a

user study (N=28) with a kicking task inspired by soccer penalty shootouts. The sample

included inexperienced and advanced soccer players. The players were asked to kick
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there was no measurable in�uence of the players’ age, gender, or experience in soccer,

VR, and gaming. Many of our participants shared how much fun they had during the

experiment. They wanted to continue playing and practice their skills.

In conclusion, accuracy and body ownership were higher when showing a virtual

foot, even independent of previous soccer experience. Although most players from the

control condition said they did not miss seeing the foot, they needed many additional

shots. One player only became aware of the foot visualization at the end of the session—

still, it might have improved his aiming. From what we observed and learned in the

interviews, we suspect e�ects on a subconscious level. The visual information allows

continuous motor re-adjustments and a faster learning e�ect. These feedback loops

seem especially plausible with the measured high body ownership. Figure 5.2 provides

an overview of the work’s contributions and �ndings.

5.2 | Hand Visibility in VR Sports

This section is based on publication P7 (VRisbee):

Malte Borgwardt, Jonas Boueke, María Fernanda Sanabria, Michael Bonfert, and
Robert Porzel. 2023. VRisbee: How Hand Visibility Impacts Throwing Accuracy

and Experience in Virtual Reality. In Extended Abstracts of the 2023 Conference on
Human Factors in Computing Systems (CHI EA ’23), Association for Computing Ma-
chinery.

My contribution to this work: I contributed to the formulation of the research goals

(conceptualization) and the study design (methodology). I made an equal contribution to

the statistical analysis (formal analysis) as JB. Imade amajor contribution to writing and

editing the manuscript (writing – review & editing). Together with RP, I supervised the

project (supervision).

Building on the insights from the previous section that discussed the signi�cance of vi-

sualizing feet for kicking inVR to enhance body ownership and accuracy in target shoot-

ing, we now turn to the role of hand visualization in sports. Previous research investi-

gated skill acquisition and transfer of throwing in VR, such as with balls or darts, and

found trade-o�s in distance perception and aiming (Butkus and Ceponis, 2019; Mousavi

et al., 2018; Tirp et al., 2015; Zindulka et al., 2020). Throwing a disk di�ers from other

hand-based sports as it relies on di�erent physical principles. In activities such as Ulti-
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Figure 5.3: The prototype used for Frisbee throwing in the experiment. (le�) A virtual hand
holding a disk. (right) The view from the player’s perspective on the bullseye target and the
scoreboard next to it. Images generated with Unity Editor®.

mate Frisbee or Disc Golf, the players guide the disks with their hands on a �at trajectory

stabilized by spin and li� forces that are highly dependent on the disk’s orientation. In

soccer, ball trajectory control is brief and limited to the kick’s impact, whereas when

throwing a Frisbee, prolonged disk interaction allows for more nuanced control over

the disk’s �ight and involves richer tactile feedback while gripping and releasing the

disk. Additionally, the player needs to consider the weight and shape of the disk as well

as external factors such aswind through haptic stimuli. In current VR systemswith con-

trollers or hand tracking, these cues are unavailable to the player. The absence of tactile

cues from touching the Frisbee, combined with its particular physical �ight character-

istics poses a unique challenge.

This raises the question of how the visibility of virtual hands a�ects disk throwing in

VR. Studies found signi�cant bene�ts of hand visibility for tasks like typing on a virtual

keyboard (Grubert et al., 2018) or picking and placing objects (Argelaguet et al., 2016;

Canales et al., 2019) as it has a positive in�uence on players’ presence and body own-

ership in the virtual world. In this work, we investigated the impact of hand visibility

on the performance and sense of embodiment when throwing a disk in VR along the

following hypotheses: The visibility of the virtual hands (H1) improves the accuracy of

throwing a virtual Frisbee, (H2) increases perceived presence, (H3) increases the sense

of body ownership, and (H4) increases the subjective control over the virtual Frisbee.

In a user study, 29 participants were asked to pick up and throw a disk onto a round

bullseye target 10 meters from the player with a diameter of 3 meters, as shown in Fig-

ure 5.3. The goal was to hit as close to the center as possible. In the between-group

experiment, only half of the sample could see �oating hands that were animated to a

gripping pose when picking up a disk and opened up again when releasing it. The other

group did not see a visual representation of their virtual hands. Five participants were

le�-handed. The simulation was implemented with Unity and the integrated XR Inter-
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ownership are small and inconclusive. The study demonstrates that visible hands raise

the feeling of agency over the virtual disk and support the user in secondary tasks, such

as picking up the disk before throwing it. The results align with previous research on

the challenging timingof releasingwhen throwing virtually (Zindulka et al., 2020). How-

ever, in contrast to the study in P6 (Kicking) and a study on climbing in VR (Kosmalla

et al., 2020), our �ndings showed that a visual representation of limbs does not consid-

erably impact performance. Figure 5.4 provides an overview of thework’s contributions

and �ndings.

5.3 | Agent Visibility for Smart Displays

This section is based on publication P8 (Agent Embodiment):

Michael Bonfert, Nima Zargham, Florian Saade, Robert Porzel, and Rainer Malaka.
2021. An Evaluation of Visual Embodiment for Voice Assistants on Smart Displays.
In Proceedings of the 2021 Conference on Conversational User Interfaces (CUI ’21),
Association for Computing Machinery.

My contribution to this work: I made equal contributions to the research idea (concep-

tualization) and the study design (methodology) as NZ and FS. I contributed the majority

of the quantitative statistical analysis (data curation and formal analysis). I wrote and

edited the majority of the manuscript (writing – draft, review, & editing) and created all

�gures and presentation material (visualization). I supervised the project together with

NZ (supervision).

Smart displays are speakers with a touchscreen that provide users at home with a con-

versational and graphical user interface (UI). The user can talk to the integrated voice

assistant and use the screen like a tablet. With the device’s exterior, the system has a

physical embodiment within the room, but the assisting agent commonly does not. The

user can only hear but not see the agent despite the screen. In this work, we investi-

gate the impact of embodying the agent on-screen tomake it more present, signal avail-

ability, and visually convey human characteristics. Researchers have previously stud-

ied diverse types of embodiment for conversational agents (André, 2011; Isbister and

Doyle, 2002; Lankes et al., 2007) as well as their visual attractiveness (Khan and De An-

geli, 2009). Embodied virtual agents have become a natural extension of conversational

interfaces by enriching the experience visually (Andrist et al., 2017; Cassell et al., 1999;
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Figure 5.5: The three versions of the smart speaker prototype: (le�) without agent visualization,
(middle) with a digitally rendered agent, (right) with a photorealistic agent.

Nass et al., 1994;Wang et al., 2019). Today, smart displays present new opportunities for

embodied conversational agents. Therefore, we present a user study investigating the

impact of the agent’s visual embodiment and the degree of visual realism on the user

experience.

We conducted a Wizard-of-Oz experiment with a between-groups design in which

the participants (N=60) interactedwith one of the three prototype versions to complete

a speci�ed set of tasks. The activities represent a morning scenario and include a broad

range of everyday commands (Kinsella andMutchler, 2019). We designed three versions

of a smart display: one with a disembodied agent (DEA), one with a digitally rendered,

arti�cial embodied agent (AEA), and one with a prerecorded, photorealistic embodied

agent (PEA) performed by a human actress. All versions had the same functionality and

only di�ered in appearance, as shown in Figure 5.5. The agent was called “Joy” and

spoke the local o�cial language, German.

The quantitative results from the questionnaire ratings show that all conditions can

result in comparably good user experiences. There were no signi�cant di�erences be-

tween the conditions on any of the subscales. This indicates that agent embodiment

does not impede the system’s typical usage. The systems received medium to high rat-

ings for their pragmatic qualities and attractiveness, andmedium ratings for their hedo-

nic qualities. A�er the experiment, we demonstrated the other two system versions to

users. More than half of the 56 participants who created a ranking favored the photore-

alistic agent (51.8%). Only one-eighth of users would select the arti�cial agent (12.5%),

and every third person preferred the version with a disembodied agent (35.7%). Only

a few people expressed thankfulness toward the photorealistic agent, signi�cantly less

than in the other conditions.
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5.4 | Peer Visibility for Meetings in VR

This section is based on publication P9 (VRMeetings):

Michael Bonfert, Anke V. Reinschluessel, Susanne Putze, Yenchin Lai, Dmitry
Alexandrovsky, Rainer Malaka, and Tanja Döring. 2023. “Seeing the faces is so

important”—Experiences from online teammeetings on commercial virtual real-

ity platforms. Frontiers in Virtual Reality 3.

Mycontribution to thiswork: I had the leading role in contributing to the research idea

(conceptualization) and study design (methodology). I made major contributions to the

setup of the test environments (software), data acquisition (data curation), and qualitative

data analysis (formal analysis). I created themajority of the �gures (except the plots) and

presentation material (visualization). I made a major contribution to the writing of the

manuscript (writing – draft, review, & editing). I primarily coordinated the project (project

administration).

A�er the previous publication examined how computer-controlled agents are per-

ceived, we now turn to digital representations of real persons in remote collaboration.

The Covid-19 pandemic required many people to work from the home o�ce. Online

meetings with video conferencing so�ware suddenly became omnipresent. Although

video calls provide many advantages, such as seeing meeting participants or allow-

ing for screen sharing, they still yield limitations, such as restricted social interaction

between participants. Social VR platformsmight provide bene�cial alternatives for on-

line teammeetings by gathering everyone in one virtual room. Previous studies showed

positive psychological e�ects of social VR platforms (Barreda-Ángeles and Hartmann,

2021) and that group behaviors and emotional responses to it are largely similar to

face-to-face encounters (Moustafa and Steed, 2018). Beyond the faithful reproduction

of in-person meetings, research further explores the possibilities of VR for enhancing

social encounters and collaboration outside the restrictions of reality (McVeigh-Schultz

and Isbister, 2021; Slater and Sanchez-Vives, 2016).

To explore the potential of current o�-the-shelf VR meeting so�ware and gain �rst-

hand insights into the advantages and drawbacks of authentic meetings in VR, we con-

ducted the Digital Media Lab’s regular team meetings in VR to compare the attendees’

experiences with meetings on video conferencing platforms. Before the pandemic, the

lab meetings were held in person. Between March 2020 and the beginning of this case
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Figure 5.7: The four commercial platforms compared in our weekly team meetings: (1) Our
status quo, Zoom, compared to the two virtual reality platforms (2) AltspaceVR and (3) Engage,
as well as the hybrid (4) Gather Town combining video feeds with a 2D spatial environment.
StarLeaf was also used but is not shown here as its interface is similar to Zoom.

study, they were on Zoom or StarLeaf. The shi� to VR was intrinsically motivated, not

by conducting this study. Therefore, the authors had the opportunity to evaluate the

experiment independently with mixed methods, resulting in genuine insights from ex-

periences in the wild. Previous studies explored attendees’ experiences at professional

social events in VR, e.g., at academic conferences and workshops (Erickson et al., 2011;

Kirchner and Nordin Forsberg, 2021; Lahlou et al., 2021; Williamson et al., 2021), and

group dynamics in social VR outside professional context (Moustafa and Steed, 2018;

Scavarelli et al., 2021). However, in contrast to previous literature, this case study fo-

cuses on the participants’ personal experiences with a heterogeneous sample during

regular online team meetings in di�erent mediums over an extended period with high

external validity.

Over four months in 2020, we conducted twelve meetings on �ve platforms: seven

meetings in VR and �ve on video conferencing or hybrid platforms for comparison.1

1Zoom: https://zoom.us; StarLeaf shut down in October 2022: https://en.wikipedia.org/wiki/StarLeaf;
AltspaceVR shut down inMarch 2023: https://en.wikipedia.org/wiki/AltspaceVR; Engage: https://engagevr.
io; Gather Town: https://www.gather.town
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low seeing the faces and emotions of colleagues without technical preparation or nau-

sea. We suspect that the strongest contributor to the higher co-presence ratings of video

calls was the possibility of seeing each others’ faces. Consequently, at the end of the ex-

periment, most of the group argued for returning to desktop-based video conferencing.

Somebene�ts and challenges found in this studyhavebeendiscussed in related liter-

ature. Still, the authentic in-the-wild setting of the intrinsically motivated exploration

of how suitable current commercial platforms are under natural working conditions

enabled us to bring practical issues into context and highlight critical research gaps.

The paper outlines lessons learned with recommendations and links to prior research

for each theme. Moreover, we analyze which challenges might be overcome soon with

technical advancements andwhich require careful consideration ofmeeting format and

technical aspects. Figure 5.8 provides an overview of the work’s contributions and �nd-

ings.

5.5 | Fidelity of Embodiment in VR

We now turn to the fourth research question. In this section, I analyze the interactions

described in P6 (Kicking), P7 (VRisbee), P8 (Agent Embodiment), and P9 (VRMeetings)

regarding their �delity, on the foundation of the theory from Chapter 2.

RQ4: What are the e�ects of varying interaction �delity on how the embodiment of oth-

ers and oneself is perceived?

Realism of Foot and Hand Visibility for VR Sports

In the studies of P6 (Kicking) and P7 (VRisbee), the same experimental variable is ma-

nipulated: showing or hiding limbs of the user’s self-avatar. For target shooting with a

ball, the foot is visible or not, and for throwing a disk, the hand is. The reference in-

teractions for this simulation are the real-life activities of kicking a ball or throwing a

Frisbee, in which we can see our limbs. Therefore, the manipulated component from

the IntFi Model is rendering �delity, as the user’s virtual limb model a�ects the virtual

environment but is not visibly represented.

Since the experiments are so similar, we could assume comparable outcomes. In-

deed, the study results point in similar directions, yet the detailed �ndings di�er. Foot

visibility substantially improved the performance and sense of embodiment, while

hand visibility only a�ected these parameters statistically negligibly. On the other hand,

the perceived control over the Frisbeewas higherwith visible hands, while the collected
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data on ball control was inconclusive. The condition with hand visibility was rated as

more realistic on a subscale of the Presence Questionnaire (Witmer and Singer, 1998),

while there was no di�erence on any of the subscales for kicking.

There are several possible explanations for why the group di�erences in player be-

havior and assessments di�ered between the experiments. A self-evident di�erence is

the a�ected body part. The visibility of hands versus feet could have di�erent impacts

on the performance and the perception of the users’ self-avatar. Another di�erence is

the extent of the player’s contact with the ball or disk. When kicking, the contact is short

with a sudden impact, while there is extended contactwith a prolonged impulse transfer

when throwing. This involves di�erent transfer functions but with high transfer �delity

in both cases due to the respective reference interactions. This implies a third signif-

icant di�erence for the conditions with invisible limbs. When holding the disk before

releasing it, its visibility indicates the hand position as an extension of the virtual body.

In contrast, the ball only serves as a reference point at the moment of impact—too late

to correct the shot. This puts soccer without visible foot at a disadvantage andmight ex-

plain the substantial performance advantage in the condition with foot representation.

Moreover, we observed the Bottleneck Pattern proposed in P1 (IntFi Model) in the

�ndings of the P6 (Kicking) study. The foot–ball collision calculations proved impre-

cise for some players, resulting in poorly controllable shots, probably due to insu�-

cient tracker calibrations. The low detection �delity limited the physical simulation

�delity, which drastically constrained the player’s experiential �delity. According to the

Bottleneck pattern, “experiential �delity cannot be higher than a limiting key compo-

nent, even if other aspects have much higher �delity.” Accordingly, a�ected players re-

ported unrealistic and unsatisfactory ball responses independent of the experimental

condition. In contrast, the P7 (VRisbee) study employed hand controllers requiring no

calibration and relied on more sophisticated physics calculations. This prevented the

Bottleneck Pattern from occurring.

We can conclude that modifying interaction �delity for motor-skill activities in VR

sports signi�cantly a�ects objective performance and subjective experience. Increased

rendering �delity by visually representing the virtual limbs with a co-located 3Dmodel

of a foot or a hand improves various factors in both studies. Visual feedback of the

player’s body parts can improve targeting accuracy—thus increasing action�delity—and

enhance subjective impressions of agency, body ownership, and realism—thus increas-

ing experiential �delity.

To better understand the role of haptic feedback in VR sports, replicating the presented

studies would be insightful when using hand tracking or a force-feedback glove instead
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of controllers for disk throwing or with an actuated shoe for kicking. Furthermore,

a longitudinal study could inform about potential learning e�ects as a more reliable

muscle memory could be established with additional practice. To learn more about the

impact of foot visualization on the factors yielding an inconclusive study outcome, we

suggest investigating activities that focus visual attention on the feet, such as balancing

or juggling the ball with the feet, and more complex soccer elements, like dribbling or

passing the ball in a multi-user scenario. Furthermore, as throwing a ball in reality is

twice as accurate as in VR (Zindulka et al., 2020), we suggest a comparison of real and

virtual kicking to understand the unique characteristics of foot-eye coordination in VR.

Controlling a virtual ball with the foot is more immediate than with a hand-held con-

troller because there is no delay in releasing a trigger button, which reduces the control

in throwingwith the hand. Thismight lead to di�erent �ndings betweenhands and feet.

To complement the research on throwing in VR, it would be interesting to investigate

how virtual catching compares to real catching. The �ndings of P7 (VRisbee) suggest

that hand visibility could have an even more signi�cant in�uence on the catching per-

formance.

Realism of Conversational Agents

The research in P8 (Agent Embodiment) explores how users feel about the appearance

of virtual agents. In contrast to the other publications included in this dissertation, this

study is outside the VR domain. Instead, the users interact with virtual humans on a

2D smart display. Still, the IntFi Model can be applied with some precaution. The refer-

ence interaction to be simulated is a face-to-face conversation with a personal assistant

whom the user asks for help to answer questions and perform tasks. The experiment

compares three versions of the simulation: (DEA) the status quo of a disembodied agent

whose voice is all that can be heard, which has minimum visual rendering �delity due

to the absence of a visible representation; (AEA) an arti�cial embodied agent whose

voice and appearance is digitally rendered, which has low rendering �delity due to the

cartoony style and low simulation �delity due to the simple agent behavior; and (PEA)

a photorealistic embodied agent performed by a human actress, which has maximum

rendering �delity and relatively high simulation �delity.

The �ndings show a clear preference for the agent with high realism. Most partic-

ipants felt most comfortable with the photorealistic agent and would choose it as their

favorite. One-third of users prefer the disembodied version, emphasizing the pragmatic

priorities since the functionality is identical but without a super�uous virtual human.

Only every eighth user preferred the arti�cial agent. The qualitative data indicates a
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strong uncanny valley e�ect of eerie agents that resemble a person—but not closely

enough (Diel et al., 2021; Mori, 1970). MacDorman et al. (2009) believe that a computer-

generated face is not necessarily eeriest when it looks nearly human, and argue that

even abstract faces can look uncanny. The users who prefer a less realistic agent sug-

gestedmorediscernably arti�cial andabstract visualizations,which couldbe anattempt

to underline the agent’s arti�ciality while deliberately avoiding its eeriness.

Remarkably, the data showed an unexpected trend of less politeness towards the

high-�delity agent. We expected more courtesy in interactions with a more human-like

assistant due to previous work showing skeptical opinions on whether a voice assistant

is entitled to politeness at all (Bonfert et al., 2018). One explanation could be that the

reactions by the actress are obviously recorded before the interaction; hence, the agent

cannot rejoice in the expressed thankfulness, resulting in lower experiential �delity.

In contrast, the arti�cial and disembodied agents were rather experienced as a “live”

arti�cial intelligence, which can be a�ected by and appreciate the user’s politeness dur-

ing runtime. Of course, behavioral simulation �delity was, in fact, identical across all

conditions, as no agent had the ability to rejoice.

Many users perceived the agent’s continued presence between prompts as disturb-

ing. This comes as no surprise if we recall the reference interaction. When talking to

human assistants, it would be disconcerting if they hung around and stared at youwhile

waiting for the next inquiry. This limit of behavioral simulation �delity irritated users

and impaired experiential �delity.

In the future, virtual home assistants could be more common through MR interfaces

than on smart screens. A follow-up study could investigate di�erent options of agent

embodiment for assistants who share the user’s 3D space, such as their living room. An

abstract or anthropomorphic visualization could lead to a di�erent user experience for

projections into the room than on a �at, small screen. In future work, it could also be

helpful to di�erentiate between aspects of realism, such as visual and auditory render-

ing �delity, as well as behavioral simulation �delity in terms of animations or linguistic

features.

Fidelity of Meeting Peers in VR

Lastly, we look through the lens of the IntFi Model to assess the �delity of virtually em-

bodied peers interacting with each other at VR meetings. As the weekly lab meetings

initially took place in person in a large meeting room before the pandemic, this refer-

ence interaction was attempted to be replicated virtually. In many aspects, the interac-
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tion �delity of the VR meetings was high. Action �delity was relatively high, as people

could use their hands for mid-air gestures, move around, and use head movements for

turn-taking. Also, simulation �delity was high in some regards, particularly scenario �-

delity, because of the spatial relationships between people and the environment, which

enables complex group dynamics, switching between conversations of subgroups, or

guiding the group focus. The world’s semantic relationships created a familiar environ-

ment for social gatherings andmeetings, such as a presentation screen to gather around

or attendees raising their hands to speak.

Regarding rendering �delity, the visual realism was especially high on the platform

Engage when using high-performance PC-VR systems. Additionally, the platforms’ spa-

tial audio renders the voices depending on the distance between interlocutors, allow-

ing for simultaneous conversations of subgroups in one room and increasing rendering

�delity further. As meetings are mainly an audio-visual experience, we can consider

display �delity to be high. The VE extends to all sides and behind the users, allowing

them to look around naturally. The �delity of the audio and visual displays depends on

the VR headset, as the attendees used devices from the budget Quest 1 to the sophis-

ticated Valve Index. The participants’ comments on experiential �delity were highly

diverse and sometimes depended on their previous VR experience and the hardware

employed. The assessments ranged from a user describing the experience as “speaking

on an old phone with multiple participants at the same time, wearing a rock tied to my

head, and watching some meaningless cartoon simultaneously” to other participants

describing the impression of sharing a common space, being in the o�ce together, or

using body language to communicate authentically.

Overall, the examined VR meetings had the potential for medium to high interac-

tion �delity when compared to the original in-person meeting before the pandemic.

However, meeting in VR was no replacement for meeting in person but for meeting in

video calls. Videoconferenceswere established at the beginning of the pandemic before

planning the VR experiment. Since going back to in-person meetings was no option at

the time, video conferences were the only safe alternative to VR meetings. Therefore,

attempting to replicate the traditional meeting style from before the mandatory home

o�ce was not an ideal target reference interaction. Despite comparatively high inter-

action �delity, attendees were frustrated and preferred returning to Zoom. We fell into

the Apples-and-Oranges Trap described in P1 (IntFi Model) by confusing what the ap-

propriate reference interaction is and why our �delity assessment is misleading.

For the meeting format examined in this case study, advantages such as the highly

realistic spatial resemblance were not decisive for the success of the meetings. This

was unnecessary for the primarily static one-to-many announcements or presentations
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with little audience interaction. Instead, the user experience was limited by technical

issues, discomfort, motion sickness, and the restriction of secondary tasks. Ultimately,

the guiding research question should not have been on the meeting �delity compared

to in-person meetings but on whether they are competitive with the ease and comfort

of videoconferences.

This ambiguity of the two reference interactions was also re�ected in the results.

Participants also compared to both references. They shared appreciation for the feeling

of “getting together” but missed the bene�ts of videoconferencing, e.g., multi-tasking

or ease of use. Most importantly for the attendees, seeing each other’s faces and recog-

nizing emotions was impossible in VR. Facial expressions are not tracked by any of the

VR systems used in the experiment. According to the Irrevocable-Loss Pattern from P1

(IntFi Model), the resulting limitation in detection �delity propagated throughout the

loop without a possibility to compensate for it. With no information on the user’s facial

expression, it cannot be transferred into virtual actions, it cannot be considered in the

simulation, it cannot be rendered or displayed, and eventually, it cannot be perceived

by peers. At the end of the experiment, this was one of the main reasons for the team’s

decision to return to video conferences.

Further researchwith a clear separationof researchers andmeeting attendees is needed.

At the cost of the insights from an autoethnographic approach, the generalizability can

be higher with controlled, balanced, and diverse samples across domains and prior

experience. As the sample in this case study mainly consisted of HCI researchers with

high technical literacy, the results are most likely not representative of the general

population. A comparison in follow-up studies with groups of varying VR experience,

media competence, demographics, work domains, or team sizes would be interesting.

Also, other types of collaboration beyond static meetings could be the focus of further

research to pave the way for immersive remote teamwork. Moreover, �nding novel

solutions and adapting VR technology with its unique possibilities beyond replicating

in-personmeetings could create unprecedented advantages for collaborating remotely.
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Discussion & Outlook

The research presented in this dissertation demonstrates the fundamental impact of

interaction �delity in di�erent domains on various parameters of VR applications, in-

cluding user performance, satisfaction, perceived realism, sense of body ownership,

engagement, agency, and cognitive load. This makes it an essential factor in interac-

tion design and system development, as illustrated at the end of the previous chapters

in response to the research questions. The faithful replication of the real world is deci-

sive for the success of various use cases, including training, teleoperation, marketing,

teaching, tourism, sports, digital conservation, and many others. Regarding RQ1, I out-

lined how providing the �delity concept with structure and unambiguous de�nitions

facilitates insightful analyses. The IntFi Model allowsmulti-dimensional comparability

of �delity across a vast range of VR interactions and use cases.

However, this thesis has also demonstrated that higher �delity is not always better

or more desirable. We have seen worse user performance with medium �delity than

with low �delity in P4 (Variable Grip), participants who could not perceive the adaptive

trigger resistance in P5 (Triggermuscle), increased task load for players in P6 (Kicking),

less courtesy towards themost realistic agent in P8 (Agent Embodiment), and lower co-

presence in P9 (VR Meetings)—besides many positive e�ects. The level of �delity must

align with the users’ and designers’ goals. For example, comfort and ease of use were

more important for the meeting format in P9 (VR Meetings) than closely replicating

in-person meetings’ spatial characteristics and a�ordances. Furthermore, as we have

seen in P3 (in-VR Questionnaires) concerning RQ2, it is crucial to start with identifying

a purposeful reference interaction that focuses on the goals of the simulation.

Several �delity aspects were increased with the novel haptic interfaces for object

manipulation introduced in P4 (Variable Grip) and P5 (Triggermuscle). Yet, the haptic

impressions and object control were not as successful as hypothesized, which links to

RQ3. Although action and haptic �delity could be signi�cantly increased with the force-

feedback glove, the system falls short of users’ expectations of maximum �delity: The

interface does not allow handling objects as if they were real. Interfaces that provide

close to but not quite maximum interaction �delity are in danger of being a�ected by
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what McMahan et al. (2016) called the uncanny valley of VR interactions. Furthermore,

while action and output �delitywere higherwith adaptive trigger resistance, someusers

didnot detect thehaptic stimuli or interpret themasweight. Weight perceptionwith this

mapping is unreliablewhen strong side e�ects such as vibrations occur. It is noteworthy

how the participants’ perceptions and experiences di�ered fundamentally, although all

used the same imperfect system. This emphasizes the importance of considering users

and target groups—not only system �delity—when assessing interaction �delity.

In response to RQ4, we observed strong e�ects of varying interaction �delity in per-

forming motor skills in VR sports, a�ecting both objective performance measures and

subjective experiential measures in P6 (Kicking) and P7 (VRisbee). The increased ren-

dering �delity propagated through the IntFi Loop, resulting in higher experiential and

action �delity. Similarly, higher rendering �delity of the conversational agents of P8

(Agent Embodiment) elicited better user responses. However, the observed impact of

varying interaction �delity in videoconferencing and VR meetings was highly individ-

ual. On the one hand, the case study in P9 (VR Meetings) found behaviors and ex-

periences typical for the reference interactions of in-person meetings, such as using

body language, forming queues, or using spatial audio when forming small conversa-

tion groups. On the other hand, for many participants, the system was not nearly close

enough to in-person meetings to outweigh the disadvantages regarding inconvenience,

multitasking, and e�ort.

Reproducing the real world is not always the most feasible solution given techno-

logical, economic, or practical limitations, such as computing power or tracking space

constraints. Unrealistic solutions have been proven useful with countless e�ective in-

teraction techniques (e.g., gaze-and-pinch selection), locomotion techniques (e.g., tele-

portation), perceptual manipulations (e.g., redirected grasping), virtual superpowers

(e.g., suspend gravity), and sensory substitutions (e.g., vibrotactile feedback for colli-

sion with an object). These approaches o�en deliberately deviate from a direct replica-

tion in a particular �delity component, requiring interesting compensation e�ects on

other components. Users also adapt well to abstract mappings that do not aim to repli-

cate anything but introduce new concepts. In many applications, not being limited by

the constraints of reality is the crucial advantage of XR technology. Supernatural abili-

ties and �ctional worlds can inspire and serve as insightful reference interactions. Even

without striving for high �delity, the Interaction Fidelity Model can be a helpful tool to

understand and re�ect on such mechanisms.

I want to emphasize that the ethical implications of high-�delity VR interactions are

signi�cant as the technology and its widespread adoption involve substantial risks. We

must be cautious not to turn the bene�cial immersion in virtual worlds into severe psy-
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chological or societal harm. A growing body of literature raises awareness of the risks

of XR technology with increasing �delity and provides recommendations (Madary and

Metzinger, 2016; Slater et al., 2020). As with other digital media, escapism is a severe

risk of using XR. The psychological post-exposure e�ects in the context of embodiment

can be especially harmful regarding users’ self-perception and body image. Another

risk is the loss of connection to reality or confusion of realities, such as confusing the

source of amemory (Mizuho et al., 2023) or XR systems beingmisused for malicious at-

tacks (Tseng et al., 2022). Furthermore, already existing global inequalities and societal

injustice could be further exacerbated. The already existing technological gap (Robin-

son et al., 2020) could comprise a “�delity gap” in the future, as high-�delity systems

are expensive and access is unequally distributed. Lastly, the interaction design for XR

needs to be accessible. The IntFi Model emphasizes the consideration of the user as

part of interactions. Since we cannot understand every user’s perception, experience,

and behavior, a feasible alternative is understanding target user groups. Including a

diverse sample in these considerations, not only average users, is essential to ensure

accessibility and inclusion by design.

With this dissertation, my goal was to unravel the multi-layered construct of �delity,

bring structure to this seminal �eld of research, and better understand its in�uence on

interactions with virtual objects and humans. I want to brie�y re�ect on how expedient

my chosen approach was. The IntFi Model lays the foundation for analyzing and un-

derstanding all factors contributing to overall interaction �delity. For many use cases,

specialized models on single subcomponents are required for detailed assessments. As

such, the Haptic Fidelity Framework facilitates a di�erentiated analysis of one modal-

ity of output �delity. In the literature, there are several other specialized frameworks.

Still, there is a need for more theoretical work to �ll the gaps. The theoretical contri-

butions of this dissertation answered some crucial questions and cleared uncertainties

while paving the way for far more unresolved questions that call for further research.

The proposed model is not the ultimate solution to all �delity concerns. Instead, it will

need to be adapted and evolve with future research and technological development. I

hope the community will identify further patterns and establish extensive connections

between study �ndings to eventually extend or revise the IntFi Model, similar to how I

have taken up the pioneering work by McMahan (2011).

The empirical investigations shaped my understanding of VR interactions and in-

formed the proposed theory. With this, the presented publications followed a typical

cycle of scienti�c knowledge creation: collecting empirical data that informs a theo-

retical model, which helps interpret additional empirical data to re�ne the theory fur-
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ther. The mutual in�uence of user-centric empiricism, technological experimentation,

methodological re�ection, and theoretical considerations shaped this dissertation. My

selection of research goals and investigated topics could have been more streamlined,

focusing on either object manipulation, embodiment, social VR, or conversational in-

terfaces instead of a combination of those. On the other hand,my curiosity guidedme to

these topics, and I thoroughly enjoyed doing such diverse research. Although the direc-

tion of my research was not always predictable along the way, I am content in hindsight

about how it evolved as it led to interesting investigations.

Looking forward, I expect signi�cant technological advances that will considerably in-

crease interaction �delity. The pace at which XR technology has evolved in recent years

is remarkable. Until we reach the far-away point ofmaximum�delity with the “ultimate

display,” as envisioned by Sutherland (1965), the IntFi Model and similar frameworks

will remain relevant and helpful in navigating the evolving XR landscape. Recent devel-

opments in mixed reality with the Apple Vision Pro and the Meta Quest 3 suggest how

omnipresent virtual elements and spatial computingmay be in our everyday lives in the

future.

Providing high-�delity haptic feedback currently requires complex devices. Aside

from interactions with force-feedback gloves and controllers, improvements in opti-

cal hand tracking and rich mixed-reality applications o�er intriguing opportunities for

similar interaction techniques. For convincing hand manipulation of objects, complex

physics-based simulations are needed that infer object behavior from the position and

properties of the individual �ngers (Höll et al., 2018). As the contact points between �n-

gers and surface change according to how the object moves within the hand, the adap-

tion of the grasping pose must be determined dynamically, as previous work explored

for freehand grasping (Dalia Blaga et al., 2021). For controlling the grip applied to an ob-

ject’s surface or perceiving its weight, the penetration depth could be used to indicate

grip forces or mass in future studies. Similarly, more research is needed to understand

better how to design intuitive and reliable interfaces that enable realistic object manip-

ulation in terms of further physical properties.

Regarding research on embodiment and virtual humans, further improvements in

rendering and simulation �delity are essential for some use cases, such as social VR.

Although the case study in P9 (VRMeetings) clearly showed that XR technology was not

sophisticated enough in 2020 to make it the primary choice for work-related meetings,

I expect that technical advancements will facilitate a drastic increase in virtual encoun-

ters with family, friends, colleagues, and peers over the coming years. Also, the rapid

progress in arti�cial intelligence technology enabling conversational interactions to be
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integrated into VEs has the potential to revolutionize assisting technologies, such as in

P8 (Agent Embodiment). This could lead to a greater demand for credible virtual agents

and customized self-avatars that match our real-world appearance. Since achieving vir-

tual humans with convincingly high �delity in every aspect is expensive and compli-

cated, further research on the contributing factors can help prioritize appropriately for

di�erent use cases on the journey to virtual humans with maximum �delity.

As technology improves and develops the potential of generating increasingly real-

istic virtual and blended realities, research must accompany and inform the transition

to a new interface era of spatial computing. P1 (IntFi Model) outlines a substantial re-

search agenda and further implications of �delity research, including considerations of

optimizing for realism, how �delity relates to similar constructs, whether we can de-

scribe �delity objectively, how it could be quanti�ed and measured, and how it can be

applied to other reference frames, such as �ction or MR. While existing frameworks

and taxonomies examine various �delity components, such as input �delity (McMahan

et al., 2016), haptic output �delity as in P2 (Haptic Fidelity), auditive output �delity (Lin-

dau et al., 2014), or experiential �delity (Alexander et al., 2005; Lindeman andBeckhaus,

2009), specialized models are missing for other components. The particularly complex

components of experiential and simulation �delity especially require continued atten-

tion in research due to their complexity. On theoretical grounds, empirical �ndings can

be generalized more meaningfully and guide our research agendas with foresight.
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Conclusion

Understanding the �delity of VR interactions is as challenging as it is helpful. Simi-

lar to indicators such as presence, user experience, or usability, �delity is not the most

suitable measure for every application or goal. However, re�ecting on the reference

interaction to be simulated and how closely it corresponds to the simulation can be in-

sightful. Unraveling the factors determining �delity allows researchers and developers

to improve and prioritize system and interaction design.

This dissertation facilitates a better comprehension of �delity and realism in VR by

elaborating on theoretical foundations, methodological considerations, and empirical

�ndings from user studies. All research was conducted in teams. Based on the insights

fromnine papers, this dissertation presents the following contributions as a response to

the four research questions. The conceptual taxonomy of the Interaction FidelityModel

delineates and de�nes eight �delity components, provides application guidelines, and

proposes underlying patterns. The Haptic Fidelity Framework allows zooming into one

of the subcomponents of this universal model for amore detailed evaluation of haptics.

It enables a detailed quantitative assessment of the 14 factors determining the �delity

of haptic interfaces.

Furthermore, I presented the �ndings from a series of empirical studies. The re-

search demonstrated the e�ectiveness and high usability of integrating questionnaires

in VEs for seamless self-reporting in VR user studies. I elaborated on two projects in-

vestigating haptic interfaces that render physical properties whenmanipulating virtual

objects. The evaluations of an interaction technique using a force-feedback glove and

a hand-held controller with adaptive trigger resistance revealed intricacies of haptic

perception and user experience for dexterous object manipulation. Moreover, I dis-

cussed the results of four studies on embodiment and virtual humans. This includes

investigations of hand and foot visibility in VR sports and their impact on player per-

formance, body ownership, and perceived control. Another study explored how users

assess the embodiment of a voice assistant agent with varying levels of audio-visual re-

alism. Lastly, I presented a case study providing genuine insights from testing social VR

platforms for a team’s weekly group meetings in comparison to videoconferences.
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This thesis opens up abundant opportunities for further research. Theproposed the-

oretical models can be used for meta-analyses to uncover additional common patterns

of interaction �delity and inform our understanding of the realism of VR interfaces.

We refer to some specialized tools and theories on subcomponents of the IntFi Model.

Still, there are numerous gaps where rigorous and detailed frameworks would be help-

ful for researchers, designers, and developers. Considering the swi� pace of innovation

in XR technology, we need continued research e�orts on haptic interfaces, interaction

techniques for realistic object manipulation, and the convincing embodiment of virtual

humans for rich social interactions.

The empirical investigations have shown that the relationship between interaction

�delity and desired e�ects, such as user satisfaction, performance, task load, or per-

ceived realism, is neither linear nor trivial. The intricate interplay of the �delity com-

ponents requires careful consideration, systematic analysis, and purposeful interaction

design. This thesis provides helpful guidelines, detailed examples, analyses, empirical

evidence, educationalmaterial, and assessment tools tomake sense of the complex con-

struct of interaction �delity.
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content and formatting as published. All research has been conducted and reported in

teams. On the cover page of each paper, I list all authors, summarize the content, and

state my personal contributions to the work along the CRediT taxonomy. At the end of

the chapter is a list of all my publications to date, including work outside the scope of

this dissertation.
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ABSTRACT

Fidelity describes how closely a replication resembles the original.

It can be helpful to analyze how faithful interactions in virtual

reality (VR) are to a reference interaction. In prior research, �delity

has been restricted to the simulation of reality—also called realism.

Our de�nition includes other reference interactions, such as su-

perpowers or �ction. Interaction �delity is a multilayered concept.

Unfortunately, di�erent aspects of �delity have either not been

distinguished in scienti�c discourse or referred to with inconsistent

terminology. Therefore, we present the Interaction Fidelity Model

(IntFi Model). Based on the human-computer interaction loop, it

systematically covers all stages of VR interactions. The concep-

tual model establishes a clear structure and precise de�nitions of

eight distinct components. It was reviewed through interviews with

fourteen VR experts. We provide guidelines, diverse examples, and

educational material to universally apply the IntFi Model to any VR

experience. We identify common patterns and propose foundational

research opportunities.

CCS CONCEPTS

• Human-centered computing³ HCI theory, concepts and

models;Virtual reality; •Computingmethodologies³ Virtual

reality.

KEYWORDS

VR, �delity, realism, theory, framework, HCI, input, simulation,

output

This is a preprint that has not yet been published in a peer-

reviewed journal. The manuscript is currently under review.

Current version of �gures, de�nitions, and supplemental

material: v2.1

1 INTRODUCTION

Realism in virtual reality (VR) is pursued intensely in research and

development [16, 31, 40, 78, 84, 109, 112]. While the concept of real-

ism—how closely a simulation resembles reality—may initially seem

straightforward, it is a complex, multi-faceted construct. We quickly

assess something as realistic or unrealistic, be it a painting, the be-

havior of a movie character, a synthetic voice, or a virtual world.

However, this intuitive judgment is insu�cient for a comprehen-

sive understanding of and reasoning why something is perceived

as more or less realistic, especially in such a complex domain as VR,

where countless factors might in�uence the outcome. To purpose-

fully design virtual experiences that are convincingly realistic, it is

essential to untangle the di�erent aspects that impact the overall

realism.

VR technology can create immersive experiences of being in

and interacting with simulated realities. By interacting with the

VR system, a user can perceive and a�ect the virtual environment

(VE), while the system can sense and react to user input. As in

the real world, users and their environments can mutually in�u-

ence each other. For many VR applications, realism is a decisive

quality metric. The true-to-life resemblance is essential for skill

training (e.g., surgery [20]), learning abilities (e.g., sports climb-

ing [91], vocational education like public speaking [75], music [92]),

entertainment (e.g., traveling the world [89]), therapy (e.g., fear of

heights [27]), or use cases that would be expensive or impossible

without VR (e.g., visiting Mars [36]). In these scenarios, the success

of the simulation depends on how closely the equivalent from real-

ity can be reproduced. Even in �ctional scenarios, certain aspects of

the interaction might need to be grounded in reality (e.g., Euclidean

geometry, spatial audio, swarm behavior, gravity, or the color space

perceptible by humans). However, the concept of realism is limited

to matching the real world and, therefore, cannot be applied to VR

use cases simulating aspects impossible in reality.
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The Interaction Fidelity Model

Figure 2: Two examples of reference interactions that are virtually replicated in VR simulations. (top) Here, an interaction

from the real world is reproduced. Picking an apple from a tree is a complex activity to be simulated virtually as the user’s

actions, the provided feedback, and the physical simulation are closely coupled. This is a recent implementation with a haptic

device by de Tinguy et al. [23] which dynamically moves the sphere proxy into the user’s hand when grasping. (bo�om) Here,

a �ctional interaction is reproduced. The mythologicalmagic carpet from Middle Eastern literature can be realized as a VR

locomotion technique in many di�erent ways [62]. This is an early implementation by Pausch et al. [73]. Copyright of the
top-right images by [23] and of the bo�om-right images by [73] (modi�ed by the authors). The images for the reference interactions
have been generated with Midjourney.

1.2 Introducing the Interaction Fidelity Model

Therefore, we present the Interaction Fidelity Model (IntFi Model).

This conceptual model distinguishes the di�erent aspects of �delity

inherent in all VR interactions. The IntFi Model considers not only

the system’s �delity but also the �delity of interactions between the

user and the system because of their reciprocal relationship. Beyond

physical and functional simulation of a virtual environment in the

form of bits and bytes, VR technology requires accounting for how

the user’s body a�ects the virtual world and how output devices

can generate physical stimuli. This makes a holistic integration of

all elements of embodied 3D interactions imperative. Therefore,

the IntFi Model is based on the human-computer interaction (HCI)

loop [71], a well-established design principle that breaks down how

a user and a system perceive and in�uence each other. For this, one

aspect of �delity is assigned to each of the eight stages of the HCI

loop, as illustrated in Figure 1. As a result, the IntFi Model consists

of eight distinct �delity components: (i) action, (ii) detection, (iii)

transfer, (iv) simulation, (v) rendering, (vi) display, (vii) perceptual,

and (viii) experiential �delity.

Building on prior work, the proposed model establishes a clear

structure of the �delity components with consistent terminology,

precise de�nitions, detailed explanations, and illustrative examples

in Section 3. This paper serves as a signpost by referring to more

specialized frameworks and models detailing single components

beyond the scope of this work. The IntFi Model can also help set

a rigorous research agenda to advance purposeful measurement

methods, determine factors contributing to �delity, and understand

the interdependence of the individual components. The IntFi Model

can inform the VR community on how to focus its e�orts to achieve

a broad comprehension of realistic interactions. Beyond demon-

strating how realistic a simulation is or how its �delity di�ers

from another, the model’s theoretical foundation allows us to un-

derstand why [113]. Hence, theory-driven study designs facilitate
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The FIFA framework, however, only considers the �delity of

user actions and, therefore, only the input side of the two-way

interaction. The system output is neglected in this framework even

though it is an inseparable part of the interaction and can heavily

in�uence the realism of a system. McMahan et al. [58] acknowledge

the missing output component by also analyzing the display �delity

and �nding a similar negative e�ect for medium display �delity

as for their interaction �delity. Nilsson et al. [67] build on this

�nding and argue that when some �delity components are limited,

maximizing the �delity of other components may be detrimental to

the perceived realism. Therefore, decreased �delity might positively

in�uence perceived realism in some instances. In addition, Abtahi

et al. [2] show that even for interactions that go beyond reality,

some aspects of the interaction should still be grounded in the real

world to avoid sensory con�icts in the user.

For evaluating the �delity of a VR simulation, Sto�regen et al.

[104] consider the action �delity as the relationship between perfor-

mance in the simulator and performance in the simulated system,

the system’s output in the form of optic, acoustic, mechanical, and

inertial arrays, as well as the experiential �delity in the form of

perceived presence [94]. With a focus on more practical aspects of

current VR systems, Al-Jundi and Tanbour [5] present a framework

for evaluating �delity concerning four interrelated elements: digi-

tal sensory system �delity, interaction system �delity, simulation

system �delity, and integration among these aspects to produce

high-�delity virtual experiences. They identify various factors for

evaluating VR hardware regarding visual, auditory, and haptic feed-

back, the tracking system, and graphic quality. Conversely to the

FIFA framework, this framework focuses on the output side of inter-

actions and neglects the user actions as part of the interaction with

the VR system. The �delity of haptic feedback can also be assessed

in more detail with the Haptic Fidelity Framework by Muender et al.

[64], providing detailed factors to analyze and quantify aspects of

sensing, hardware, and software.

In the context of gaming, Rogers et al. [83] evaluated interac-

tion �delity for object manipulation and whole-body movements

and found that high �delity is preferred for object manipulation.

Still, moderate �delity can su�ce for whole-body movements as

there is a trade-o� between �delity, usability, and social factors.

Further, Rogers et al. [84] provide an in-depth analysis of realism

in digital games, including a focus on VR. The authors present a

two-part framework of realism dimensions consisting of a hierar-

chical taxonomy of realism dimensions and the mapping of realism

dimensions within Adams’ game model [3]. Alexander et al. [7]

investigated the e�ect of �delity on the transfer of knowledge from

games and simulations to the real world. They argue that the �delity

of a simulation is a signi�cant factor in enabling skill transfer and

de�ne three categories of �delity: Physical �delity is the degree to

which the simulation looks, sounds, and feels like the real world;

functional �delity is the degree to which the simulation acts like

the real world; and psychological �delity is the degree to which

the simulation replicates the psychological factors (e.g., stress, fear)

experienced in the real world.

The Reality-Based Interaction framework by Jacob et al. [38] pro-

vides four themes to enable high-�delity interactions on a more

general level with interfaces such as touchscreens, tangibles, and VR.

Interaction designers should consider naïve physics, body aware-

ness and skills, environment awareness and skills, and social aware-

ness and skills. The work outlines trade-o�s between realism and

expressiveness, e�ciency, versatility, ergonomics, accessibility, and

practicality. In contrast to most other frameworks that cover input

and output components of the interaction, Lindeman and Beckhaus

[48] focus on experiential �delity, enhancing the realism of the

user experience by guiding the user’s frame of mind in a way that

their expectations, attitude, and attention are aligned with the VR

experience.

2.2 Inconsistent Fidelity Terminology

To this point, we have adhered to the terminology originally used

in the mentioned works. The literature established a patchwork of

di�erent but similar terms based on di�erent interpretations and

assumptions. This is why the wording of the above explanations

might sound inconsistent and contradictory. It demonstrates how

critical uniform designations are for research communication.

The terms �delity, realism, and naturalness were often used syn-

onymously in previous literature. Researchers often investigated

only a speci�c part of interaction �delity but referred to it uni-

versally as (interaction) �delity. For example, the term interaction

�delity has been used to refer to visual render quality [53], camera

views and gravity [12], or dialogue capabilities [19]. Some publi-

cations refer only to the user’s system input with it [16, 59]. This

neglects half of the two-way interaction between the user and the

system, which can only be considered in its reciprocal dependence,

as outlined at the beginning of this section. Also, the literature gen-

erally refers to other individual aspects of the interaction as �delity.

For example, some �delity conceptions focus on the simulated vir-

tual environment, such as in game research [7, 50], or are reduced to

the simulation’s physical and functional dimensions [33, 34], while

it is crucial for VR and 3D interfaces also to consider the means of

input and output as well as the user’s role. A recent framework clas-

si�ed the �delity of mixed-reality prototyping [22]. Furthermore,

outside computer science, �delity has been narrowly de�ned within

the �elds’ contexts, such as in health and psychology regarding

realistic psycho-behavioural and a�ective responses [8, 32]. These

examples illustrate how divided the VR community has been about

the term’s understanding and usage.

In a systematic review of the concepts of realism and �delity

for digital games, Rogers et al. [84] found a “substantial potential

for confusion given the overlapping and contradictory use of re-

alism types.” The authors report that the type of realism is often

not even further de�ned but remains vague in the literature. The

rigorous analysis covers VR research as part of gaming but excludes

the realism of other VR interactions and the �delity compared to

other reference frames. Nevertheless, the survey outlines the vast

range of terms used to describe aspects of realism and �delity. This

emphasizes the urgent need for a theoretical basis of consistent

terminology. Plenty of research contributes to the understanding

of the multidimensional concept of �delity. Still, it lacks an um-

brella model into which the individual elements can be integrated

to understand the bigger picture. We will consequently use the

IntFi Model’s terminology for the remainder of this paper.

5



Bonfert, et al.

Figure 4: The �delity spectrum with approximate ranges from low, medium, and high to maximum �delity with an example

use case: implementations with di�erent �delity levels of somebody picking an apple from a tree. The reference interaction

from the real world on the right side is de�ned as maximum �delity. Copyright of the “High Fidelity” images by de Tinguy et al.
[23]. The other images have been photographed or generated with Midjourney by the authors.

3 MODEL OF INTERACTION FIDELITY

The conceptual model presented here distinguishes various aspects

of the �delity of interactions in VR. It covers the entire process of a

user interacting with a VR system, from user input over system pro-

cessing to output from the system experienced by the user. Instead

of assessing the contribution of each device or system component

to the �delity of the interaction, we propose distinguishing between

the stages of the interaction to systematically evaluate how true

it is to the original. The IntFi Model is based on the HCI loop [71],

which originates from the model-view-controller pattern described

in Section 2. Following the structure of the loop, the model assigns

one aspect of �delity (for example, display �delity) to one stage of

the loop (in this example, output devices), as illustrated in Figure 1.

The loop o�ers simplicity, yet all �delity aspects of any conceivable

interaction are integrated. Therefore, it is a sound foundation for

the intuitive di�erentiation of factors that de�ne the �delity of any

VR interaction with the user in mind.

Based on the Merriam-Webster Dictionary [63], McMahan [55],

Alexander et al. [7], and Raser [79], we consider interaction �delity

as the degree of exactness with which reference interactions are

reproduced. Thus, it describes how closely a user’s interactions with

a VR system resemble the interactions from a reference system. This

reference system can be the real world, in which case we refer to

realism, but we can also choose any other reference interaction,

such as �ctional worlds (e.g., Star Wars), hyper-realistic interaction

techniques (e.g., the Go-Go technique [76]), a previous VR system,

a planned system iteration, or a replicated study. It is important

to clearly de�ne the chosen reference interaction for a meaningful

and unambiguous �delity assessment. If the reference is changed

to make another comparison, the assessed �delity will also change.

We can describe the level of �delity on a spectrum covering low,

medium, and high to maximum �delity as illustrated in Figure 4.

With maximum �delity, there is theoretically a perfect correspon-

dence to the original, even if it might be technologically impossible

to achieve. Between perfect and no correspondence, there is a con-

tinuum [12, 15, 22, 50] without clear-cut “low”, “medium”, or “high”

states. This wording demonstrates a relative di�erence or approxi-

mate range on the continuum.

It is crucial to keep in mind that �delity is an objective concept

simply describing the degree of correspondence without judgment.

Higher interaction �delity is not necessarily better, more desirable,

more e�ective, or more immersive but merely implies a closer match

to the reference. Although higher �delity can have bene�ts for

other metrics or goals, it has also been shown how lower-�delity

and hyper-natural interactions can be bene�cial [25, 26, 35, 57,

60, 66]. On the other hand, aspects of �delity often determine the

success of a simulation. For instance, in motor skill learning, the

faithfulness of the user’s movements is crucial. Likewise, authentic

scenic details are the key aspect of a travel simulation, accurate

haptic feedback during surgical training, and plausible situations

for phobia therapy. As Section 7 outlines, objective system �delity

does not necessarily correlate with perceived realism. For e�ective
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and economical planning, interaction designers and VR developers

must re�ect on what kind of �delity is important for the use case.

All aspects of �delity can be assessed objectively and subjec-

tively depending on the point of view. When applying standardized

metrics for reproducible, indisputable measures to describe �delity,

we can objectively determine and verify the exactness of the inter-

action’s match with the reference interaction. For example, we can

impartially compare two screens regarding their technical speci�ca-

tions, such as pixel density. When relying on personal impressions

from interviews or questionnaires, we can subjectively assess �-

delity. For example, we can ask a user in a questionnaire how closely

the hand movements in a VR juggling training experience match

juggling in reality. Some �delity aspects can be assessed objectively

in amoremeaningful way, such as system speci�cations (e.g., screen

resolution) or historical facts (e.g., the 1988 ACM Turing Award

recipient) with veri�able ground truth. For other aspects, on the

other hand, it might make sense to assess them subjectively, such

as perception or experience. Currently, we do not have the means

to determine every aspect objectively. This might be technically

possible in the distant future, even for experiential �delity, with

su�ciently sophisticated brain–computer interfaces.

One could argue that users’ perceptions and experiences are

inherently subjective because they vary between individuals. How-

ever, while they are di�erent between users, we can assess percep-

tual and experiential �delity individually: How would the same

person probably perceive and experience the reference interaction?

Because systems are usually not tailored to individuals, typical or

average users from a target group can be considered for better gener-

alizability. For this pragmatic reason, we advocate for a population-

centric assessment through user-centric research. Some �delity

aspects can be assessed independently (e.g., rendering �delity), but

especially for the user-related aspects (i.e., perceptual, experiential,

and action �delity), the target users’ abilities and characteristics

must be considered to provide accessible systems acknowledging

the diversity of users. For example, people with color vision de�-

ciency perceive the same visual output di�erently, which might

a�ect how closely it resembles their real-life perception. Similarly,

target populations can experience a system’s �delity di�erently, for

example, depending on their expertise and how competent they feel

in a virtual experience compared to their real-world competence.

For example, experienced soccer players feel more restricted than

novices in virtual kicking with medium simulation �delity [13]. In

discourse, we must keep in mind that we all perceive the world

subjectively and create a mental model of how it works [70]. While

people can have di�erent perspectives on theoretical ground truth

and be challenged in their view, we need to agree in discussions on

an explicit reference interaction that is supposed to be simulated

and target user groups for meaningfully applying the term �delity.

3.1 Development of the Model

We have devised the idea for the IntFi Model when gathering di�er-

ent aspects of �delity from the literature and testing possible classi-

�cations to bring structure to the concept. When cross-referencing

the �rst approaches with related work, we realized that any di-

mension �ts neatly into the HCI loop. In an iterative process, we

re�ned the labels and de�nitions of the components from discus-

sions among the authors, with research peers, in teaching practice,

and at conferences. We conducted semi-structured expert inter-

views with 14 VR researchers and practitioners to improve and

validate the model. We present the method and results in detail in

Section 5.

3.2 Structure of the Model

The model consists of the user and the VR system, which includes

input devices, the computer as the processing unit with data and

models, and output devices. Between these components, Figure 1

uses arrows indicating a translation from software to hardware

(such as the rendering from the simulation to the output devices) or,

vice versa, from physical to intangible information (such as from

the system output to the user’s mind through perception). Every

aspect of interaction �delity corresponds to one stage of the HCI

loop and is, thus, represented by one component in the model, as

visualized in Figure 1. For example, the �delity with which the

system detects the user actions corresponds to the input devices in

the HCI loop, which is the controller in the MVC paradigm and is

linked to the detection �delity in this model. The single components

of the model are further detailed in this section.

We can consider the model vertically and distinguish aspects

of input �delity (right side) and output �delity (left side). We can

also consider the model horizontally and distinguish aspects of

�delity that concern the user with their perceptions, experiences,

and actions (upper part) and those concerning system �delity with

the detection, transfer, simulation, rendering, and displays (lower

part). Input �delity in this model is close to what McMahan [55]

described as interaction �delity in the Framework for Interaction

Fidelity Analysis (FIFA) and comprises similar components: action,

detection, and transfer �delity. All further components were not

considered in FIFA.

Aspects of �delity that determine the characteristics of the VE

and react to the user input are included in the component simulation

�delity. Proceeding in the loop, the group of output �delity com-

ponents comprises rendering �delity, display �delity, and sensory

�delity. Finally, all these aspects combined determine experiential �-

delity, the impression created in the user’s mind. In the IntFi Model,

we focus on the endpoints of the single components instead of

elaborating on the technical processes behind each component. For

example, detection �delity is determined by the �nal output of the

input device’s API, not by the sensor’s �rmware or signal processing.

The single components can be broken down further as needed (e.g.,

interaction �delity ³ simulation �delity ³ presentational �delity

³ 3D model³ skin texture³ height map³ resolution). In the

scope of this paper, we will only detail conceivable subcomponents

through examples, not comprehensively, except for simulation �-

delity. As a whole, all aspects of the model de�ne overall interaction

�delity. In the following, the components are explained in detail

following this structure: We de�ne the �delity aspect, distinguish

it from the subsequent aspect, detail its characteristics, state its

requirements for maximum �delity, illustrate how di�erent levels

of �delity could be designed, and refer to specialized frameworks

or similar de�nitions.
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Table 2: Selected frameworks, models, and instruments that include details specialized on a certain aspect of �delity, listed

with its original designation. The references are grouped by their correspondence to the IntFi ModelṪhis does not represent an

exhaustive list of all relevant, prior literature, nor does it comprehensively address all subcomponents.

IntFi Model components Literature covering this component

Action Fidelity Biomechanical Symmetry [55] (only active motions), Motion Realism [84] (only in games)

Detection Fidelity Input Veracity / System Appropriateness [55], Tracking System Fidelity [5]

Transfer Fidelity Control Symmetry [55]

Simulation Fidelity
Simulation System Fidelity [5], Physics Realism / Avatar Realism [84] (only in games), Functional

Fidelity [7], Naive Physics [38]

Rendering Fidelity Software [64] (only haptics), Visual/Graphic & Auditory Realism [84] (only in games)

Display Fidelity
Hardware [64] (only haptics), Spatial Audio Quality [47] (only audio), Visual & Auditory & Haptic

System Fidelity [5], Device Realism [84] (only in games)

Perceptual Fidelity
Sensing [64] (only haptics), Spatial Audio Quality [47] (only audio), Sensory Realism [84] (only in

games), Body Awareness and Skills [38]

Experiential Fidelity
Experiential Fidelity [48], Player Response Realism [84] (only in games), Presence [94, 100], Psycho-

logical Fidelity [7], Haptic Experience (HX) [42], Environment & Social Awareness and Skills [38]

Input Fidelity Action Fidelity [104]

Output Fidelity Physical Fidelity [7], Digital Sensory System Fidelity [5]

System Fidelity System Fidelity [56]

feedback using a hand-held controller.1 Another example is the

rubber hand illusion and its virtual replication [51], which demon-

strates how users can have strong body ownership and perceive

haptic sensations with high perceived realism despite only sensing

visual cues. To virtually reproduce interactions with maximum �-

delity, the interaction with the system must convince the user to

experience the reference interaction, not a simulation. This would

be the equivalent of a successful Turing Test for VR interactions,

as proposed by Sto�regen et al. [104].

This component is related to concepts such as presence, im-

mersion, coherence, or body ownership and is assessed in several

corresponding questionnaires [94]. We discuss this in more detail

in Section 7.3.

3.3 Dedicated Literature on Subcomponents

With these eight distinct components, the IntFi Model illustrates

what design decisions in�uence the �delity and characteristics of

VR systems enabling immersive interactions. When zooming out,

the model provides an umbrella framework. When zooming in, fur-

ther specialized models are needed to investigate the underlying

complexity of the components. In multi-modal simulations, �delity

has countless detailed determinants that can be �nely dissected as

required. For example, when looking at the wrinkles of a virtual

human, we can go further down in the component hierarchy: in-

teraction �delity ³ simulation �delity ³ presentational �delity

³ 3D model ³ skin texture ³ height map ³ resolution. But

while skin characteristics can be rendered visually, they can also

1The Lab (https://steamcommunity.com/app/450390?, last access: 2023-08-15). Valve
Corporation, 2016.

be rendered haptically: interaction �delity ³ display �delity ³

haptics. The Haptic Fidelity Framework [64] is a good example that

illustrates the complexity of one of the modalities of display �delity.

The framework comprises 14 distinct criteria de�ning just this one

output modality.

In the interest of this model’s simplicity, we refrained from fur-

ther detailing the included components. Instead, the work builds

on various rich and informative works we refer to in Table 2 as a

signpost. It lists related frameworks and models from the literature

that tie into the components of the IntFi Model. They specialize in

one or a few aspects and provide in-depth information as needed.

While the referred works provide further details concerning a com-

ponent, they are not necessarily in exact correspondence with the

component. Beyond the works listed, we encourage the HCI and VR

community to devise further dedicated frameworks and measure-

ment instruments to �ll the current gaps. For instance, regarding

simulation �delity, the broad range of in�uences is not yet covered

adequately by any specialized framework. Further, while the FIFA

framework [59] allows a detailed analysis of body movements as a

part of input �delity, other elements of user actions and states are

disregarded, such as speech, gaze, or body temperature.

4 EXAMPLES OF APPLYING THE MODEL

Let us look at three diverse examples to bring the theory to life.

In this section, we walk you through the analysis process of three

use cases with di�erent types of reference interactions. Example

1 demonstrates how we can use the IntFi Model to evaluate how

realistic a training system for surgeons is. The goal is to come as

close as possible to real surgery to practice under safe conditions.
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Figure 5: (left) The reference interactions in the real world to be simulated: A surgeon and his team performing a laparoscopy.

(middle) The user operating the VR training system. (right) The user’s view inside the VE: the operating room and a virtual

screen with the laparoscopic camera view. Images by Surgical Science, modi�ed by the authors.

Therefore, high interaction �delity is essential for acquiring skills

in VR so they can be transferred to real-life surgery. In contrast,

Example 2 outlines skill training in which low-�delity elements

are helpful. Here, we assess the realism of a game for learning to

juggle. The goal is to provide deliberately low interaction �delity for

e�ective training, accompanied by empirical research [4]. Example

3 shows how the IntFi Model can be applied to �ctional reference

interactions. We discuss the �delity of a VR game from the Star

Wars universe.

The authors conducted these exemplary assessments. They are

subjective in nature, thus contestable. The examples illustrate how

a complete evaluation based on the model could be performed.

However, the outcome can di�er depending on the analysis goals,

context, and individual perspective. In our experience, disagreeing

with an assessment and justifying the opposing opinion already

provides a deeper understanding. Therefore, we encourage reasoned

disagreement with our evaluation.

4.1 Example 1: Surgical Training

The LAPSIM® by Surgical Science2 is a commercial surgical training

simulator for laparoscopic interventions. The system o�ers medical

simulation training for e�ective and patient-safe training of surgical

competence that can be transferred to the real operating room.3

Laparoscopic surgery is a technique in which short, narrow tubes

are inserted into the abdomen through small incisions. Long, narrow

instruments are inserted and used tomanipulate, cut, and sew tissue,

as shown in Figure 5 (left). The LAPSIM is an advanced simulator

with detailed graphics and haptic feedback to train these procedures.

The system consists of a custom input device with two laparoscopic

grips with precise tracking through a wire system and a third grip

to control the camera position inside the virtual patient’s body.

The grips o�er accurate haptic feedback for soft tissue and hard

surfaces, such as bones, with force feedback delivered through the

2https://surgicalscience.com/simulators/lapsim/
3Overview of the system https://www.youtube.com/watch?v=7wlIBBm1RXU

wire system. For the experience of being in a virtual operating

room, the system is equipped with an Oculus Rift headset with

outside-in head tracking. The Oculus controllers are not used. The

virtual scene consists of a patient, a monitor with a view of the

laparoscopic camera, and assisting surgery sta�, e.g., nurses.

We now go through the loop clockwise, starting with the user’s

actions. The user interacts with the LAPSIM through custom laparo-

scopic grips. As a result, the user performs actions with their body

that match well with real laparoscopic surgery, particularly the

movements of the arms, �ngers, and one hand. However, the other

hand and the body posture di�er as users stand comfortably in

front of the LAPSIM while in the real surgery, they must lean in, as

can be compared in Figure 5. Still, action �delity can be considered

high. The actions’ detection is realized with a wire system precisely

measuring the motions in four DoF (three rotational and insertion

depth) of the laparoscopic grips—the same as in the reference. The

system provides very high detection �delity of the surgical tools.

However, �nger, arm, other body motions and the voice are not

captured, decreasing detection �delity. The system transfers the

measurements into appropriate positions and orientations of the

virtual grips. In addition, the system uses inverse kinematics to

estimate hand and arm motions based on the end position of the

grips. This gives the system high transfer �delity.

Based on the input, the LAPSIM simulates tissue properties very

accurately, such as its softness or response when cutting it. When

blood vessels get damaged, the system simulates bleeding abstractly

in the form of blood spilling out but not �owing anywhere. Outside

the surgical site, the behavior of the surgical sta� is simulated

quite well as they perform relevant tasks in the operating room

and react to the progress of the surgery. However, their animations

seem sluggish and unrealistic. Therefore, simulation �delity is in

some aspects high, in others low. The VE in the LAPSIM can be

considered as two separate parts: (1) the operating room the user

is standing in and (2) the surgical site inside the virtual patient’s

body, which is displayed on a virtual screen within the operating

room. The in-body view is rendered with highly detailed textures,
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Figure 6: (left) The reference interaction of a person juggling with balls. (middle) A user juggling in the VR simulation using

a VR headset and controllers. (right) The user’s view within the VE: three balls are being thrown in a cascade pattern in a

Mars-inspired environment. The two rings represent the user’s hands. Le� image by Loris Bo�ello (CC BY-NC-SA 2.0, modi�ed).
Middle and right images (modi�ed) from [4].

re�ections, and lighting for the internal tissue. On the other hand,

the operating room and sta� are rendered in a cartoon style that

does not re�ect the real environment well. Therefore, rendering

�delity is in parts high and medium.

The laparoscopic grips display the haptic feedback precisely by

considering tissue softness and resistance. This aspect of display �-

delity is high. In contrast, the visual and auditory output is displayed

on the Oculus Rift headset, which di�ers from what is perceivable

in the real world due to constraints such as a limited �eld of view or

screen resolution. Olfactory cues are missing. Concerning modali-

ties other than haptics, display �delity is medium-low. Limited by

each modality’s display �delity, the user’s perception is equally

restricted compared to reality. Hence, perceptual �delity is in parts

medium-low or high.

As a user’s experience is highly subjective, we conducted an

informal interview with an experienced surgeon to assess experi-

ential �delity. He has practiced with the LAPSIM and frequently

conducts this type of surgery. The surgeon described the haptic

feedback as extremely close to the real world, with a high contri-

bution to the experience, as this is the focus of the intervention.

On the other hand, the animations were described as not convinc-

ing. Some surgery procedures are missing in the LAPSIM, such as

changing the physical instruments by completely pulling them out

and inserting a new instrument. Overall, the surgeon assessed the

system to have high realism as it comes close to the experience of

a real laparoscopic surgery with a match of 70% to 80%.

In conclusion, the LAPSIM provides high �delity for aspects

that are most important for the training of hand-eye coordination,

surgical procedures, and the development of manual dexterity. The

system provides medium to low �delity for less relevant aspects,

such as sta� animations and environmental graphics. However,

this su�ces for the training purpose, as scienti�c validation con-

�rmed. Studies have shown that skills trained in LAPSIM can be

successfully transferred to real surgery [18, 21]. Our detailed as-

sessment of LAPSIM’s interaction �delity identi�es the strengths

and weaknesses of the system, con�rms adequate prioritization

in its development, and shows opportunities to improve realism

further. The example demonstrates that thoughtful interaction and

system design can help achieve the purpose of a VR system without

improving �delity in every aspect.

4.2 Example 2: Learning to Juggle

Juggling with three or more balls is a complex activity that can be

challenging to learn. There is a steep learning curve as you either

throw and catch the balls with the correct timing, or they will fall to

the ground repeatedly. To make learning to juggle easier, a virtual

simulation can deliberately deviate from the reference interaction in

the real world, thus lowering interaction �delity. In this example, we

analyze the VR software Planet Juggle by Benjamin Outram,4 which

provides various features to facilitate a gentler learning process

of juggling movements, such as the cascade pattern. For instance,

the user can activate the following assistive features. Slow motion

allows the user to practice and internalize movement sequences

without getting hectic. When touching, the balls can snap to the

hand to make catching easier. Visual indicators can show the trail of

the balls and previewwhere they will go to achieve the ideal cascade

trajectory. The balls can always reach the ideal height independent

of the throwing impulse. And there is background music that helps

get the ideal rhythm. When getting more con�dent, the user can

turn o� the features for closer-to-reality training.

Again, we now systematically look at the interactions’ �delity

along the loop when all assistive features are activated. The 1-

to-1 mapping of the motions within the 3D space would allow

high correspondence of the body movements to the movements of

real juggling. However, the grasping and releasing actions di�er

since the user controls the virtual balls with the trigger buttons

of the hand-held Oculus controllers instead of physical balls. For

4Description, video trailer, and free download of Planet Juggle for the Oculus Quest
and Rift at https://www.benjaminoutram.com/planet-juggle, last accessed 2023-08-15
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holding the controllers comfortably, the hands are rotated inwards

for virtual juggling, other than in real juggling, where the palms

must face up to catch a ball. Further, supportive features such

as snapping, slow motion, or automatic height make the system

tolerant of discrepancies in hand position or rotation, throwing

power, and bad timing. While this allows successful �rst steps in

virtual juggling, the same movements would lead to failure in the

real world, resulting in low action �delity. The detection of hand

movements works precisely using the Oculus tracking systems.

Other body movements are not registered, although less relevant

to the activity. Therefore, we can assess high detection �delity. The

system tolerates discrepancies in hand movements by making up

for them with transfer functions. Although the user actions may

di�er from realistic juggling movements, the transformed virtual

juggling actions closely correspond to the reference interaction,

which leads to high transfer �delity.

The lower gravity leading to the slow motion e�ect �ts the nar-

rative of Planet Juggle as the user is supposed to juggle on the

Moon or Neptune. Disregarding side e�ects such as the dreadful

death from cold, the simulation’s physics is generally sophisticated

regarding ball behavior. However, our reference interaction for this

comparison is real juggling on Earth. Features such as slow motion

or visual trajectory indicators limit realism. Particularly, the strong

predetermination of where the balls can travel and land, such as

the spatial con�nement to a plane disregarding the third dimension

away from the user, leads to low simulation �delity. Moving on to

output �delity, the system renders an abstract environment with

grids on the ground, geometrical landscapes, and glossy, highly

re�ective surfaces. Rhythmic music is generated to in�uence the

juggling tempo, and the balls create abstract sounds when touching

the hands. All this can be considered low rendering �delity. The

visual quality depends on the Oculus hardware used, but even with

the superior Rift headset, the visual impression can be clearly dis-

tinguished from what the user could see in reality. Similarly, haptic

�delity is limited because the system only provides continuous

contact forces from holding the controller and abstract vibrations

when touching a ball. Overall, display �delity is medium to low.

The controller’s vibration feedback acts as a sensory substitution.

The user cannot feel the momentum and weight of the falling ball,

but the vibration intensity is calculated from these parameters. The

haptic cues can inform the user about the ball’s properties and

the impact of catching. Similarly, audible cues represent the ball’s

force on the user’s hand. Consequently, perceptual �delity can be

considered higher than display �delity, with medium �delity.

Finally, to assess experiential �delity, we tested the simulator

ourselves with a think-aloud approach. The app gave a juggling

novice the impression of quickly acquiring juggling skills as the

movements for the cascade pattern were quickly performed. He

felt competent to virtually juggle after a few minutes, thanks to

the assistive features. On the other hand, transferring these skills

to the real world was a completely di�erent story, as too many

aspects di�er from juggling with real balls. Another of the authors,

pro�cient in juggling, struggled with the skill transfer in the other

direction. At �rst, he could not accomplish a stable juggling pattern

because it felt so di�erent from what he was used to. Mainly the

haptics were found to be too di�erent as the soft vibration gave no

impression of an impact. Also, the lack of catching and releasing

the balls with the hand felt unfamiliar. The author further missed

the third dimension because the ball trajectory is restricted to a 2D

plane. He disliked the assistive features in VR: “I �nd reality much

more ‘assistive.’ I missed that in VR.” Overall, the authors enjoyed

the playful VR activity but did not get the feeling of real juggling.

We assess experiential �delity subjectively as low.

In summary, the simulator provides virtual aids to learn the prin-

ciples of juggling by deliberately deviating from a highly realistic

replication. The supportive features allow quick progress for virtual

juggling and can help build muscle memory through authentic arm

movements. A scienti�c evaluation of the app has explored how

it can be integrated into learning to juggle with real balls [4]. The

study showed how users had more fun training with the VR simula-

tion but struggled with transferring the acquired skills. Therefore,

developers should carefully consider which �delity aspects should

maintain high realism to ensure skill transferability.

4.3 Example 3: Lightsabers from Star Wars

In this third example, we turn to a reference interaction from a

�ctional narrative: using a lightsaber, the energy sword from the

Star Wars franchise. Speci�cally, we examine the interaction �delity

of using lightsabers in the VR game Vader Immortal: A Star Wars

Series – Episode III by ILMxLAB.5 The player can use the weapon in

lightsaber duels, to block blaster bolts, hit enemies, and throw it at

targets. It is operated with hand-held Oculus Touch controllers. But

what dowe compare the VR interactions to if nobody has ever held a

real lightsaber? The depiction in StarWars media that also informed

the game’s development seems a reasonable match. Even in the

best case, a �delity assessment is debatable as we currently lack

objective measures. Our evaluation is even more contestable when

we compare to a �ctional reference interaction since that already

leaves room for speculation and disagreement. Interpretations can

vary depending on the canonical choice of Star Wars media, such

as comics, TV shows, books, video games, or merchandise artifacts.

For this reason, we focus on the original movies as a reference. We

invite all readers to question our stance and justify their proposal.

Instead of a circular procedure, we look at the most striking

characteristics of the interaction. The weapon functions in the

virtual world much as you would expect it to. The player holds

the lightsaber’s hilt, wields it, and throws it as the plasma blade

blocks attacks and cuts through any objects. However, most ob-

jects are not cut into pieces when the blade goes through them,

and it hardly leaves a trace. Due to the simplistic game mechan-

ics of the choreographed lightsaber duels, also the opponents do

not always respond to being touched by the lightsaber; similarly,

the player does not die instantly from being hit by an enemy’s

lightsaber. In this game, using a lightsaber has medium simulation

�delity. The controllers as input devices are bene�cial for action

�delity because the player has a similar hand pose as when gripping

the lightweight, slim saber hilt. Even the activation by pressing a

button corresponds well. How the player holds the weapon and

performs combat movements with six DoF contributes to overall

high action �delity. It is sometimes lower, though. If the player holds

the hilt with both hands, having two separate controllers limits

5Trailer and download at https://www.oculus.com/experiences/quest/
2426206484098337/
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Figure 7: (left) A person holding a lightsaber as the reference to be simulated. (middle) A user with a headset and a controller

using the virtual lightsaber. (right) The player’s view in the VE. Le� image generated with OpenAI DALL·E 3, right image captured
from “Vader Immortal: A Star Wars Series – Episode III”.

action �delity. It further suddenly decreases when there should

be resistance from hitting another lightsaber, but the player’s arm

continues to move unhindered.

This equally a�ects display �delity due to the lack of force feed-

back. Because the controllers only provide passive haptic feedback

and vibrations, we assess this aspect as low-�delity, even more so

when virtually throwing the lightsaber but still gripping the con-

troller. The headset’s constraints on the visual impression reinforce

this impression. At the same time, transfer �delity can be considered

high as the wrist’s �icking motion and the grip button’s release are

interpreted as a throw, sending the weapon on a boomerang trajec-

tory in an adequate direction. Generally, movements are recognized

accurately, resulting in high detection �delity. When activating the

weapon, the player hears the iconic hissing sound. The pitch of the

electric swoosh sound is higher when wielding the sword. Together

with the convincing glowing e�ect of the blade, we thus assess

rendering �delity as high. Given the limited skills of the testing

author, we are comforted by the low nociceptual �delity as there is

no pain from getting hit. Instead, the view is overlaid with a red

vignette, and we hear the avatar moan, which could be considered a

decreasing factor for rendering �delity. Apart from that, perceptual

�delity is restricted by low display �delity.

Lastly, to inform our assessment of experiential �delity, we in-

formally tested the game with a Star Wars enthusiast and someone

who has only seen a few movies. The enthusiast was amazed at how

much the lightsaber made him feel like a Jedi. It felt convincing,

wielding a glowing, humming lightsaber in 3D space with high

levels of embodiment, especially compared to playing the game

series Star Wars: Jedi Knight on the computer with a mouse and

keyboard or using sticks as a child. Only the crude combat game

mechanics detracted from the experience. The other tester, who

did not care about Star Wars, also enjoyed handling the lightsaber.

When asked if this is how he would expect a lightsaber to feel

and behave, he was unsure as he never contemplated it. He was

surprised that there was no air resistance or weight like from a

metal longsword but then assumed: “Probably, this is just what a

lightsaber feels like.” Furthermore, he was confused by the incon-

sistent controls: a blaster requires continued pressing of the grip

buttons while the lightsaber only needs one short press. Also, the

vibrations and the headset’s visual limitations were described as

irritating. Overall, both testers quickly forgot about the system’s

shortcomings and were immersed in the experience. We suggest a

medium-high �delity rating.

This example demonstrates that the reference interaction does

not need to be based on the real world. As long as the original to be

simulated is clearly de�ned, the IntFi Model can be applied mean-

ingfully. Regarding experiential �delity, users with no knowledge

of the reference cannot make a competent comparison, but they still

have their assumptions. Similarly, non-swimmers cannot compare

virtual swimming to real experiences but can make an informed

guess, assess the simulation’s coherence and credibility, and form

their impression intuitively. Moreover, the lightsaber interaction

exempli�es how other factors (such as fun in gaming) should be pri-

oritized over maximum �delity. The game would hardly be playable

if the weapon sliced every object and the self-avatar, when touching

it with the deadly blade.

5 VALIDATION

To polish and validate the IntFi Model, we conducted expert inter-

views with 14 established VR specialists from academia and the

industry. The goal of this evaluation was to collect feedback and

criticism, discuss the proposed terminology, and put the model to

the test in terms of its applicability.

5.1 Method

We conducted semi-structured, interactive interviews via Zoom or

in person. We prepared an interview guideline to structure the con-

versations and make them comparable. The only variation between

the interviews concerned the experts’ example projects to which

they applied the model during the interactive sessions. At least two

of the authors were present for each session. We conducted the
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interviews between March and May 2023. The conversations took

between 45 and 79 minutes, averaging 63 minutes. We recorded the

sessions with the participants’ consent and collected 14.75 hours

of material. We performed a thematic analysis of the data to pro-

cess and structure the �ndings. Two of the interviews could not be

recorded due to a technical error, so we resorted to notes on these

sessions. After �nalizing the manuscript, we asked all interviewees

whether the interviews had been adequately summarized in the

reported �ndings. One expert did not �nd the time, but everybody

else con�rmed that the text accurately re�ects the conversations

without any requests for changes or additions.

5.1.1 Sample. We selected researchers, interaction designers, de-

velopers, and managers for their contributions to the VR �eld and

their professional experience. We invited 19 selected candidates, of

whom two could not �nd the time, and three did not respond. The

diverse sample covered a broad range of VR-related research �elds,

backgrounds, and perspectives. Because we assured all participants

that they would remain unidenti�able, we can only report broadly

on the sample’s composition.

The sample included �ve full professors, three assistant or as-

sociate professors, and a lecturer from academia, as well as two

senior professionals, a research scientist manager, a product owner,

and a consultant from the industry. Among the experts were distin-

guished scientists who were awarded three IEEE VGTC VR Tech-

nical Achievement Awards, the IEEE VGTC VR Signi�cant New

Researcher Award, an IEEE VGTC VR Best Dissertation Honorable

Mention, and various career awards. The sample also included three

IEEE VGTC VR Academy members and an ACM Distinguished Sci-

entist. The ten researchers in our sample had an average citation

count of 7,043 and an average h-index of 35 as of 14 February

2024 according to Google Scholar. The h-index ranged from 11 to

69 and re�ects the spectrum of our selection that includes young

scientists publishing with a focus close to the IntFi Model and ex-

perts with decades of experience in VR research. All participants

primarily work in VR or HCI. The experts’ focus includes hap-

tics, locomotion, interaction techniques, embodiment, computer

graphics, visualization, presence, training and education, avatars,

perception, medicine, collaboration, arti�cial intelligence, and mul-

timodal interfaces. The variety of topics demonstrates how broadly

the model can be applied in practice. After analyzing the last in-

terview, we invited three interviewees to join the author team and

further contribute to this work, which they accepted.

5.1.2 Interview Structure. The interviews followed a semi-

structured guideline based on a slide deck.

(1) Working de�nition. We de�ned the terms �delity and

realism in the context of our model.

(2) Task 1.Without any previous biasing, we asked the experts

to describe the �delity of the interactions in one of their

works and with their own words. Find more details below

on how we selected the work.

(3) Introduction to the IntFi Model. We explained the pur-

pose of the model, the objective approach, the �delity spec-

trum, the HCI loop as the foundation, and the components

of the model integrated into the loop. We then elaborated

on the single aspects with de�nitions and characteristics.

(4) Initial feedback. We asked for �rst thoughts, any con-

fusion or questions, criticism, and concerns regarding the

terminology. In some conversations, this feedback was al-

ready raised during the presentation of the model.

(5) Task 2. We suggested di�erent ways to apply the model.

Once more, we asked the expert to elaborate on the in-

teraction �delity of the same work as in task 1, only this

time using the IntFi Model as a basis. We discussed it in

more detail and asked follow-up questions as needed, such

as identifying key aspects with prioritized �delity, low-

hanging fruit for improving �delity, connections between

aspects, etc.

(6) Conclusion. Finally, we asked for the expert’s overall eval-

uation of the model. Depending on the time left, we went

into more detail regarding possible bene�ts, improvements,

or research opportunities that the experts wanted to add.

For the two tasks of assessing interaction �delity in a speci�c

example, we selected one project, system, or user study of the expert.

The interview partners were familiar with the work, so we could

directly dive into the discussion. This approach also allowed us to

authentically test the practical applicability of the IntFi Model in

genuine use cases. By using the example in both tasks, we could

compare how the experts approached the analysis either with or

without the model providing structure. While we observed the

di�ering levels of detail and evaluation strategies between the �rst

and second task execution, the experts could experience how the

model can facilitate the assessment of interaction �delity.

The works covered a wide variety of topics, including avatars,

locomotion, haptics, perceptual illusions, presence, object manipu-

lation, social interactions, embodiment, emotions, virtual environ-

ments, and training. To preserve the anonymity of our interview

partners, we do not specify the chosen publications or projects. The

works were required to link to the model, i.e., depend on at least

two aspects of �delity, aim for any kind of �delity, or be inspired

by an explicit reference interaction that has been reproduced.

5.2 Findings

In this section, we present the insights from the expert interviews.

We refer to the experts from our sample with E01 to E14. Overall,

the interviewed experts found the IntFi Model “useful” (E04), “com-

prehensible” (E07), “sound” (E02), and “a meaningful contribution”

(E03). However, there was also reasoned criticism, opposing views,

and a need for clarifying discussions. For example, some terms were

described as “not perfect” (E11). Expert E10 was not convinced of

our validation process’ rigor, while E04 particularly liked it and

found it “very systematic”. E08 struggled with the HCI loop as a

not entirely suitable basis but also found that “some more modern

re�ection on the old interaction loop is de�nitely interesting.” Each

of our interview partners appreciated the IntFi Model as interesting

and helpful.

The �ndings are structured by the identi�ed themes: concept

criticism, terminology criticism, applicability criticism, application

strategies, and contributions. The themes application traps and pat-

terns were moved to the separate Sections 6.3 and 7.1. Some cri-

tiques are addressed in the discussion section and, therefore, only
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mentioned here as a topic but not directly elaborated upon to re-

duce redundancy. Comments, misunderstandings, and concerns

that were resolved in the interviews are not outlined. Similarly,

any additional literature suggested by the experts was integrated

into the Related Work Section but is not mentioned here separately.

We directly adjusted the model and this paper according to the ex-

perts’ suggestions without reporting before-and-after comparisons

to avoid confusing readers with changes from an unknown earlier

version. These unreported improvements primarily concern details

of descriptions, de�nitions, framing, or illustrations.

5.2.1 Theme: Concept Criticism. The fundamental conceptualiza-

tion of the IntFi Model, linking the �delity aspects to the stages of

the HCI loop, convinced most of our interview participants. E03

found that “on a conceptual level, this is a very nice piece of work.

I think it would be a meaningful contribution to how we think

about and talk about virtual reality systems. [...] It’s obvious a lot

of thought went into this.” One participant called the model “a very

high-dimensional matrix” (E08).

However, there was also criticism on a conceptual level. The two

most prominent critiques addressed the claim of objecti�ability and

the lack of quanti�cation. Concerning the former, some participants

doubted that all aspects of the model can be described objectively

and struggled with the impracticality of ever determining an under-

lying ground truth. E14 hypothesized that system-related aspects

(i.e., the bottom �ve) can only be assessed objectively, while the

user-related aspects (i.e., the top three) only subjectively. We argue

in the discussion (Section 7) that all components can be assessed ob-

jectively and subjectively depending on the approach. Concerning

the latter, most experts indulged at some point in the interview in

the idea of how helpful it would be to quantify interaction �delity

and its components: “This scale from low to maximum �delity: this

is a scale from 0 to 100, and I want to have that value. It would be

nice if I could assess that, of course.” (E14). Enjoying the prospect of

universal �delity metrics and measurements ourselves, we explain

in the discussion why this is not in the scope of this paper and

might need many more years of systematic research.

For some interviewees, the concept of �delity was less intuitive

than realism. They initially proposed reframing the model for com-

parisons to real-life interactions as the most common replication

reference of VR simulations. After looking at practical examples

with reference frames other than reality, most experts supported

using the �delity concept and preferred the more universal appli-

cability. One of the FIFA authors criticized this limitation in their

own work in hindsight: “That was a weakness we had with [FIFA]

that we were gauging everything with regards to the real world.”

One expert from our sample, E08, raised doubts that it makes

sense to consider perceptual �delity “because we can’t know—it’s

unknowable!” Although it is currently challenging or impossible in

many cases to determinewhat a user objectively perceives, there is a

ground truth to it that has a higher or lower match to what the user

would perceive in the reference interaction. With this, independent

of its ascertainability, perceptual �delity is a valid construct. Some

interviewees pointed out that perception might even be measurable

in the future if we develop more sophisticated neural interfaces.

E08 continued, that “obviously, nobody knows if perceptions are

the same. That’s the whole philosophical debate about qualia.” For

this reason, we recommend considering perceptual and experiential

�delity on an individual level. Only a user-by-user assessment can

do justice to di�erent personal abilities and characteristics. From

a practical stance, E05 argued that while perceptual �delity “is

user-dependent, it is not unknowable or unpredictable if you have

enough information about the user.”

Another critique by E08 concerned the HCI loop as it is seg-

mented into stages, while interactions in VR often occur with si-

multaneous input and output in parallel. Appreciating the debate

about the loop’s limited applicability for direct manipulation tech-

niques due to the concurrence of input and output, we argue that

it is nonetheless insightful to use the loop as a theoretical con-

struct for abstracting and distinguishing the involved elements of

the reciprocal VR interactions. Breaking down the permanent ex-

change of user and system can help understand the ongoing parallel

processes while identifying isolated aspects relevant for analysis.

Fundamentally, E08 was skeptical of operationalizing �delity at

all “as it’s obviously impossible to reproduce things.” In our conver-

sation, we agreed that perfectly replicating an original is extremely

di�cult and potentially impossible, especially regarding something

as complex as bodily interaction with the world. However, using

the IntFi Model to determine interaction �delity is most helpful on

the vast spectrum before reaching “maximum”, i.e., to describe how

imperfectly something is reproduced. Realistically, we are nowhere

close to the upper extreme of the spectrum with current technology.

Until we achieve perfection, the model can help assess the degree

of �delity.

Several experts wondered how some aspects can be evaluated

independently of others as they seem inseparably linked in practice.

For example, rendering �delity seems to be coupled to simulation

�delity on a computational level and to display �delity on a hard-

ware level. We agree that from the optimization viewpoint, the

components should strongly depend on each other. Consequently,

they are usually con�gured in combination by game engines and

developers. Still, it can be bene�cial to consider the aspects individ-

ually from an interaction design perspective. Consider a use case

where a user cannot see the hair on his arm. It makes a di�erence if

it is incorrectly represented in his avatar model, if it is not rendered

due to missing height maps, or if the display resolution is too low

for the hair to be recognizable. Further, distinguishing the aspects

can even be required from a technical point of view. For example,

in cloud computing or when watching 360° videos, the rendered

output can be displayed on HMDs with di�erent screen resolutions,

a�ecting rendering and display �delity separately.

As an addition to the model, E03 proposed integrating a ninth

component along the middle axis of the loop: an element that mod-

erates between the user’s mental model (as part of experiential

�delity) and the system’s data model (as part of simulation �delity).

We have not implemented the proposed extension of the IntFi Model

for two reasons. First, there is no correspondence of the abstract

concept of a mental model to any reference interaction, which is

why the term “�delity” does not apply. Second, the HCI loop has

no equivalent component, and we prefer sticking to the original

conceptual foundation.

5.2.2 Theme: Terminology Criticism. We asked the experts about

the clarity and suitability of the chosen terms. Most interviewees
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had no concerns regarding any of the labels and appreciated how

consistent they are. E02 said: “I think the terms are perfectly clear

as they are. And it’s good that they’re short, both in writing and

when talking about it.” Although many experts pointed out how

introducing a de�ned vocabulary can be helpful for communication,

others cautioned against con�icts with existing terms or de�nitions.

In the literature and oral vocabulary, some terms are used di�erently

from the IntFi Model understanding, and sometimes di�erent terms

are used for the same thing. For example, interaction �delity is

coined more narrowly in the Framework of Interaction Fidelity

Analysis [59]. One of its co-authors, who is part of our sample,

commented on the rede�nition: “In our previous work, we used

[interaction �delity] almost exclusively for the input side. But it

was always a problem. [...] That will be a battle you’ll have to �ght

to get the term to mean more. But it makes sense overall.”

Furthermore, there was criticism on a few speci�c terms, mainly

by E11. We thoroughly discussed the critique with the experts and

among the authors. In the end, we chose the term that seemed most

suitable. For example, we changed sensory to perception �delity to

avoid confusing it with system sensors, and later from perception

to perceptual �delity for linguistic reasons and consistency with

experiential �delity. We also changed the previous term feedback

�delity to output �delity for higher symmetry with input �delity

and a better match with the component output devices of the HCI

loop. Moreover, the term feedback implies a reaction of the system

to user input. Hence, in a non-interactive 360ç movie without user

input, there can be no feedback, but the system can still give output.

Other alternative labels were suggested in the interviews but not

adopted after careful consideration. For example, tracking �delity

was suggested instead of detection �delity, though this term implies

including the transfer component. Alternatively, it was proposed

to be called human sensory �delity while technical sensory �delity

would replace perceptual �delity. However, this might facilitate

misunderstandings and would be less concise. Further, the label

action �delity was criticized for not encompassing passive states

and uncontrolled behavior by the user. Instead, behavior �delity was

suggested, although this has the same limitations. Alternatively,

body �delity was suggested. However, this has an overly passive

framing and could be misleading by implying only to represent

the user’s body as an avatar and neglecting voice or neural input.

None of the terms are perfect, so we chose action �delity as the

most intuitive and �exible compromise.

The experts also criticized terms for which we could not �nd

any better alternative. For instance, input �delity was challenged

because undetected actions never enter the system and, thus, are

not indeed system input. We argue that the user’s intent and the

potential of capturing all actions are decisive for being included

in input �delity as the user would expect a high-�delity system to

detect everything. Lastly, we observed that display and rendering

�delity have strong connotations with visual screens for some peo-

ple. In our sample, this was especially pronounced in the industry.

In the instructional material, we emphasized that any modality can

be rendered and displayed.

5.2.3 Theme: Application Criticism. With an example of their own

previous work, all experts utilized the IntFi Model to analyze and

re�ect on a user study or system design. This enabled them to

assess its applicability in a realistic scenario. Some of the experts

experienced the onboarding as demanding: “It’s a lot to take in. [...]

If I would have to use it as a tool, I would require a bit of time to

get familiar with all the intricacies” (E02). It was a challenge for the

participants to understand the model’s concept and remember the

components’ de�nitions. Some of them grasped the ideas quickly

as they studied the subject intensely. To others, the proposed way

to contemplate �delity was unfamiliar, so they needed more time,

detailed explanations, and examples to wrap their head around the

model. Most participants asked several comprehension questions

during or after the presentation of the model.

Even interviewees experienced in �delity research recommended

creating accessible instruction material: “ideally, a graphical version

that would make it very easy to use” (E02). To enable teams to use

IntFi Model as a practical tool, there must be a quick and easy

way to learn how to work with it. Therefore, we developed an

informative and intuitive poster that gives a visually appealing

introduction to the model. E02 suggested “creating a very nice

graphical representation of it that you can print out in A0 and have

in your lab. [...] Having all of it up on a wall would be very good for

me.” This agrees with our experience of hanging it on the wall as a

poster and referring to it during our daily work. We also prepared

a slide deck that can be conveniently adapted for teaching material.

Both can be accessed in the appendix and used for free under a

Creative Commons license.

All experts but two stated that they would like to use the model

in their work in the future. One of the two, E08, wanted to read the

paper �rst. The other expert, E10, was concerned about adequate

validation before employing it: “I think validation is important

when it comes to something like this.” E04 appreciated the expert

interviews as a validation method: “I like the approach. Very sys-

tematic.” For E10, however, to su�ciently verify the soundness and

acceptance of the proposed model, it must prove itself in practice

on a large scale. Only if the community can work with it and em-

braces it the IntFi Model will be valid to E10. At the same time, this

seemed to be the most promising prospect: “At the moment, it’s a

theoretical model, a conceptual model. Making it more than that,

that’s a research opportunity. Bring it to practice!”

When applying the model, some experts fell into application

traps, which led to criticism of the model’s applicability. We col-

lected these traps in Section 6.3 as guidance for readers without

elaborating on them further here. We also collected special use

cases and integrated them at appropriate parts of this publication,

such as the applicability for multi-user systems (E06), mixed reality

(E13, E06), or troubleshooting (E12, E14).

5.2.4 Theme: Application Strategies. From the observations in our

interview workshops, we can conclude that the IntFi Model suc-

cessfully guided the participants through the analysis process and

was a helpful basis for discussion. This is evident in the di�er-

ent approaches and outcomes from the �rst and second tasks, i.e.,

without or with the help of the model. In the �rst task, without

the model, the participants’ explanations and considerations were

unstructured, and occasionally seemed lost in the complexity of

the subject. Most were uncertain about where to start and stopped

after mentioning only a few aspects. In contrast, equipped with

the model in the second task, all participants identi�ed many more
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relevant aspects and kept elaborating on the interactions’ �delity.

Typically, it took them a few moments to think about it and match

the model with the use case. Then, they went through the single

aspects and their connections, talking like a waterfall and coming

up with additional insights they had not considered in the �rst task.

Further, they now involved every part of the interaction in their

analysis. E12 described this experience with: “I thought it was really

cool because [with the model] you could just work through several

points step by step, whereas before I just groped in the dark.” With

this, the IntFi Model seemed to have an empowering e�ect on our

participants.

The experts used di�erent strategies for applying the model

to their individual use cases. We did not instruct them how to

proceed but just set the task to describe interaction �delity using

the model. Some explicitly asked for the correct way to use it:

“Where does it start? On the top with the user? Or with action

�delity?” (E12). Indeed, half of the sample adapted the approach

we chose for presenting the model, starting with action �delity and

continuing in the loop aspect by aspect. As a variation, E02 started

with action �delity but then followed the logic of the interaction

technique. Alternatively, three experts started with their study’s

independent variable and went in the loop from there. Similarly,

E01 started with the aspect most important for the application but

then went through aspects chaotically and went back and forth,

addressing di�erent modalities. E04 and E09 had a purely chaotic

approach, following their narrative organically as it evolved. E14

deliberately made two rounds in the loop: �rst for a “clean” version

of the interaction technique, then for the modi�ed version with

sensory manipulation. This helped him contrast the di�erences.

It was our impression that the experts from the industry gen-

erally needed more information and assistance for applying the

IntFi Model. For example, E12 and E07 asked to return to the intro-

ductory slides with the descriptions for performing the second task.

As a result, their analysis was conspicuously close to the notes and

talking points on the slides. Although it seemed more demanding,

they appreciated how bene�cial it was. E09 concluded that “a more

analytical approach for designing [immersive] interfaces and ex-

periences would be reasonable because I think a lot of designers

shoot in the dark.”

The experts in our sample used the model for di�erent goals.

In most cases, they roughly located all aspects within the �delity

spectrum as a starting point. After this analysis phase, they inter-

preted their �ndings depending on their goal. For example, some

attempted to reason or predict experiential �delity through the

other aspects (E01, E05, E06, E09, E12). Others wanted to set in-

formed design priorities by weighing the aspects regarding their

relevance for a use case (E01, E06). For this, they also linked their

interpretations to established design principles and e�ects, such as

visual dominance. For some researchers, assessing the degree of

�delity was less decisive. Instead, they wanted to identify which

components the independent variables of a user study were part of

(E03, E14): “This is helpful! Because it makes more precise what I

did and did not manipulate in my research” (E03). This researcher

realized that all of their manipulated study variables a�ect simula-

tion �delity, which they �rst criticized as not that interesting. Still,

while contemplating using the IntFi Model, they realized they had

achieved what they set out to do in the study: alter aspects of the

interaction in�uencing plausibility illusion. Since E03 interpreted

this as the relationship between simulation and experiential �delity,

they concluded to have chosen a suitable focus. In a further step,

some researchers re�ected on aspects that would be interesting

to manipulate in follow-up studies (E02, E06): “It has been very

useful trying to understand what it is I’m manipulating, and when

designing an experiment, �guring out what are the factors that are

relevant to manipulate” (E02).

A further reoccurring strategy of applying the model was iden-

tifying aspects of utmost importance for speci�c use cases or pur-

poses (E06, E09, E13). For example, in applications for motor skill

training, it is critical to optimize for high action �delity, while simu-

lation �delity must be as high as possible for educational purposes.

Therefore, some participants tried to de�ne target variables, such

as learning success, con�dence in use, fun, or control precision, to

deduce the determining components. Overall, the strategies and

paths of applying the IntFi Model were as varied as the participants’

objectives.

5.2.5 Theme: Contributions. Although the purpose of the inter-

views was to obtain criticism from experts in the �eld, we also

want to outline the commendatory remarks of our participants.

This theme includes positive remarks, suggested use cases, and

contributions of the IntFi Model brought up by the experts.

Overall, the interviewees appreciated the model: “It’s a nice the-

oretical framework. It’s well polished” (E04). Many of them enjoyed

contemplating and discussing VR interactions with the model as

the basis of the conversation: “Interesting! That gives me some

thoughts” (E08). The model was described as “super cool! super

exciting! super useful!” (E06), and E07 concluded that it “makes

sense! It’s all comprehensible”. An interviewee from the industry

liked the IntFi Model as it helped re�ect on �delity in VR: “It’s

interesting because I understand it intuitively, but I don’t know

how to formalize it. And this is spelling it out for me. [...] I love it!”

(E09).

E02 acknowledged that the model builds on existing frameworks

and concepts: “I like the model. I used similar models myself, but

this one takes it a step further and adds detail. I think it makes

really good sense. [...] It adds structure to a large body of literature.

It distills a lot of di�erent concepts and presents them in a single

model. The fact that we can go one level deeper and get more sub-

components, I think, has a lot of utility—both for designing studies

and as a pedagogical tool.” Contrasting it to similar frameworks,

E11 liked the “agnostic approach”. Extending previous work, E05

found that “comprehensiveness and consistency around the entire

loop of VR interactions is the main bene�t.” In particular, the ad-

vancements compared to the Framework for Interaction Fidelity

Analysis (FIFA) [59] were addressed in the interviews. While the

FIFA only considered input, the IntFi Model also considers the sys-

tem output. Also, FIFA’s focus on the system was extended to the

user and their mutual in�uence. And while FIFA was limited to

realism, the IntFi Model extends to any reference interaction, from

reality or not.

Further, it seemed important to many of the experts “to have

a precise and integrated set of terminology. I think that’s good

and the biggest bene�t” (E03). For unambiguous communication

within the community, participants found it “very useful to get a
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shared vocabulary” (E02). Beyond using the same labels, E13 em-

phasized: “The bene�t is not only to talk about the same thing but

also to trust the other person refer to the same thing.” While we also

received critical feedback and alternative suggestions, most partici-

pants liked the chosen wording. The terminology was described as

“accurate” (E03) and “consistent across the model” (E02).

Most of the experts were eager to use the IntFi Model in their

work, described it as “helpful” (E01), and found various use cases:

“I like this a lot in many ways!” (E05). Many of the proposed ap-

plications concerned system design and development. One utility

often mentioned was the help in understanding the single com-

ponents of interaction �delity to predict experiential �delity or

the user experience. Distinguishing the �delity aspects was also

described as helpful in setting priorities depending on the goals

or purpose of a system. As a next step, the model was considered

helpful for iterating system designs to increase interaction �delity.

Also, participants liked comparing two similar systems based on

the model.

To analyze existing systems, the IntFi Model was used by some

participants like a checklist: “It’s cool to think it through in small

steps: like check boxes that you can tick o�” (E12). Also, E01 empha-

sized: “The structure is helpful when going through the individual

�delity categories.” Similarly, troubleshooting was mentioned as a

use case. If there is an issue with the system or the users are un-

satis�ed, E12 and E14 suggested using the model to search for the

problem systematically: “I like how you can examine a user’s expe-

rience in smaller steps: Where exactly now does the error get into

the system?” (E12). E06 and E14 further suggested use cases outside

VR, such as for mixed reality interactions, video instructions, or

other applications with a simulation approach.

Furthermore, the experts suggested numerous ways the model

can be used for research. In the interviews, many researchers used

it to understand a study better in hindsight: “What is it that we

manipulated in our study?” (E02). We observed many instances

where the experts tried to identify the modi�ed independent vari-

able of a study and how they searched for dependencies within the

loop. This was also considered helpful for planning upcoming stud-

ies. Several researchers suggested a systematic literature review to

identify which �delity aspects were investigated in VR user studies.

The model could provide a structure for a large body of literature

(E02), and it could be expanded to be a signpost to all related work

with details on specialized subcomponents (E13). Nine interviewees

mentioned the signi�cant research opportunity of systematically

studying the �delity components across the loop, both individually

and regarding their in�uence on each other. Due to the model’s

structure, high comparability might help identify patterns (E05, E06,

E13, E14), such as uncanny valleys in di�erent sensory modalities

(E04, E12). These endeavors were often considered a long-term

community e�ort.

Lastly, teaching was mentioned repeatedly as an ideal use case

for the IntFi Model: “Excellent presentation! I would include this in

my curriculum right away. These are good learning materials for

the students” (E13). The participants liked how they could convey

the processes and connections of di�erent factors in VR interactions

with one central �gure as an overview.

6 APPLICATION OF THE MODEL

In this section, we illustrate ways to use the IntFi Model in the work

of researchers, designers, developers, practitioners, teachers, and

students who work with VR. We collected best practices from our

own experience and the expert interviews (see Section 5), possi-

bilities for applying the model as a tool, and common traps to be

careful of.

6.1 Best Practices

We recommend the following guidelines for applying the

IntFi Model purposefully and e�ectively. They build on expe-

riences from using the model for over two years and observing the

participants in our expert interviews use it.

" Mind your reference. It is crucial to keep the reference

interaction in mind when assessing �delity. De�ne the ref-

erence as speci�c and detailed as possible before comparing

it to the VR interaction. Keep recalling the reference inter-

action throughout the analysis, not only at the start. When

using several references simultaneously, be aware of which

one you currently compare to.

" Choose a focus.Decide how holistic or focused your analy-

sis should be. Are you interested in just one isolated aspect

of the experience (e.g., a handshake) or all elements in-

volved (e.g., the full complexity of greeting conventions,

environmental conditions, multiple users, etc.)? It can be

easier to break down the interactions for analysis.

" Set a goal. Re�ect on the purpose of applying the model.

The IntFi Model can be used as various lenses through

which interactions can be examined, allowing di�erent per-

spectives. We propose a number of ways to apply the model

in the next section.

" Skip irrelevant aspects. You can use the IntFi Model mod-

ularly. In most cases, only parts of the loop are needed

for analyzing an interaction. Feel free to ignore irrelevant

components and instead focus on the key aspects.

" Be objective. The connotation of “high-�delity” as “better”

is common in practice as the Better–Worse Trap in Sec-

tion 6.3 illustrates. However, the IntFi Model works best as

an objective tool. The �delity concept is free of judgment.

Therefore, clearly di�erentiate between “high experiential

�delity” and “great user experience.” While higher �delity

can be desirable for interactions, deliberately decreasing

�delity can also help reach a goal.

" Justify your assessment. Be more speci�c than only as-

signing low- or high-�delity labels. The insights from anal-

yses or discussions can be richer if you argue how you came

to that conclusion. This can help identify dependencies or

patterns.

" Adhere to the terminology. Please stick to the o�cial

terms used in the IntFi Model when referring to it in sci-

enti�c communication. If you need to specify a �delity

subcomponent (e.g., haptic �delity), additionally mention

the higher-level component it belongs to in the model (in

this example, display �delity).
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6.2 Lenses of the Model

The model can serve as di�erent lenses through which interactions

can be viewed. Depending on your goals, the IntFi Model can be

applied with various strategies yielding di�erent insights.

Describe & Report: The IntFi Model provides well-founded

and consistent terminology for the di�erent aspects of �delity in

VEs that all contribute to the overall �delity of a system. This

structure helps to identify and name the �delity aspect of inter-

est and provides a foundation for an informed and di�erentiated

discussion about �delity in VR. In communicating study results,

the investigated realism dimension can be unambiguously speci-

�ed, supporting comprehension and retrieval by other researchers.

Furthermore, the model o�ers a structure for reporting VR system

speci�cations rigorously within the VR research community.

Understand & Distinguish: The IntFi Model can be used to

understand the in�uencing factors on the overall �delity in VEs

at di�erent stages of the HCI loop. It facilitates a comprehensive

understanding of distinct factors and typical relations between

the single components that contribute to the overall �delity in

VR. The model can also help to untangle interwoven components

such as input and output through the same device. For example,

user actions and haptic feedback when using force-feedback gloves

directly depend on each other. Designers and developers can apply

the framework to understand why their product performs the way

it does and make informed decisions that explicitly address the

in�uences of the single �delity components on the overall �delity.

This could, for example, include a coherent level of �delity across

all stages of the loop or strategies to compensate for limitations in

one component through improvements in others, e.g., when bodily

trembling in an interaction can be compensated through denoising

the signal with the transfer function. Overall, educators can use the

model to explain the complexity of �delity in VR and give students

an overview of approaches for the di�erent components of �delity

and examples of how these typically unfold in combination.

Compare & Analyze: Researchers, designers, and developers

can apply the IntFi Model to compare variants in VR setups, e.g.,

di�erent input devices, and systematically analyze the e�ects on

the distinct �delity components. As the model holistically addresses

input �delity and output �delity, a complete re�ection of the e�ect

of, e.g., joystick vs. actual walking as di�erent input techniques

for locomotion in VR not only addresses the �delity of the users’

actions, the detection and the transfer function on the input side. It

also directs to connected aspects of the output, such as perceptual

�delity, which can broadly vary between setups with di�erent input

�delity. The model’s components can provide insight into where

di�erences or similarities between systems are, how decisive they

are, what the underlying reasons are, or what could be done to

compensate for them.

Hypothesize & Guide: The IntFi Model can be used to generate

research questions around �delity in VR to analyze and understand

this design space further. It reveals many research opportunities,

such as design guidelines regarding the combination of di�erent

�delity levels in the model’s components. For example, can compo-

nents compensate for each other? Or should the components rather

have coherent levels of �delity? How do the quantitative components

in�uence the overall experiential �delity? The model could also be

used as a starting point for heuristic evaluations of the �delity of

VR systems by systematically addressing the �delity components.

For empirical evaluations of realism in VR, researchers can also

use the IntFi Model to formulate reasoned hypotheses as well as to

explain and discuss the �ndings in relation to the di�erent stages of

the loop. In the following section, we will elaborate on the arising

research opportunities based on our model.

Teach & Convince The model’s simple structure combined

with the intelligible visualization makes it easy for students to learn

about VR interactions and how di�erent components must be con-

sidered for reproducing something virtually. As the IntFi Model can

be universally employed for any use case, it works in various practi-

cal and scienti�c curricula. Teachers can use the sequence of aspects

to guide students stage-wise through the relevant components of

interactions while emphasizing the reciprocal nature of human-

centered simulations. Similarly, the model is suitable for convincing

stakeholders and managers with limited experience with HCI meth-

ods or VR technology why a proposed strategy, system design, or

research agenda would be advisable. The complexity of seemingly

trivial interactions can be demonstrated just as e�ectively as the

interdependence of the single components.

6.3 Application Traps

We identi�ed several common pitfalls that people applying the

model fall into and which we were also repeatedly caught in when

developing it. The following traps are partially based on experiences

from the expert interviews presented in Section 5. Be sure to avoid

these common mistakes to get the most out of the IntFi Model.

Better–Worse Trap The most frequent fallacy might be attribut-

ing a judgment instead of objectively describing �delity. People

tend to use phrases such as better, worse, nicer, more immersive,

better UX, etc., instead of an impartial assessment of the exactness

of correspondence. The neutral, dispassionate view in �delity eval-

uations is not the most intuitive attitude. A possible explanation

is that �delity and desirability correlate for many interactions, es-

pecially when striving for natural interfaces. However, it can also

be bene�cial to decrease �delity deliberately to achieve a particu-

lar e�ect. Therefore, it helps to avoid thinking of low �delity as a

shortcoming.

Time-Travel Trap In contrast to absolute assessments of how

close an aspect is compared to the reference, peoples’ assessment

is sometimes linked to the state of the art at a certain time. For

example, some researchers evaluated a system in the context of

technical possibilities at the time of development. Consequently, the

low-poly visuals of an application were described as high-�delity

because 15 years ago, when it was built, the system was considered

world-class, thus high-�delity compared to anything else at the

time. It can be reasonable to make a time-dependent comparison,

e.g., when selecting hardware with the current technical limitations

or tracing system capabilities over time. In other instances, however,

it can be misleading to make assessments depending on the current

state of the art as it shifts the assumed upper limit from maximum

�delity to currently attainable �delity.

Apples-and-Oranges Trap Another trap we experienced and

observed frequently is comparing the VR interactions to di�erent

references without noticing. For example, in the expert interviews,
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one participant assessed a locomotion technique as low- and high-

�delity at the same time and was confused about the outcome. The

reason was that the comparison was made to di�erent references:

�rst to a teleportation technique, second to actual walking. While

both comparisons can result in valuable insights, it should always

be clear which reference is currently compared to. Another person

fell into the same trap and referred to it as “comparing apples

and oranges.” Therefore, it is vital to apply the IntFi Model in a

meaningful way. When comparing, choose a clear purpose and an

adequate reference interaction. When in doubt, you can ask: What

do I want to reproduce?

Visual-Dominance Trap As there is a strong connotation of

rendering and display regarding vision, there is a risk of neglecting

other modalities and senses when using the model. In many experi-

ences, the visual impression is the most dominant and sophisticated

modality. But it might be important to include all senses, depending

on the use case. On the other hand, it can also make sense to narrow

the focus to relevant modalities.

Feasibility Trap We also observed the risk of overestimating a

system’s �delity and referring to it incorrectly asmaximum �delity,

although it was merely the highest �delity possible to achieve. In-

creasing it further could be restricted by limited resources, physical

boundaries, personal abilities, or one’s own imagination. How-

ever, it is irrelevant to assessing �delity if there are limits in feasi-

bility. Describing the exactness of correspondence is technology-

agnostic, hence independent of the reasons behind a system design.

To achieve maximum �delity, optimizing a system as much as possi-

ble is insu�cient unless there is a perfect match with the reference.

We may never accomplish maximum �delity in some aspects.

7 DISCUSSION

We now turn to the broader context of the model, considering its

general meaning and implications. In the following, we discuss po-

tential patterns of how the �delity components might be connected,

considerations of optimizing for realism, how the IntFi Model re-

lates to similar constructs, how �delity can be described objectively,

how it can be measured, the signi�cance of perceived �delity, and

how the model can be applied to reference frames other than reality,

such as �ction or mixed reality.

7.1 Patterns

Investigating numerous VR interaction techniques, systems, expe-

riences, and user studies, we found similar phenomena repeatedly.

From this, we distilled reoccurring connections, dependencies, and

relationships between the �delity components. In this section, we

propose potential patterns that might be discoverable in various VR

interfaces. Not all patterns necessarily appear in every interaction.

Please note that the patterns presented here are not systematically

studied and lack empirical evidence. They are merely based on

incomplete sets of examples and theoretical reasoning. Further sys-

tematic research is needed to test these suggested patterns and

reveal additional ones.

Bottleneck Pattern | In some use cases, experiential �delity

cannot be higher than a limiting key component, even if other

aspects have much higher �delity. For example, when juggling in

VR, it is irrelevant if visual rendering �delity is exceptionally high as

long as action or simulation �delity is low. The bottleneck of these

limitations will always impair experiential �delity. Consequently,

it is necessary to identify the critical components of an application

and prioritize them for increasing �delity.

Loss-Propagation Pattern | Certain aspects in the loop can-

not be higher than the previous one. In this case, the component

inherits the constraints of the preceding one. We can �nd such a

conditional dependence in the pipeline Simulation ³ Rendering ³

Display. For example, a display can depict something at most with

the resolution it was rendered at, and the rendering software can, at

best, match the quality of the simulation’s 3D model. Although we

can speculate and approximate to compensate, we cannot assure

the compensation’s authenticity. Thus, loss at an early stage of

such sequences cannot reliably be made up for and is propagated

throughout the loop.

Similar dependencies can be in the sequence Action ³ Detec-

tion³ Transfer. For example, if a controller prevents a natural hand

pose when juggling, no sensor of an input device can make up for

this, and if the sensors do not detect the hand position, a transfer

function cannot compensate for missing data. There might be fur-

ther such sequences, e.g., Display ³ Perceptual ³ Experiential; or

Experiential ³ Action. As a consequence, it is advisable to optimize

at the start of such sequences to avoid inheritance of early losses.

However, a component can also be limited by a component much

earlier in the loop, e.g., Action³ Perceptual due to the vestibular

system. Therefore, searching for the root of an issue in the preced-

ing components can be helpful, as it might just be a propagated

problem.

Irrevocable-Loss Pattern | An extreme version of the Loss-

Propagation Pattern was proposed by E08 in our expert interviews:

“It’s like a pipeline. [Progressing through the pipeline], there are

only losses.” In many use cases, such a drastic error progression

might occur. However, it can be prevented in some cases. For ex-

ample, if the hand pose is detected incompletely due to occlusion,

we can still compensate for this de�ciency by reconstructing a

probable hand pose using anatomic models and inverse kinematics.

Consequently, there might be a viable solution to a component’s

limitation later in the pipeline, compensating for earlier losses.

Free-Upgrade Pattern |Maximum �delity in some components

automatically leads to maximum �delity for the subsequent com-

ponent. For example, if the displays reproduce the physical stimuli

perfectly, they will also be perceived indistinguishably from the

original stimuli of the reference, as we cannot sense the source of a

physical signal but just the signal itself. Thus, maximum display

�delity inevitably results in maximum perceptual �delity. Similarly,

experiential �delity will automatically be at maximum as inherited

from the previous component. Therefore, if you need to increase the

�delity of a particular component, it might be helpful to optimize

the preceding components.

Uncanny-Valley Pattern | Comparing varying input �delity

with user performance, McMahan et al. [59] suspected an “uncanny

valley of VR interactions” that leads to poor performance for un-

familiar interfaces with medium input �delity. While the tested

low-�delity interfaces were known from preexisting systems and

the high-�delity interfaces were intuitive, both delivered higher

performance than unknown, somewhat abstract medium-�delity
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alternatives. However, as the authors discuss, this non-linear re-

lation cannot be generally applied to any input system. Further

studies identi�ed similar patterns in gaming [50], training [12],

and locomotion [65]. Consequently, it might be bene�cial to avoid

interaction techniques with medium �delity.

7.2 Optimizing Realism

Reality is not the only reference frame to which the IntFi Model

helps compare VR, but it is undoubtedly a particularly relevant

and common one. Therefore, we discuss the ambivalent goal of

striving for high realism. An interaction’s level of realism is merely

a descriptive, impartial attribute. High realism is not per se superior.

For some use cases, increasing interaction realism can be bene�cial

(e.g., skill training and education) or fundamental (e.g., preservation

of historical artifacts). For other use cases, enhancing realism might

be negligible (e.g., data visualization, art), detrimental (e.g., �ctional

entertainment), or even harmful (e.g., source memory confusion).

Supernatural abilities have massive potential for VR interactions

(e.g., brain-computer interfaces for telekinesis or changing laws

of physics), as pointed out by Bowman et al. [16] and supported

through a design method by Sadeghian and Hassenzahl [87]. Even

in use cases originally meant for reproducing real experiences,

such as social interactions, deviating from high realism can enrich

the experience and introduce new possibilities [14, 60, 61]. Dewitz

et al. [25] develop a framework on interaction techniques beyond

realism, such as magic techniques, superpowers, or hyper-natural

augmentation. It locates interaction techniques along the three

orthogonal axes internalizability, congruence, and enhancement.

Striving for high �delity requires time and �nancial e�ort. There-

fore, it is important in research and development to critically re�ect

on how much realism is desirable and expedient. The IntFi Model

can help identify components that should be optimized or can be

less prioritized. We discuss such considerations in Subsection 8.2.

While we can do a lot of good with highly realistic VR simulations,

it can also be harmful and used maliciously. A growing body of

literature addresses problematic implications of progressing XR

technology, the ethics of increasingly attainable realism, and the

risk of hostile manipulations [52, 85, 99, 108, 110], which should be

considered when striving for high-�delity applications.

Supporting the recommendation of careful tradeo�s by Jacob

et al. [38] as part of their framework for reality-based interaction,

we further suggest reducing realism in return for other desired

qualities that align with the simulation’s purpose. Jacob et al. [38]

propose considering bene�ts in expressive power, e�ciency, ver-

satility, ergonomics, accessibility, or practicality for a tradeo�. For

example, in a training simulator for learning how to juggle, high

action and simulation �delity are essential for the trainee to trans-

fer the acquired skills to reality and apply the movements with

real balls. Nevertheless, o�ering a training mode in slow motion to

practice the movements without time pressure can be a bene�cial

deviation from reality.

7.3 Related Constructs

In the literature, numerous concepts and ideas have been associ-

ated with the �delity of a simulation, such as the Place Illusion

of “being there” and the Plausibility Illusion (also referred to as

presence) [94, 98], coherence[93], immersion [15], engagement [50],

and others [94]. We consider these as di�erent from but correlated

with �delity. Thus, a high-�delity interaction could result in low

presence but usually leads to high presence. Conversely, a high

sense of presence in a coherent, highly engaging world can also be

achieved with a low-�delity system. Slater [97] argues that high

levels of place and plausibility illusions lead to realistic behavior of

the user. Accordingly, the user’s reactions to the virtual experience

ought to correspond to how the user would react to the reference

interaction, i.e., high experiential and action �delity.

In practice, these constructs have a strong link and correlate in

countless empirical studies. They also overlap in their typical as-

sessment, e.g., some presence questionnaires comprise items to self-

report perceived or experienced realism [90, 112]. Yet, the constructs

concern di�erent theoretical questions. It is, therefore, important

not to confuse their claim. In particular, in empirical evaluations,

the choice of measurements and interpretation of evidence depends

on the concept that the research question revolves around. While

there have been decades of discourse on the conception of presence

and similar concepts [94], �delity as the objective degree of corre-

spondence between simulation and original is straightforward and

with the distinct components of the IntFi Model intuitive for the

planning and analysis of VR systems. Although this makes �delity

an unequivocally de�ned concept, it might not be the relevant one

to evaluate depending on the purpose of a system or study, just as

presence is not always the essential metric that should be sought

after [45].

7.4 Describing Fidelity Objectively

Let’s assume there is an objective, indisputable ground truth of

how exact the correspondence between an original and its repli-

cation is. This truth could be described objectively if it is known.

The assessments of what is true, however, can be subjective and

might diverge. The more precisely we agree on how to evaluate

interaction �delity in a systematic, replicable way, the more ob-

jectively we can determine and agree on it. As discussed in the

following subsection, we can only approximate the ground truth

and achieve consensus through standardized measuring criteria.

Technical parameters regarding system �delity are simpler to assess

objectively, while we need to rely more on subjective evaluation of

user-related aspects. As various aspects determine the multi-faceted

concept of interaction �delity, it is di�cult to identify its ground

truth comprehensively.

Here is an example of a seemingly unambiguous and objective

�delity assessment. Probably, most people would agree that com-

pared to the reference interaction of grasping an object, we can

attribute higher interaction �delity when the user reaches out and

encloses the virtual object with their bare hand, than when the user

points at the object with a hand controller and presses the trigger

button. The latter implementation relies on mappings and seems

less natural. However, primarily action �delity is higher in the �rst

implementation, while display �delity is lower due to the lack of

haptic feedback. The controller’s passive force feedback has a higher

correspondence to grasping a rigid object, providing higher display

�delity. Hence, depending on the focus or context, evaluations can

vary. Although there is an irrefutable ground truth that we strive
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to ascertain, we do not necessarily succeed in doing so objectively.

As a result, it is essential in communication—especially in scienti�c

discourse—to clearly describe our perspective and reasoning.

Especially the IntFi Model’s components Perceptual and Experi-

ential Fidelity are di�cult to determine objectively as the subjective

nature of a person’s qualia is individual and might be intrinsi-

cally subjective. Depending on the perspective on the philosophical

mind–body problem, it might not even be possible to deduce men-

tal events of the unobservable mind from the physical events in

the observable brain [28]. Therefore, an objective, holistic descrip-

tion of interaction �delity might be unattainable. Regardless of

metaphysics and seen from a pragmatic point of view, it is more ex-

pedient to assess experiential �delity subjectively on a user-by-user

basis: Does a speci�c person experience the VR simulation exactly

how this person would experience the reference interaction? This

perspective takes all personal characteristics and biological features

into account. Usually, the diversity of people’s individuality must

be considered because most systems are aimed at large user groups.

7.5 Measuring Fidelity

Beyond a qualitative understanding of interaction �delity, it can

be helpful to express the degree of correspondence quantitatively.

Some �delity aspects can already be assessed with high objectivity.

For example, characteristics of input and output devices can be

technically gauged, e.g., regarding pixel density, sensory noise, or

degrees of freedom. Some of these quanti�able parameters allow

a direct interpretation of how they a�ect interaction �delity in

direct comparisons. For example, a screen with a higher resolution

than an otherwise identical screen provides higher display �delity.

For other aspects, it is harder to infer an uncontroversial e�ect

on interaction �delity from technical parameters. For example,

regarding rendering �delity, the in�uence of shaders treating light

re�ections di�erently might depend on various circumstances and

is more intricate to interpret.

Some aspects are commonly assessed subjectively with self-

reports, such as in questionnaires or interviews. Due to their sub-

jective nature, experiential and perceptual �delity are usually mea-

sured through user reports. But also some system-related compo-

nents might only make sense to be assessed subjectively by large

numbers of evaluators, for example, the credibility and human like-

ness of virtual human animations. Unfortunately, there is a limit to

how much we can ask users to share their pmpressions in studies,

making a holistic assessment of all subjective parameters impos-

sible. However, we claim that it is possible to predict experiential

�delity su�ciently if enough about the other �delity components

is known.

In this work, we described the level of �delity with the coarse

categories low, medium, high, and maximum �delity. This gives us

an approximate location on the continuum and allows the rough

comparison of a few systems. However, we should strive as a com-

munity for detailed, theory-based, technology-agnostic, and un-

ambiguous metrics for all �delity components, as outlined in the

research opportunities in Section 8.

7.6 The Normative Power of Subjective Truth

There is an additional challenge when comparing VR interactions

to the real world. In the case of assessing realism, we need to agree

not only on the nature of the simulated interaction but also on the

reality-based interaction. From a philosophical perspective, it is

hard enough to agree on what “reality” objectively is. Anybody dis-

cussing the manifestation of the real world can only do so from their

subjective point of view informed by their individual perceptions.

While we can assess the exactness of the correspondence between a

simulation and what is considered a broad consensus about the real

world, the judge will ultimately be the users with their impressions.

Depending on the simulation’s purpose, their subjective judgment

may not be decisive for how the interactions are designed, but of-

ten, experiential �delity is the only outcome that matters and will

be optimized for. In this case, only the user-related components

regarding what the user perceives, experiences, and does seem im-

portant. Why should we then care for system �delity at all? The

system-related components primarily determine the levels of the

user �delity aspects. For designers and developers of VR systems

and interactions, system �delity is the only way to in�uence the

user’s perception, experience, and actions. The better we under-

stand the components’ mutual in�uence and interdependencies,

the more e�ective our endeavors can be.

Interestingly, increasing the �delity of single aspects does not

necessarily increase the experiential �delity. Previous research has

suggested that reducing �delity aspects for some interactions elic-

its higher experiential �delity [59, 67]. For example, when moving

through a VE using a treadmill as an input device, the walking

speed is experienced as more realistic by the user when the virtual

pace is exaggerated relative to the originally slower pace in the real

world [10, 41, 77]. Here, the transfer function is mapped unrealis-

tically to compensate for other limitations in interaction �delity,

such as the missing kinetic feedback from staying in place (i.e., low

perceptual �delity). The required amount of exaggeration has also

been found to depend on the visual display �delity: The smaller the

�eld of view is, the stronger the speed must be exaggerated for the

user to feel realistic [68]. Alternatively, the visual projection can

be distorted to display more peripheral information [69]. Hence,

reducing transfer or rendering �delity can increase experiential

�delity. Similarly, Bowman et al. [16] argue that high �delity in a

certain component (e.g., action �delity by rotating a Wii controller

to steer a vehicle) might result in lower perceived realism because

of the shortcomings in other components (in this example, missing

force feedback and latency). As a consequence, the purpose of a sys-

tem must be considered for prioritizing the di�erent components’

targeted level of �delity.

7.7 Applicability to Fiction, Mixed Reality, and
Other Reference Frames

The IntFi Model is designed to help assess the correspondence of in-

teractions in virtual reality with interactions in any other reference

frame. While the reference can be the real world, the model can

also guide the analysis of �ctional and other scenarios as long as

the element to be reproduced is explicitly speci�ed. This applies to

any �ctional media, imaginary narrative, dream, or fantasy, but also
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other VR systems, setups of previous user studies, or di�erent levels

of blended realities along the reality–virtuality continuum [96].

As an example of �ctional references, the characteristics, behav-

ior, and appearance of a lightsaber from Star Wars are extensively

de�ned by the creators of the �ctional artifact and, therefore, can

be virtually reproduced. By contrasting the simulation with the

original descriptions and depictions, we can evaluate its �delity, as

demonstrated in Example 3 of Section 4. The less clear the original

to be simulated is, the more controversial the �delity assessment

might be. To stick to the Star Wars example, when simulating inter-

actions using “the force” for telekinesis, it is less obvious how this

might be realized virtually—arguably not only with a hand gesture

but rather a brain-computer interface. The experiential �delity will

broadly di�er between users as they have di�ering conceptualiza-

tions and expectations depending on what Star Wars media they

have seen or read.

While developing the IntFi Model, we encountered scenarios in

which no reference would be obvious to compare to, which always

led us to the question: What are we trying to (re)create here? As an

example from our expert interviews, participant E09 brought up an

application to teach chemical processes. However, the equivalent

process from reality on an atomic level made no sense to reproduce

virtually for teaching. Instead, it had to be magni�ed to a human

scale. But what could it sound like if two atoms bond on a human

scale? The most suitable reference interaction we could come up

with was the educator’s idea of what an upscaled version of the

virtualized school book model might look, sound, and feel like.

This is where the model reaches its limits. A comparison using the

IntFi Model provides little insight if the reference is only vaguely

de�ned.

Another use case for applying the model is to compare two

interactive systems. For example, we could compare the realism

of playing baseball on a Nintendo Wii with an implementation

in VR. While aspects of input �delity might be similar using 6-

DoF controllers, the VR version might show high �delity in other

components and explain outcomes of comparative user studies.

Similarly, the IntFi Model can be used to evaluate mixed real-

ity (MR) applications blending virtual worlds with physical reality.

There are many forms of incorporating more or less portions of dif-

ferent realities [96]. The interaction can be based in the real world

with virtual elements integrated, or VR can be the foundation com-

prising elements from reality—any combination is conceivable. To

apply the model meaningfully in MR contexts, it is even more im-

portant to clarify what is being compared. We advise treating the

blended realities as unity and comparing it to a non-mixed equiv-

alent. Consider, for example, an MR meeting in which co-located

users participate in the real world and virtual users join remotely.

To design the interactions in this blended setting, comparing them

jointly to the purely real or a purely virtual equivalent can be help-

ful. Obviously, you can achieve high levels of �delity when simply

augmenting reality with virtual elements compared to the chal-

lenge of building a system that recreates everything virtually from

scratch. Automatically, some aspects are maximum �delity as they

equal the real world. But as Lindeman and Beckhaus [49] proposed,

why should we not leverage parts of the real world and augment it

to create overall high-�delity interactions if reality a�ords it, such

as using passive haptics for teleoperation? On the other hand, we

encounter limitations that are more di�cult to resolve in an MR

context. For example, a remote user cannot manipulate a physical

object. Because the object is integrated into the interaction but not

necessarily part of the system, maximum �delity cannot be reached

without virtually modifying the real world.

Another special case we would like to address is multi-user sys-

tems. Here, we �nd another added complexity when comparing

interactions because the same encounter or activity might be expe-

rienced di�erently. We recommend splitting every comparison per

person to avoid entangling the actions and perceptions of users or

the di�ering hardware available to the users. Each user’s interac-

tion with the system must be considered individually for insightful

analysis. This is especially important in asymmetric settings, such

as in MR, where users have di�erent possibilities and restrictions

in perceiving and in�uencing the simulation.

7.8 Limitations

Inductively built on established HCI theory, no empirical evidence

con�rms the structure of the IntFi Model. The model was reviewed,

practically tested, and critically discussed in interviews with 14

experts from the �eld, but it has not been systematically evaluated

with large numbers of users in the wild. The most conclusive valida-

tion will be the community’s application of the model in everyday

research and development, which is yet to be seen. To provide a

universal structure, our model deliberately does not include media-

speci�c �delity focuses such as narrative realism as described by

Rogers et al. [84] or �delity addressing the single senses (e.g., olfac-

tory �delity) but rather provides a generic framework, in which all

of these can be further detailed. Depending on the use case, speci�c

aspects can in�uence more than one component, such as visual

�delity, which can a�ect all three components of output �delity.

Another current limitation concerns the quanti�cation of �delity,

which would help assess and compare approaches. We currently

apply the approximate ranges of low, medium, high, and maximum

�delity similar to previous research [29, 50, 59] and we regard nu-

meric assessments with standardized metrics as an opportunity for

future research.

The IntFi Model is designed for examining interactions in the

context of VR. This does not necessarily involve a graphical 3D

environment, multimodal interfaces, a head-mounted display, or a

self-representation of the user. The model can be helpful in better

understanding other human-computer interactions or even non-

computer-assisted technology that involves some simulation, e.g.,

ship navigation simulators or telemedicine interfaces. However, we

emphasize that not all de�nitions and concepts will �t perfectly. We

encourage using the IntFi Model wherever it can provide structure

and guidance but advise awareness of blurred lines of systems and

realities that make identifying correspondences di�cult.
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8 RESEARCH OPPORTUNITIES

Understanding the intricacies of building systems closely resem-

bling the real world or other reference frames requires systematic

research. The conceptual nature of the IntFi Model opens up foun-

dational research avenues as it considers the full scope of people’s

interactions with virtual worlds and illustrates relations of the

underlying processes. While it can be interesting to examine a

component individually (e.g., action �delity of a controller-based

system), it inevitably depends on others (e.g., on display �delity

due to contact forces from holding the controller). The complexity

of interdependencies, impacts on other components, and method-

ological challenges raise novel research questions for future work.

Further, the model can inspire new perspectives on optimization

and methodology.

8.1 Relationships

Which components depend on others? On the system side, there

are close relations between the hardware components and the soft-

ware transmitting between them, e.g., for an output device, the

rendering software calculating the simulation output for a display

to show must be precisely matched with both attached components.

The same applies to the transfer functions translating between in-

put devices and the computer. But also, on the user side, we �nd

a close connection between the sensory information from the re-

ceptors and the brain processing and interpreting it. Although it is

helpful for scienti�c discourse and system development to abstract

the individual components, they cannot be regarded as independent.

Even components that are not consecutive in the loop show depen-

dencies. For instance, when assessing a system with eye tracking,

the action �delity of a user’s gaze inevitably depends on rendering

and display �delity. It can only be planned or evaluated together.

But how do the components generally depend on and in�uence

each other?

Can one component compensate for another? If one aspect of

realism is constrained, can an increase of another �delity aspect

make up for it? If so, can any other aspect or only a speci�c one?

For example, in a system without a haptic display for rendering

forces, modifying the control/display ratio can still induce a sense

of kinesthetic forces [82, 88]. As a consequence, there is higher

perceptual �delity despite low display �delity by deliberately low-

ering transfer �delity. Are there similar compensations that allow

us to build cost-e�ective and universal systems? Another example

was given in subsection 7.6 concerning the exaggerated virtual

walking speed when using a treadmill. Due to the lack of kinetic

cues from not moving forward, the limitations in perceptual �delity

can be compensated by reducing transfer �delity with a higher

speed gain [67]. Similarly, if the head-mounted display’s �eld of

view is small, hence low display �delity, a decrease in rendering

�delity due to minifying the visual output can result in higher ex-

periential �delity [103]. Further, when using redirected walking

as a locomotion technique, action �delity is reduced as the virtual

and real paths do not match due to physical restrictions in space.

We can compensate by adjusting transfer �delity [80], simulation

�delity [105], display �delity [9], and rendering �delity [44] all

to maintain perceptual �delity. Nilsson et al. [67] suggest “that

when limitations to a given component of �delity reduce or distort

perceptual information, then sometimes it may be possible to com-

pensate by adjusting another component of �delity—even if the

adjustment on the surface constitutes decrease in the �delity of the

second component.” Future research might investigate what other

compensations should be considered in systems with restricted

�delity.

What components constitute experiential �delity? Every compo-

nent ultimately in�uences experiential �delity. Some components

are already well-understood through years of research, such as the

aspects of input �delity. Other components still need more schol-

arly attention. Above all, it requires further research to understand

how strong the components’ impact on experiential �delity is. We

hypothesize that the in�uence varies between components and

cannot be reduced to a simple weighted sum of the single compo-

nents. Various neural phenomena will increase complexity, such as

superadditivity in multisensory integration, i.e., the e�ect that, for

example, visual and auditory stimuli give a stronger sensory im-

pression combined than when just adding up the individual impres-

sions [101]. It is still unclear whether the model’s components are

su�cient predictors for experiential �delity. Other in�uences not

represented in the IntFi Model might a�ect perceived �delity. For

example, Witmer and Singer [112] integrate the meaningfulness of

the experience in their questionnaire factor realism. Consequently,

a dilemma would arise about how a meaningless experience from

reality would be e�ectively simulated.

The interdisciplinary nature of this component calls for joint

research, especially including psychology and cognitive science.

Unraveling how experiential �delity relates, depends, and a�ects re-

lated constructs, such as presence, coherence, or user experience re-

search, is a complex endeavor that has already been embraced [94],

but must be pursued in further detail—both theoretically and empir-

ically. We suggest systematic analyses with a study design similar

to the experiment by Skarbez et al. [95] on the in�uence of compo-

nents of the plausibility illusion.

Which further patterns can be identi�ed? Beyond the potential

patterns that we proposed in Subsection 7.1, we can seek further

patterns by systematically analyzing and linking empirical evidence

based on the IntFi Model’s structure. Similarly, most of our proposed

patterns need empirical validation.

8.2 Optimization

What bene�ts result from improving each �delity component?

While it seems safe to assume that maximum�delity has advantages

for various user experience metrics, several studies demonstrate

how less-than-perfect �delity systems have considerable limita-

tions in performance and preference [16]. Since it is an immensely

long way to the “ultimate display” [106] indistinguishable from

the real world, we currently ought to focus our research e�orts on

interactions with medium to high �delity. Striving for maximum

�delity is costly and must be justi�ed. As outlined in the Uncanny-

Valley Pattern in Subsection 7.1, medium-�delity interfaces can

even result in a worse outcome than a low-�delity implementation.

Bowman et al. [16] hypothesized that hyper-natural interaction

techniques (or “magic” interactions) could potentially even exceed
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the best possible performance of natural approaches. Yet, we need

to recognize where to deviate from faithful imitation pro�tably.

After decades of empirical research on VR interactions, a large

body of literature informs us about the e�ects of di�erent levels

of �delity [12, 16, 31, 50, 78, 84, 109]. Unfortunately, it is often

not further di�erentiated what �delity component varies or how

we can relate the �ndings in a broader picture. With the model’s

systematic and theoretical foundation to understand interaction

�delity as an overarching concept, we can better connect the dots

and systematically design follow-up studies.

What are the natural limits for expedient system optimization?

Technically, we could inde�nitely increase interaction �delity by re-

producing reference interactions in ever greater detail, converging

closer and closer to maximum �delity. However, human perceptual

sensitivity and body control are naturally limited, making further

optimization futile. For example, although screen resolution could

be increased to the point where we can display a grain of sand at

the horizon, no user could ever tell the di�erence as the retina’s

resolution is limited. Similarly, the limited precision of performing

manual tasks makes more precise tracking obsolete. Studies on

such constraints in perception or body control can inform expedi-

ent system design when systematically assessed, e.g., as has been

demonstrated for thresholds of redirected walking [44, 102], virtual

hand o�set [11, 114], latency for foveated rendering [6], or shape

dissimilarity for passive haptics [24].

Should all components have a coherent level of �delity? The dis-

crepancy in the levels of �delity between di�erent components

can result in low experiential �delity, as discussed above, or bring

disadvantages in performance, preference, or other user experience

aspects [16, 59]. One could hypothesize that the lower �delity is

in one component of the IntFi Model, the more other components

need to be enhanced to compensate. But it would also be reasonable

to assume that other components must be matched at the same

level to give the user a consistent impression. For example, in Mario

Kart with cartoony visuals and a comical setting, high-�delity vehi-

cle control and physics would seem inappropriate, might decrease

the perceived overall �delity, and limit performance. Instead, the

transfer functions and car behavior that make driving simple and

error-tolerant lead to a coherent experience and arguably higher

experiential �delity. Similarly, we hypothesize that a driving simula-

tor with sophisticated car physics and true-to-life input devices will

be experienced as most realistic if the sensory feedback matches

the high faithfulness and does not rely on cartoony visuals, funny

sounds, or lacks haptics. Systematic experimental comparisons

might reveal how uniform interactions should be designed.

8.3 Methodology

How can we quantify �delity? Ideally, every component of the

IntFi Model would come with means of quanti�cation or a theo-

retically founded metric. Due to the scope of this universal model

and the depth of its conceivable subcomponents, achieving a set of

methods for quantifying all �delity components comprehensively is

a considerable endeavor that the research community has worked

on and will arguably need to continue working on for decades.

Al-Jundi and Tanbour [5] proposed �ve categories in their frame-

work for evaluating some �delity aspects. The limitations of human

sensory capabilities partially de�ne the maximum. The other classi-

�cations are not delimited clearly. It is challenging to evaluate the

moving target of rapidly evolving technology as it requires either

dynamic adjustment of the classi�cation or prospective universal-

ity. Ideally, a comprehensive framework would allow assigning

numeric values objectively, reproducibly, and universally. Looking

at haptic �delity as an example, the Haptic Fidelity Framework

by Muender et al. [64] shows how complex and manifold it can

be to specify even one of the subcomponents of display �delity.

This specialized framework identi�es 14 factors de�ning haptic

�delity along the categories sensing, hardware, and software. The

publication includes an expert tool to quantify each factor and cal-

culate an aggregated haptic �delity score on a �ve-point Likert

scale for technology-agnostic comparison. Considering that this

covers only one modality in one out of eight �delity components,

it poses a signi�cant research opportunity to provide such sophisti-

cated frameworks for all aspects of interaction �delity. Meanwhile,

a validated questionnaire for users’ self-reports in studies on haptic

�delity is still missing—leading to the following research opportu-

nity.

How can we measure each aspect? Given we have means to de-

scribe all �delity factors quantitatively, we need to establish meth-

ods, standards, and instruments to measure it objectively and sub-

jectively. Gonçalves et al. [30] recently presented a systematic lit-

erature review on the methodology of 79 studies on VR realism.

For heuristic expert analysis, specialized frameworks, such as the

FIFA [59], the Haptic Fidelity Framework[64], or the Simulation

Fidelity Rating Scale for �ight simulators [74] can help investigate

single (sub)components, as outlined before. Furthermore, standards

for technical evaluations are needed to compare devices, for in-

stance, regarding the physical similarity of generated sensory stim-

uli or the accuracy of tracking devices. Validated instruments for

psychometric evaluations allow comparison between studies on

perceptual �delity. Case-speci�c behavioral measures can improve

our assessment of how realistically users react but are di�cult to

standardize. For subjective assessments, specialized and validated

possibilities for self-reporting are essential beyond broad subscales

of presence questionnaires. We propose developing dedicated tools

to understand the perceived �delity of the distinct interface com-

ponents instead of generalizing overall realism.

Which specialized tools are out there? Gathering the already avail-

able resources on �delity research would signi�cantly support the

community. However, comprehensively collecting and arranging

all frameworks, instruments, questionnaires, etc., is challenging.

This work provides a �rst step, particularly with the overview in

Table 2. Beyond that, a systematic review is needed.

What should reporting guidelines include? Another crucial chal-

lenge for interaction �delity research is �nding standard reporting

guidelines for fostering comparability and generalizability. Cur-

rently, relevant information about the system design is often miss-

ing to understand evaluation results and apply meta-analyses com-

prehensively. The IntFi Model might serve as a starting point to

agree on reporting guidelines ensuring all system components that
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de�ne interaction �delity as a holistic concept are being reported.

Because of the interdependencies of the single aspects, we encour-

age researchers to report details about the interactions beyond the

element of interest.

9 CONCLUSION

To understand what makes interactions in VR simulations more

or less faithful to the real world or any other reference frame, we

must distinguish between various aspects of �delity. In this arti-

cle, we proposed the Interaction Fidelity Model (IntFi Model) that

allows analyzing how closely a virtual interaction corresponds to

the original along various factors. We de�ne eight �delity compo-

nents along the HCI loop: action, detection, transfer, simulation,

rendering, display, perceptual, and experiential �delity.

The consequent terminology o�ered in this work supports pre-

cise communication and consistency across publications in the �eld.

With a clear structure, rigorous explanations, practical examples,

and a guideline with best practices, we demonstrate how VR pro-

fessionals in research and development can use the conceptual

model to describe, understand, compare, hypothesize, and teach.

With its theoretically grounded simplicity, the IntFi Model can be

universally applied to any VR experience. Therefore, our taxon-

omy de�nes only twelve general �delity terms, as listed in Table 1.

Beyond that, this article serves as a signpost referring readers to

previous publications with specialized frameworks or concepts, as

each component can be further distinguished in more detail.

The presented model underwent rigorous, critical discussions

and was re�ned iteratively. For validation, we conducted 14 exten-

sive interviews with experts from academia and the industry to

review and test the model from di�erent perspectives. The thematic

analysis showed criticism of the concept, the terminology, and ap-

plications, identi�ed application strategies, and outlined various

bene�ts and use cases of the model. All experts found it interesting

and helpful. As suggested in the interviews, we provide educational

material as part of the supplemental material, including modern

posters and a slide deck, which are free to use and adapt.

From our practical experiences with the model, we identi�ed

common patterns that might be prevalent in various use cases and

interaction techniques. By connecting the dots in such a way, the

IntFi Model will support �nding similarities in study results and see

their �ndings in a bigger picture. Using the model to think about

the �delity of VR interactions opens up promising opportunities for

systematic and targeted research. We hope to inspire new directions

in research for a better understanding of interactions in VR.
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A APPENDIX: EDUCATIONAL MATERIAL

As part of this publication, we will provide educational material

as supplemental material. It will be distributed under the Creative

Commons BY 4.0 license (https://creativecommons.org/licenses/

by/4.0). It can then be shared, adapted, and printed as long as the

original publication and authors are appropriately cited, and any

modi�cations are indicated. Figures 8, 9, 10, and 11 preview the �les

that will be made available upon acceptance of the peer-reviewed

article.

We will further share a template of the Correspondence Figure as

used in Figures 2, 5, 6, and 7, which compares a reference interaction

to an implementation in VR. It can be adapted in other publications

and will be available as PNG and PSD (Adobe Photoshop) �les.
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Figure 8: A preview of the large ISO A0 portrait poster. It will be distributed in the highest printing quality after peer reviewing.

Figure 9: A preview of the ISO A1 landscape poster. It will be distributed in the highest printing quality after peer reviewing.
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physical measures for unpowered, powered, and controlled systems 
(e.g., kinematics, actuation, or impedance) as well as a test bed 
consisting of six experiments for psycho physical evaluations of 
haptic feedback systems. While physical metrics such as motion 
range, peak force, or inertia [23] provide objective measures, each 
of them is only applicable to a certain type or category of feedback 
devices and does not provide well defned measures for the whole 
spectrum of haptic feedback devices. 

The user experience of haptic feedback is covered by several 
frameworks. Hamam et al. [21] introduce a model to capture the 
quality of experience that integrates both quality of service met-

rics, e.g., response time and user experience measures. Kim and 
Schneider [38] defne the term <haptic experience= to capture the 
unique impact of haptic feedback on user experience with a focus 
on vibrotactile feedback. They propose design parameters, usabil-
ity requirements and experiential dimensions as well as an initial 
scale to measure vibrotactile experiences [61]. Furthermore, the 
language to describe and communicate about haptic feedback has 
been examined. In a study by Obrist et al. [54], 14 categories of 
experiential vocabulary have been identifed to describe the user 
experience of vibrotactile feedback. Targeting a wider spectrum 
of haptic feedback modalities, Schneider et al. [62] identifed three 
themes: the multisensory nature of haptic experiences, a map of 
the collaborative ecosystem, and the cultural context of haptics for 
the design of haptic experiences. The survey from Bouzbib et al. 
[8] investigates the close relationship of interactions and haptic 
feedback for a wide variety of feedback solutions and propose two 
dimensions: the solution9s degree of physicality and degree of actu-
ation. 

While the goal of an improved user experience by adding haptic 
feedback is clear, the efects thereof are more complicated. Berger 
et al. [4] investigated the uncanny valley of haptics showing that 
haptic feedback can reduce subjective realism if is incongruent 
with other sensory stimuli. Measuring the efects of haptic feed-
back on user experience with standardized questionnaires is still 
challenging. Although some questionnaires integrate optional ques-
tions related to haptic feedback, e.g., the Presence Questionnaire 
by Witmer and Singer [80], or the haptics addition [6] for the User 
Experience Questionnaire (UEQ) [41], they often do not cover the 
variety of haptic feedback methods and only cover specifc aspects 
of the user experience. 

In contrast to the focus on the subjective user experience, the ef-
fects of immersion as an objective measure for the technology [68] 
enabling a heightened user experience have also shown to be valu-
able for the analysis of VR applications. Bowman and McMahan [9] 
analyze the efect of visual fdelity and its hardware and software 
factors, e.g., feld of view, display resolution, and frame rate, relat-
ing them to immersion benefts and the application efectiveness in 
creating a realistic and believable VE. McMahan et al. [50] have also 
evaluated the efects of display fdelity and interaction fdelity [51] 
and suggest a framework to analyze the realism and naturalness of 
interaction. They found that both display and interaction fdelity 
signifcantly afect performance and subjective measures of pres-
ence, engagement, and usability. Furthermore, Lindquist et al. [45] 
studied the efect of audio fdelity in VR indicating that ambient 
sound and sound realism increase perceived realism. In a meta-

analysis, Cummings and Bailenson [13] showed that factors of 

technological immersion have a medium-sized efect on presence 
and that aspects of user-tracking, stereoscopic visuals, and wider 
felds of view are signifcantly more impactful than others. 

The existing literature shows that several frameworks have been 
proposed focusing on physical measures or the user experience of 
VEs with haptic feedback. While immersion and its objective mea-

sures have been shown to give valuable insight to the underlying 
efects of user experience and constitute a predictor of presence or 
perceived realism, to the best of our knowledge there is no com-

prehensive framework integrating perceptual and technological 
measures of immersion covering the whole variety of haptic feed-
back systems. 

3 HAPTIC PERCEPTION 

Humans perceive haptics through their cutaneous and kinesthetic 
systems enabling the perception of material characteristics of sur-
faces and objects as well as position and movement of their own 
body. Each of these systems relies on various receptors, which are 
distributed across the skin surface for the cutaneous system, and 
the muscles and the tendons for the kinesthetic system. 

The cutaneous system is concerned with the perception of tac-
tile information based on four diferent kinds of mechanoreceptors 
and general free nerve endings. They provide information about 
skin stretch and sustained pressure (Rufni corpuscles), pressure 
changes and vibrations (Pacinian corpuscles), shape and texture 
changes (Meissner9s corpuscles), pressure, position, and deep static 
touch features (Merkel nerve endings), as well as touch, pressure, 
and stretch (free nerve endings) [18, 43]. In addition, thermorecep-

tors provide information about heat and cold. The receptor density 
difers on the human body which leads to variations in the spatial 
resolution of tactile perception. The density was evaluated through 
two-point touch distance and point localization threshold experi-
ments [43]. 

The kinesthetic perception originates from mechanoreceptors in 
the muscles and joints, which provide information about changes 
in muscle length and velocity (primary and secondary muscle spin-
dles), muscle tension (Golgi tendon organs) and joint extension or 
fexion (joint receptors) [32, 43]. These signals build our awareness 
of where our limbs are in space, how they move, and of mechanical 
properties of objects (e.g., weight, compliance). 

All cutaneous and kinesthetic inputs are combined and weighted 
into a comprehensive haptic perception of the world. The combina-

tion of these stimuli enables the perception of haptic features, like 
the volume and global shape of larger objects, which go beyond 
low-level tactile properties. 

4 THE FRAMEWORK 

In this work, we develop a comprehensive framework that incor-
porates the full spectrum of haptic feedback systems independent 
of the used technology or addressed body parts. Our goal was to 
identify a set of criteria that systematically assesses haptic feedback 
systems. While the user experience of such systems is extremely 
important for VR applications, it is also highly subjective making it 
challenging to fnd a consistent understanding of the underlying 
processes. Therefore, we aim for more objective criteria that rely 
on the foundations of perceptual psychology and properties of the 
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technology. As these criteria represent measures of immersion, they 
represent indicators that can infuence the user experience (e.g., 
perceived realism) and should be considered when evaluating hap-
tic systems. While physical measures also provide objective criteria, 
they are only applicable to certain feedback devices, e.g., force is 
only a valid measure for active devices with a motor but not for 
passive haptic props. In order to cover the full spectrum of possible 
feedback devices we integrate a layer of abstraction by assessing 
the match to reality for the particular use case of a system. The 
framework consists of two dimensions. The Haptic Fidelity dimen-

sion provides 14 criteria for assessing how abstract or realistic a 
system can produce haptic stimuli. A second Versatility dimension 
describes how specifc the haptic feedback is for the particular use 
case. The two dimensions cover the trade-of between very realistic 
feedback for a specifc scenario, and creating feedback that can be 
applied to many diferent scenarios but is more abstract. The target 
users of our framework are researchers, developers, and designers. 
It provides them with means to anticipate, hypothesize, compare, 
decide, and understand haptic feedback devices and their fdelity 
as well as versatility. 

4.1 Method 

For the development of the framework, we used an iterative process 
over the course of several months to defne the framework and iden-
tify its factors. We started with an inductive approach by collecting 
relevant factors that infuence the quality of haptic feedback. In ad-
dition, we deductively identifed three important categories based 
on the defnition of the human-VE interaction loop: Human Sensing, 
(Display) Hardware, and Rendering Software. To fnd relevant factors 
for the Sensing category, we conducted a comprehensive literature 
review on how humans sense haptics, presented in section 3, and 
studied fndings from perceptual psychology [18, 32, 35, 43]. For the 
Hardware and Software categories we examined common technol-
ogy metrics for haptic devices [23] and general output devices [50] 
that would be relevant for rendering haptic feedback. In the iter-
ative process, the team of authors continuously proposed new or 
adapted existing factors and then checked if they can accurately 
represent a variety of haptic feedback systems. We selected nine 
papers [5, 14, 15, 19, 46, 60, 83, 84, 86] with diverse haptic feedback 
modalities as references for repeated evaluations of the factors. 
Our assessment and adaption of factors considered both the con-
formance to concrete systems and the general applicability to a 
wide variety of diferent systems. The evaluation of factors was 
conducted with a critical mindset to challenge if they accurately 
and fully cover the whole range of feedback systems. After several 
iterations, the process resulted in a set of 14 factors. 

We then conducted a workshop with seven experts in VR and 
haptic feedback research. The experts either had designed and built 
haptic feedback systems themselves or had applied them in their 
research. Their expertise ranged from material aspects and tangibles 
(14 years), physical objects in VR and actuated devices (6 years), 
feedback for medical applications (6 years), interaction techniques 
in VR (5 years), haptic feedback for psychotherapy in VR (3 years), 
sports and exergames in VR (3 years) to everyday materials in VR (4 
years). During the workshop, the experts were asked to intuitively 
rate each of the feedback systems from the above-mentioned papers 

and then to apply the factors to the systems. In a discussion round 
we asked the experts how well the factors represented the systems, 
how well the factors could be applied to all systems and if some 
aspects of the systems were not covered. We received positive 
feedback for the presented 14 factors, but fve experts mentioned 
that they were missing factors that describe how versatile a system 
is. They wished for factors that described how generic a feedback 
system is to be used for diferent applications. As these aspects do 
not describe qualities of the haptic feedback but rather how the 
system can be used, we introduced a second orthogonal dimension 
to the framework integrating this aspect. 

4.2 Haptic Fidelity 

In the following, we defne Haptic Fidelity and introduce the 14 
independent factors characterizing this dimension. An overview is 
shown in Table 1. 

4.2.1 Definition. Haptic Fidelity describes an objective measure 
for the qualities regarding the realism of a haptic rendering system. 
It takes into account how the haptics are rendered and which hap-
tic receptors are addressed but does not describe how a user will 
experience the haptics. It provides a measure of how realistic the 
system can reproduce a haptic experience through its rendering 
mechanisms, thus the potential for a realistic perception from the 
user. A system with high Haptic Fidelity should provide realistic 
rendering mechanisms that address the same haptic receptors (e.g., 
skin stretch, pressure, or force) in the same intensity as in the real 
world. In addition, no noise or confounding factors should interfere 
with the haptic perception. As the actual haptic quality of the sys-
tem, which is how a user will experience the system, is not directly 
linked to how the haptics are rendered, a lower Haptic Fidelity is 
not of inferior quality but displays a diferent kind of haptic quality. 
We refer to this quality as <abstract= as it stands in contrast to the 
realistic rendering mechanisms of a system with high Haptic Fi-
delity. A system with an abstract quality might only address a small 
number or a single type of haptic receptors. It might also facilitate 
a particular haptic stimuli to convey the perception of other haptic 
impressions (e.g., use vibration to simulate a force). In addition, the 
system might have limiting factors such as imprecision or noise. 

4.2.2 Haptic Fidelity Factors. This dimension incorporates 14 in-
dependent factors from Table 1 to assess Haptic Fidelity. They are 
divided into three categories: Sensing, Hardware, and Software. The 
factors are further diferentiated between foundational factors (F) 
that describe the features of a system and the value they provide, 
and limiting factors (L) that comprise factors negatively impacting 
the perception. The set of foundational factors (such as Magnitude 
or Sensory Integrity) represent the added value of the system. Lim-

iting factors on the other hand can merely diminish this value. If 
a limitation is only minor or does not apply to a system at all, the 
overall value of the system does not change, while major limitations 
can drastically impair the whole system. We consider the latency 
of a system, for example, as a limiting factor, because it can only 
have a negative impact though never enhance a system. Factors 
that do not apply to every feedback system are also included in the 
limiting factors as they do not impact the value of a system if they 
are not applicable. Combining all individual factors into one overall 
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Table 1: Overview of the three categories Sensing, Hardware 
and Sofware with the 14 individual factors of the Haptic Fi-
delity dimension including indication for foundational (F) 
and limiting (L) factors and brief descriptions. 

Haptic Fidelity 
Sensing 

Body Location F The degree to which the same location(s) on the 
body or body parts of the user are involved. 

Body Area F The degree to which the same extent of body 
surface of the user is involved. 

Stimuli F The degree to which the same haptic receptors 
of the user are involved. 

Magnitude F The degree to which the same intensity and vari-
ation of stimuli are involved. 

Sensory Integrity F The degree to which the haptic stimuli and stim-
uli of other modalities match regarding the in-
tent of the system. 

Dependency L The degree to which the absence of diferent de-
pendent haptic stimuli that are usually perceived 
together in reality has an impact on the haptic 
perception of the system. 

Distinguishability L The degree to which the distinguishability of dif-
ferent physical properties rendered by the sys-
tem has an impact on the haptic perception of 
the system. 

Hardware 

Degrees of Freedom F The degree to which the system can provide hap-
tic feedback with the same degrees of freedom. 

Hardware Precision F The degree of detail to which the hardware is 
able to create the intended haptic feedback. 

Hardware Latency L The degree to which the hardware latency has an 
impact on the haptic perception of the system. 

Side efects L The degree to which the system creates unin-
tended haptic stimuli. 

Constraints L The degree to which the system constrains the 
user9s movement other than in the intended way. 

Software 

Software Precision F The degree of detail to which the software is able 
to simulate the intended haptic feedback. 

Software Latency L The degree to which the software latency has an 
impact on the haptic perception of the system. 

score, the Haptic Fidelity dimension provides a single measure for 
haptic rendering systems that describes how abstract or realistic 
the system can potentially provide haptic feedback to a user for a 
particular use case. 

In order to cover the whole variety of haptic feedback devices, 
the factors of this dimension rely on objective measures but are 
assessed on a more abstract level. While physical measures can 
only be applied to certain aspects of haptic feedback, the individual 
factors represent higher-level concepts that can include multiple 
physical measures of the same kind, e.g., the Magnitude factor can 
describe the strength of a force, a temperature diference, or the 
amplitude of a vibration. Further, the use case in which a feedback 
system is applied plays a central role for the assessment of fdelity. 
To assess whether a system provides realistic feedback, the same 
physical measures might be compared, but the order of magnitude 

could be completely diferent. A small force to the fngertip might 
be considered realistic to simulate the touch of a soft material 
but the same force would not be considered realistic to simulate 
weightlifting. In addition, the impact of limiting factors might be 
diferent depending on the use case. The impact of latency might be 
higher for simulating force feedback when playing tennis than for 
simulating the heat from a campfre. Therefore, the factors of the 
Haptic Fidelity dimension can only be evaluated in relation to what 
is intended to be conveyed by the system. If a system is designed 
to simulate the feedback of punches from boxing, it should only 
be evaluated how realistic these punches can be represented but 
not how realistic the system can, for example, represent touching 
fowers. Therefore, Haptic Fidelity and its factors are relative scales 
that capture the qualitative assessment of how realistic or abstract 
the feedback is for a particular use case. 

In the following, the individual factors are described in detail. The 
descriptions contain the phrase <The degree to which the same ...= 
where <the same= refers to how or where the intended haptics would 
be perceived in reality. Each foundational factor is rated between 
"no match at all" and "complete match" with reality while limiting 
factors are rated between "no impact" to "very strong impact" on the 
perception. The following factors are part of the Sensing category 
about the human capabilities to sense haptic stimuli. 

Body Location (F) The degree to which the same location(s) on 
the body or body parts of the user are involved. 
This factor describes where on the user9s body the haptic feedback 
is created by the system and to what extent this is in line with 
where one would perceive the stimulus in the natural occurrence 
of the intended haptics. This scale is grounded in the human ability 
to localize a haptic stimulus on the body (bodily localization [43]). 

Example: Using EMS on the upper and lower arm to simulate 
lifting a virtual box, like the system by Lopes et al. [47] does, would 
get a medium-high score as it correctly involves the arms to simulate 
the weight of the box, but does not give feedback on the fngers 
and hands where the box is touched. 

Body Area (F) The degree to which the same extent of body surface 
of the user is involved. 
This factor describes how well the system provides haptic feedback 
to the same extent of area on the user9s body where one would get 
feedback in the natural occurrence of the intended haptics. This 
scale is grounded in the spatial resolution of haptic receptors in the 
human body and the ability to relate stimuli to each other, forming 
a consistent sensory impression [43]. The diferences in density 
of haptic receptors should be considered for this factor. Hence, a 
system that intends to convey haptics to the fngertips should match 
the area more precisely than a system afecting the upper arm. 

Example: Simulating the haptic feedback of a boxing punch with 
a small, actuated plate on the forearm of a user, like the Impacto 
system [46] does, involves a signifcantly smaller area than a boxing 
glove would impact. Therefore, such a system would get a medium-

low score. 
Stimuli (F) The degree to which the same haptic receptors of the 

user are involved. 
This factor describes how well the system stimulates the same hap-
tic receptors as they would be stimulated in the natural occurrence 
of the intended haptics. It is grounded in the existence of diferent 
haptic receptors in the human body as outlined in section 2. Each 
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kind of receptor responds to diferent forms of stimuli, making it 
possible to perceive and diferentiate a variety of haptic proper-
ties [43]. While each kind of receptor responds to specifc low-level 
stimuli, perceptual psychology classifed haptic stimuli into higher-
level perceptions that can be distinguished by humans. To rate this 
factor without deeper knowledge in perceptual psychology, we pro-
vide Table 2 that relates the perceivable haptic stimuli with physical 
properties that can be rendered by haptic feedback devices. 

Example: Using the vibration of a VR controller to give feedback 
for the contact force of virtual walls, as it is done in one of the 
conditions by Boldt et al. [5], involves completely diferent haptic 
receptors leading to a low score. 

Magnitude (F) The degree to which the same intensity and vari-
ation of stimuli are involved. 
This factor describes how well the system creates the same strength 
(e.g., same force) or variation (e.g., same texture) of haptic stimuli 
compared to the natural occurrence of the intended haptics. The 
scale is grounded in the ability of human haptic receptors to per-
ceive diferent variations of stimuli. When rating this scale, the just 
noticeable diference in sensations from a haptic system should be 
considered [33]. 

Example: Simulating the haptic feedback of a boxing punch, like 
the Impacto system [46] does with EMS and a small, actuated plate 
on the forearm, can only represent the force to a medium degree 
and the pressure applied to the forearm to a low degree. Therefore, 
such a system would get a medium-low score. 

Sensory Integrity (F) The degree to which the haptic stimuli and 
stimuli of other modalities match regarding the intent of the system. 
This factor describes to what extent the haptic stimuli match with 
the perception of the other senses that are also addressed by the 
system and if this match is in line with the intent. It is based on the 
human ability to integrate all senses into a consistent perception of 
the world. The senses are weighted diferently for this integration; 
especially vision has been found to be weighted more strongly [43]. 
This visual dominance efect [24] leads to the possibility that the 
visual perception can infuence how the haptics are perceived. 

Example: A physical sandbox with a VR visualization, e.g., as 
by Fröhlich et al. [15], can display water evoking the expectation 
that the haptic perception will be consistent with it and feel like 
water, but the user will only perceive the haptics of sand. This can 
be rated with a medium degree of integrity as it does not match 
to full extent but is also better than perceiving a solid surface or 
nothing at all. 

Dependency (L) The degree to which the absence of diferent de-
pendent haptic stimuli that are usually perceived together in reality 
has an impact on the haptic perception of the system. 
This factor describes if the system creates diferent haptic stimuli 
that are usually perceived together in nature, e.g., weight together 
with weight distribution when lifting an object. The fact that these 
dependent haptic stimuli are naturally perceived together create 
the expectation to always perceive dependent haptic stimuli to-
gether. Therefore, this factor is based on the integration of diferent 
haptic stimuli and the learned expectations which haptic stimuli 
are generally perceived together. This factor is a limiting factor 
because not all haptic stimuli have other dependent stimuli. 

Example: A force feedback glove can be used to render the weight, 
contact force, volume and shape of objects that can be touched and 

lifted. But it does not provide dependent haptic stimuli like the tex-
ture or temperature of the object, which would be perceivable when 
touching an object in reality. Therefore, it has some limitations and 
a medium-low impact on the haptic perception can be assumed. 

Distinguishability (L) The degree to which the distinguishabil-
ity of diferent physical properties rendered by the system has an 
impact on the haptic perception of the system. 
This factor describes if diferent physical properties that are in-
tended to be conveyed by the system can be distinguished by either 
targeting diferent haptic receptors shown in Table 2, or through 
spatial or temporal separation. Diferent haptic receptors and the 
integration of diferent haptic stimuli makes it possible to distin-
guish a variety of haptic properties. While in nature each object 
has individual haptic properties, haptic feedback systems are some-

times only capable of providing a limited number of haptic stimuli. 
Remapping haptic stimuli to represent other physical properties 
is often used in these cases, e.g., using vibration to represent the 
contact force of an object. This might work well with a distinct map-

ping where users can clearly identify and learn the remapping, but 
can lead to confusion and unrealistic sensations from ambiguous 
mappings. This factor is a limiting factor because not all systems 
intend to render multiple physical properties or use any kind of 
remapping. 

Example: A system that uses vibration to render texture and con-
tact force of an object when touching it would make it challenging 
to distinguish which of the two physical properties is currently ren-
dered or varied. Therefore, such a system would get a high rating 
due to its limitations. 

The following factors are part of the Hardware category about 
the devices that are used to create the haptic feedback. 

Degrees of Freedom (F) The degree to which the system can 
provide haptic feedback with the same degrees of freedom. 
This factor describes if the hardware of the system provides at least 
the same number of degrees of freedom (DoF) as in the natural 
occurrence of the intended haptics. The system can have more 
degrees of freedom than they require making the system more 
versatile. Naturally, objects that can be freely moved and rotated 
have 6 DoF while slide doors would only have 1 DoF and walls none. 
This factor is based on the fact that haptics are naturally present 
in multiple dimensions which must be represented by technical 
solutions. If the system provides a certain number of DoF but the 
user9s range of motion is limited within these through the system, 
it is not considered in this factor but part of the factor Constraints 
below. 

Example: The Aero-Plane system [31] is a custom controller 
with two vertical propellers meant to simulate the forces of a ball 
rolling on a plane, or the motion of food in a pan. The system ofers 
two DoF through the actuation of the propellers creating forces 
in the left/right and up/down directions. To properly simulate the 
intended scenarios, a third DoF would be necessary to also create 
forces in the front/back direction. Therefore, the system receives a 
medium-high score. 

Hardware Precision (F) The degree of detail to which the hard-
ware is able to create the intended haptic feedback. 
This factor describes to what extent the system can reproduce the 
detail of haptic feedback compared to the natural occurrence of 
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Realistic feedback, on the other hand, can be achieved by designing 
systems that are custom-made for a particular application. Only 
addressing receptors at the exact body position necessary for the 
intended application makes these systems extremely specifc to this 
scenario. Placing feedback systems in the space of these two dimen-

sions should give researchers and designers a better understanding 
on how the realism of feedback is connected to the possible use 
cases and how more abstract feedback can be applied to diferent 
applications. While Haptic Fidelity was assessed by individual fac-
tors, the Versatility dimension provides a single factor rating haptic 
feedback systems on a scale from specifc to generic. How a system 
is rated on this scale does not have any implication for the overall 
quality of a system but rather represents how versatile it can be 
used. 

We propose to assess Versatility on a 5-point Likert-scale (03 
4) with 0 representing systems that are extremely specifc to the 
intended application and 4 representing systems that are generic in 
its feedback. As the specifcity of a system is not based on objective 
measures to the same degree as the factors from Haptic Fidelity are, 
we provide categories describing the fve levels of this scale. The 
examples provided for the following categories are illustrated in 
Figure 4. 

0 The systems feedback is specifc for one particular variation 
of a use case (e.g., for a particular climbing wall, where other 
variations of haptics cannot be rendered [64]). 

1 The systems feedback is specifc for a particular use case (e.g., 
boxing [46]) and supports diferent variations (e.g., the sys-
tem could provide feedback for other variations like diferent 
boxing fghts or even other kinds of martial arts). 

2 The systems feedback is quite specifc for a group of use 
cases to which the particular application belongs to (e.g., all 
scenarios with small handheld objects [39]). 

3 The systems feedback is unspecifc for a particular use case 
and generic to a larger group of applications (e.g., a force 
feedback glove [70] or an exoskeleton). 

4 The systems feedback is completely generic and not specifc 
for almost any application (e.g., vibration from VR controller 
as feedback [57]). 

These categories provide the means to congruently rate the ver-
satility of haptic feedback systems and generate a score for the 
Versatility dimension. Similar to the Haptic Fidelity this dimension 
has to be rated relative to the intended application of the haptic 
feedback. This is necessary to generate valid ratings that are con-
sistent between the two dimensions. A standard VR controller with 
vibration would normally be considered very generic in its feedback. 
But if the scenario is to render the haptic of a vibrating phone, for 
example, it has to be considered as more specifc for this particular 
use case. 

4.4 Framework Application 

Our framework provides the means for a structured and informed 
assessment of haptic feedback devices that is based on factors, 
which are evaluated qualitatively in the context of a specifc use 
case. The factors allow for a detailed assessment that covers all 
relevant aspects of a system. The framework forms the basis for 
consistent and comparable assessments as always the same aspects 

are evaluated and none are missed. It also provides a defned vo-
cabulary for a more precise communication of the analysis and 
results. 

The framework is intended to give qualitative insight into the 
underlying properties of haptic feedback systems. The individual 
factors provide the means to think about these underlying concepts 
and support formalizing them in a quantitative way, i.e., with a 
score. The score is intended as a tool to structure the inspected 
qualitative aspects. An assessment of a system should not be made 
in isolation but should always consider how the same system would 
be rated when certain aspects were changed or in relation to similar 
systems that can be applied to the same use case. The individual 
factors have to be evaluated in relation to the intended use case of 
the system and therefore provide relative insights. For assessments 
of diferent systems or system variations to be comparable, they 
have to be made on the same basis of assessment framed by the 
particular use case and by similar systems that are employed as 
reference. 

We intend the framework to be used by individuals or groups 
of researchers and designers to qualitatively assess feedback sys-
tems and make relative comparisons within the same use case or 
similar ones. In the following, we will present fve applications of 
the framework to illustrate how it can be used. Each application is 
aimed at a certain user group. The required expertise to apply the 
framework may vary depending on the application but a general 
overview of diferent haptic devices that can be used as reference 
is advised. A basic knowledge can be sufcient when using the 
framework to understand and learn about haptics while precise 
anticipation of evaluation results might require a wider overview 
of feedback possibilities and an understanding of how haptic feed-
back is perceived. However, even if not all details are taken into 
consideration, the framework can still provide valuable insights 
into the qualities of a system by its structured approach. 

4.4.1 How to Use the Framework. The following fve applications 
illustrate how the framework can be used in the work of researchers 
and designers. 

Anticipate: Researchers and designers can apply the framework 
when designing haptic feedback devices or prototypes to anticipate 
the realism of feedback and versatility of the system. The frame-

work can be used iteratively from early technical concepts to the 
fnal building phase to provide indication on the outcome. The 
individual factors can further provide guidance on what can be 
adjusted to result in the desired feedback. 

Hypothesize: Researchers can use the framework to formulate 
reasoned hypotheses for their evaluations of haptic feedback sys-
tems and discuss the fndings based on the dimensions and factors 
from this framework. 

Compare: Researchers and designers can apply the framework 
to compare device variants, e.g., [71], or diferent feedback devices 
for the same use case, e.g., [31, 85]. The framework can be used 
to identify similarities and diferences between the devices. The 
factors of the framework can give insight where these diferences 
are, how decisive they are, and what the underlying perceptual or 
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with the visual feedback of the system creating a high value for 
Sensory Integrity (W), whereas the controller (C) only has a limited 
match with the visuals. The absence of important haptic stimuli for 
the body weight or pressure on the fngers in the controller condi-
tion (C) creates a noticeable limitation in Dependency. For both the 
Degrees of Freedom and Hardware Precision, the real climbing wall 
(W) receives high scores as real grab handles and precise tracking 
are used. The controller (C), on the other hand, cannot represent 
the intended haptics of climbing to any precision and the 1 DoF 
of vibration does not match with the required DoF. The Hardware 
Latency is imperceptibly low for both conditions and imposes no 
limitations. There are no Side Efects or Constraints in neither of 
the conditions. The paper does not explicitly report on how the 
software calculates the haptics, but it is reported that the Unity 
game engine is used. Thus, it can be assumed that standard colliders 
with a high Software Precision and low Software Latency are used. 
After scores for all 14 factors are identifed, overall haptic fdelity 
scores can be calculated based on the formula given in Figure 3. 
In our example, this results in a haptic fdelity score of 0.9 for the 
controller condition (C) and a score of 4.0 for the wall condition (W). 
Regarding Versatility, the climbing wall (W) is extremely specifc 
for its scenario and can also only create feedback for this particular 
variation of a climbing wall, which is assessed with a score of 0 
(category 0 in Figure 4). The controller (C) is considered completely 
unspecifc for the climbing scenario, and thus receives a score of 4 
(category 4 in Figure 4). Figure 5 presents the classifcation of these 
two conditions on the two dimensions Haptic Fidelity and Versatility 
together with eight other research systems for comparison. 

The authors of the paper could apply this analysis to support 
their hypothesis that presence is expected to be higher for users in 
condition W than in condition C. As perceived realism is one key 
aspect of presence, the result of more realistic feedback for condition 
W (4.0) compared to condition C (0.9) supports this hypothesis. 
Further, the authors could have used this analysis to discuss their 
results and argue that, for example, the Magnitude had a great 
impact on this result. Comparing the two conditions, it becomes 
clear that the condition C provides highly versatile feedback while 
the W condition is focused on realistic feedback for one particular 
use case. 

5 VALIDATION 

In order for the framework to be of practical value for researchers 
and designers, so that they can compare haptic feedback systems 
and draw conclusions for their research and the design of new feed-
back methods, it is necessary to demonstrate that the framework 
is related to the user9s actual perceived realism of a system. We 
formulate the following hypothesis describing the relation between 
the Haptic Fidelity dimension of the framework and the perceived 
realism to guide our validation procedure. 

Hypothesis 1: The haptic feedback of a system that 
has a high potential to produce realistic feedback, as 
described by the Haptic Fidelity score, will also be 
perceived as more realistic by users than a system 
that has a more abstract feedback potential. 

The Versatility dimension was introduced to represent the po-
tential trade-of between highly realistic but scenario-specifc and 

realisticabstract

Haptic Fidelity

Versatility
generic

specific

W[53]

[87][46]

[74] [22]

[22]*[25]

C [73]

Figure 5: Exemplary classifcation of haptic feedback sys-
tems from research. C and W are the two conditions from 
VR climbing [64] in Table 3; "Does it feel real?" [53]: 
Lego condition; HapTwist [87]: Rubik9s-Twist-based condi-
tion; Impacto [46]: high EMS and high solenoid condition; 
PuPoP [74]: Quidditch condition; Haptic Around [22]: hy-
brid condition; Haptic Around [22]*: controller-based condi-
tion; DextrES [25]: brake and piezo condition; DualVib [73]: 
chainsaw force & texture condition. 

more abstract but widely applicable feedback. We formulate a sec-
ond hypothesis describing the resulting relation between the Haptic 
Fidelity and Versatility. 

Hypothesis 2: In haptic feedback systems, there is a 
trade-of between its Haptic Fidelity and its Versatility. 

To validate these relationships, it is required to apply our frame-

work to diferent haptic feedback modalities and evaluate the per-
ceived realism of these modalities. However, it is not practical to 
evaluate the framework on some experiment as only a few hap-
tic feedback modalities can be compared in a single user study. 
This does not represent the broad variety of diferent haptic feed-
back methods that should be covered by the framework and there-
fore would not give meaningful insights. Therefore, to validate 
our framework, we will build on the results of previous research 
papers which evaluated the perceived realism of diferent haptic 
feedback modalities in VR. By applying our framework to the feed-
back modalities of existing research and correlate the scores to the 
efect that the feedback modalities had on the perceived realism, 
we take the frst step to demonstrate the validity of our framework. 

5.1 Paper Selection 

To fnd relevant papers that can be analyzed with our framework 
and give insight in the perceived realism, we conducted a litera-
ture review searching the ACM Digital Library and IEEE Xplore 
databases for papers related to the topics of VR and haptics. We 
selected papers that used VR headsets for the visual presentation 
and provided some form of haptic feedback. Papers that used other 
forms of presentation, e.g., augmented reality, 3D displays, or stan-
dard displays were excluded as we were especially interested in 
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immersive technology where participants could not see the feed-
back systems. We further excluded papers published prior to 2000 
in order for the technology, especially the VR headsets, to be com-

parable. As we were interested in user9s perceived realism, we did 
not include technical papers without a user study in our selection. 
Further, papers in which no real haptic feedback is experienced by 
users, e.g., pseudo-haptics, or the main goal is not realistic feedback 
but rather guiding the attention, e.g., alerts, haptics for guidance or 
professional medical haptic devices were excluded from the selec-
tion. From this search we identifed 160 Papers ftting our criteria. 
These papers were then further analyzed regarding whether they 
evaluated perceived realism in the user study by the means of stan-
dard or custom questionnaires. For standardized questionnaires we 
considered the realism sub-scales of the Witmer and Singer [80], 
IPQ [63] and SUS Presence [77] questionnaires. Only papers that 
had at least two conditions that compared diferent haptic feed-
back modalities to each other were considered. Most importantly, 
to ensure that diferences in perceived realism measured between 
the conditions can only be attributed to the diferences in haptic 
feedback, only papers were selected where the haptic feedback 
modality was the only changing variable between conditions. All 
other variables, e.g., the visuals and tasks needed to be the same 
between conditions. We identifed 38 papers in our selection of pa-
pers that ft these criteria. In total these papers have 154 conditions 
with varying haptic feedback modalities. The following 38 papers 
were included in the analysis2: [1, 3, 7, 10, 16, 17, 19, 20, 22, 253 
27, 31, 37, 39, 40, 46, 47, 53, 55, 57, 58, 64, 67, 70376, 78, 79, 81, 82, 853 
87] 

5.2 Process of Applying the Framework 

Each of the haptic feedback systems from the 154 conditions were 
assessed with the framework presented in this paper. A score for 
each of the 14 factors of the Haptic Fidelity dimension was assessed. 
Based on these, a fnal Haptic Fidelity score was calculated as de-
scribed in subsubsection 4.2.3. For the Versatility dimension, one 
score was selected according to the fve categories of versatility. 
Applying the framework was done by three of the authors in a dis-
cussion round to generate consistent and sound ratings. We chose 
this form of assessment, as the researchers frst had to fnd a mutual 
understanding for the haptic feedback systems described in the 
papers and agree on a consistent basis of assessment for each paper. 
In an initial test evaluation, we found that quite some discussion 
already happened during reading the paper and the researchers 
frst had to fnd a mutual understanding of the system as not all 
aspects of a system were sufciently described in some papers. As 
this discussion already included aspects on how to rate the system, 
we chose a continuous discussion round for the application of the 
framework. In order to rate each of the presented factors for all 
conditions, all researchers introduced arguments for a particular 
rating for the factor. They discussed the arguments until a con-
sensus was found and one fnal rating was selected that all would 
agree on. Papers not always reported all information necessary 
to rate a factor with absolute certainty. Mostly this was the case 
for the Software Precision and Software Latency factors as nothing 

2The complete dataset of scores for each of the 154 conditions of the selected research 
papers is provided in the supplementary materials. 

specifc was reported about the software (in most cases only the 
used game engine was reported). The ratings were then based on 
the assumption that standard practices were used, e.g., collider to 
calculate the contact with virtual objects. 

We provide all ratings of all factors for the 154 conditions includ-
ing short arguments on why the researchers chose this rating in 
the supplementary material. 

5.3 Statistics 

To calculate a correlation between user9s perceived realism and 
the Haptic Fidelity of a haptic feedback system we frst needed to 
calculate the efect size of perceived realism between conditions 
in the 38 selected papers. For the efect size we chose the common 
metric of the correlation coefcient (Pearson9s r), as it is a versatile 
efect size metric and widely used, e.g., by Cummings and Bailen-
son [13]. The correlation coefcient was mainly derived from the 
reported means and standard deviations of the measured perceived 
realism in each condition from the papers. In cases where this data 
was not reported, the correlation coefcient was derived from the 
reported t, F and χ2 statistics with only one degree of freedom [56]. 
An efect size was calculated between all conditions of each paper, 
indicating the efect that the compared haptic feedback methods 
had on the perceived realism. To calculate the correlation with the 
Haptic Fidelity we used the diference in Haptic Fidelity scores for 
the two haptic feedback methods from the compared conditions and 
the respective efect size between these conditions. We calculated 
the fnal correlation coefcient (Pearson9s r) between perceived 
realism and the Haptic Fidelity based on all calculated efect sizes 
and corresponding diferences in Haptic Fidelity scores. 

5.4 Results 

The calculated correlation coefcient between perceived realism 
and the Haptic Fidelity is r (155) = 0.69,p < .00001 with a 95 % 
confdence interval from 0.6 to 0.76 (see Figure 6) and an aggregated 
sample size of K = 703. This indicates that the Haptic Fidelity score 
of the framework is strongly positively correlated to user9s self-
reported perceived realism of the haptic feedback method according 
to Cohen [11, 12]. 

A substantial number of papers (17 of 38) use a standard VR 
controller with vibration as one of the feedback conditions. One 
could argue that it is obvious that the efect sizes as well as the 
diferences in Haptic Fidelity scores difer greatly between standard 
controllers with vibrations and elaborate haptic feedback systems 
and therefore attribute greatly to the strong correlation. To evaluate 
if the strong correlation is infuenced by this comparison, we did a 
second analysis excluding all conditions that used a standard VR 
controller with vibration for haptic feedback. For this analysis, we 
excluded papers that only had two conditions where one was a 
standard controller (9) and for all other papers we only compared 
conditions that used other feedback methods than standard con-
trollers. In this analysis 29 papers with 128 conditions were included. 
The correlation was calculated the same way as described before. 
For this second analysis we found a correlation coefcient between 
perceived realism and the Haptic Fidelity of r (110) = 0.8,p < .00001 
with a 95 % confdence interval from 0.72 to 0.86 and an aggregated 
sample size of K = 536. This shows an even stronger correlation 
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feedback systems, e.g., cost, portability, setup time, accessibility 
that can be considered. 

With Haptic Fidelity our framework provides a measure of immer-

sion assessing perceptual and technical aspects of haptic feedback 
for VR. While the validation has shown that it is a predictor for 
one aspect of user experience (perceived realism), it does not cover 
how users actually experience the feedback. The actual user expe-
rience of haptics is based on many factors, e.g., state of mind and 
past experiences, which can be quite individual for each user [42]. 
In addition, the haptic perception does not have the same spatial 
and temporal precision as other senses like vision, making it even 
more prone to individual interpretation. These aspects of user9s 
individual haptic experience are not captured by this framework. 
Instead, it is meant to provide researchers and designers with the 
knowledge which factors can potentially have an infuence on the 
user experience. When rating the individual factors of the frame-

work it is also important to separate the experience part from the 
actual objective criteria, which should be evaluated. For our vali-
dation, we argue that rating the systems by experts, who did not 
design nor try the systems themselves4, provides an assessment 
that is focused on the actual perceptual and technological qualities 
and not on the subjective experience of using the system. This, of 
course, requires a comprehensive description about the intent of a 
system (i.e., the application scenario), the haptic feedback provided 
and the underlying hardware and software. In our analysis, this 
information was taken from prototype descriptions in publications 
and accompanying videos. Within our analysis, the experts had to 
intensively engage with the information about the systems and in 
some cases, the experts9 judgments could vary. We acknowledge 
that assessments made with this framework are of a qualitative 
nature and that the scores provide the means for structuring the re-
sults. While the underlying perceptual and technological measures 
are objective, their assessments naturally are subjective and can 
be subject to discussion. The ratings for the validation were made 
by experienced researchers who agreed on a consistent basis of 
assessment in their discussions forming a solid foundation for our 
validation process. We also afrm that classifying haptic feedback 
for a specifc application on the single scales requires a certain level 
of experience with haptic systems, the range of conceivable feed-
back that could be provided, as well as how the scales integrate this. 
To address this, we provide detailed explanations with example clas-
sifcation and justifcations for each scale of the framework as well 
as a full documentation of the 154 example conditions that were 
rated in the supplementary materials for reference. Nevertheless, 
even with potential small diferences in the resulting haptic fdelity 
score by diferent evaluators, the framework is valuable for unfold-
ing the infuence of the diverse parameters that contribute to haptic 
fdelity and provides means for comparing diferent approaches in 
a structured way. 

With this paper we contribute to the general understanding 
of haptic feedback. While we specifcally target VR systems and 
focus on measures of immersion that are closely related to the feld 
of VR, the defnition of Haptic Fidelity and the individual factors 
we identifed could as well be applied in general to all kinds of 

4From the 38 prototypes that were assessed in the analysis, some of the experts had 
personally experienced four systems before. 

haptic feedback systems. However, one characteristic of haptics in 
headset-based VR is that haptic and visual feedback can be provided 
independently, in contrast to haptic feedback in real environments, 
where the visual appearance of haptic devices or passive haptic 
props is usually directly perceived by the user. In line with VR-based 
systems, our framework focuses on aspects of realism of isolated 
haptic sensing, independently of the visual appearance of the used 
artifact. 

Even though one focus of this paper is to fnd a single com-

prehensive measure for Haptic Fidelity to compare systems and 
validate the framework, we emphasize the importance of the indi-
vidual factors that are presented in this paper. They provide the 
means to form a deep and structured understanding of underlying 
concepts of haptic feedback and inform decisions when researching 
and designing haptic feedback systems. Thus, the Haptic Fidelity 
Framework ofers potential to support researchers, designers and 
practitioners in a variety of situations such as making informed de-
sign decisions for haptic feedback and exploring the haptic <design 
space=, estimating potential diferences in perceived realism when 
comparing haptic devices (which in parts could be already possible 
on a concept level before the devices are actually built), fnding de-
tailed explanations for these diferences, improving existing haptic 
devices or addressing the trade-of between realistic and generic 
feedback. 

We acknowledge the following limitations for this work: The 
types of systems that were analyzed for the validation were not 
equally distributed, e.g., there were more conditions with custom-

built controllers and little to no papers with full-body feedback 
systems like exoskeletons. This might be due to the existence of 
less papers on these type of systems and the selection criteria we 
applied. In addition, when the researchers read the papers to rate the 
Haptic Fidelity of systems for our validation, they could have read or 
at least looked at the results section of the papers. Even though we 
encouraged them to not look at results, we did not black them out 
and it would have been possible to read them. Looking at the results 
or even graphs about the perceived realism could have infuenced 
the ratings and introduced a bias in the analysis. Furthermore, there 
might be a general publication bias towards papers with signifcant 
diferences between haptic feedback conditions, which could have 
led to an increased number of papers with large efects for our 
validation. 

7 CONCLUSION 

In this paper we present the Haptic Fidelity Framework providing 
the means for a structured, comprehensive, and in-depth under-
standing of factors that infuence the realism of haptic feedback in 
virtual reality. It allows to assess all types of haptic feedback sys-
tems for VR. The framework describes the level of sensory fdelity 
and the resulting capability to produce realistic or abstract feedback 
in the Haptic Fidelity dimension, containing 14 fne-grained factors. 
A second Versatility dimension represents how specifc the haptic 
feedback of a system is for the particular application or if it is more 
generic and can potentially cover a wider range of applications. 
We validate our framework by applying it to 154 haptic feedback 
conditions of 38 research papers on virtual reality applications and 
compare the Haptic Fidelity score to the reported perceived realism. 
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The results show a strong correlation suggesting that the frame-

work (1) is well suited to assess haptic feedback systems in VR and 
(2) describes the potential of a system to create realistic feedback for 
users. Additionally, we found a strong negative correlation between 
Haptic Fidelity and Versatility indicating that most current feedback 
systems make the trade-of between highly realistic but application-
specifc and more abstract but widely applicable feedback. While 
this framework is based on the assessment of perceptual and tech-
nological immersion efects, the subjective user experience is also 
of immense importance when analyzing haptic feedback systems. 
As current measures, e.g., presence questionnaires, cover haptic 
feedback only to a minimal degree, in future work we aim to de-
velop a dedicated questionnaire assessing the user experience of 
haptic feedback systems. 
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ABSTRACT

Questionnaires are among the most common research tools
in virtual reality (VR) user studies. Transitioning from virtu-
ality to reality for giving self-reports on VR experiences can
lead to systematic biases. VR allows to embed questionnaires
into the virtual environment which may ease participation
and avoid biases. To provide a cohesive picture of methods
and design choices for questionnaires in VR (INVRQ), we
discuss 15 INVRQ studies from the literature and present a
survey with 67 VR experts from academia and industry. Based
on the outcomes, we conducted two user studies in which
we tested different presentation and interaction methods of
INVRQS and evaluated the usability and practicality of our
design. We observed comparable completion times between
INVRQS and questionnaires outside VR (OUTVRQS) with
higher enjoyment but lower usability for INVRQS. These
findings advocate the application of INVRQS and provide an
overview of methods and considerations that lay the ground-
work for INVRQ design.

Author Keywords

Virtual reality; VR; user studies; in-VR questionnaires;
inVRQs; research methods.

CCS Concepts

•Human-centered computing → Virtual reality; HCI de-
sign and evaluation methods; Empirical studies in HCI;
User studies;

INTRODUCTION

The notable rise of a new generation of virtual reality (VR) sys-
tems in recent years opened up new methods and interventions
for researchers across many different areas. These range from
highly immersive stimulus-response studies [36, 60] over spa-
tial navigation [147, 175] and embodied cognition [149, 154]
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to exposure therapies [47, 56, 146], exercising [165, 202], edu-
cation [18,104], work collaboration [7,97], and other forms of
social interaction [5, 99]. Typically, mid- and post-experience
measures are collected via subjective responses on question-
naires [103]. Furthermore, the development and evaluation
of VR experiences for entertainment or serious purposes also
frequently relies on questionnaires. To fill out conventional
paper- or computer-based forms, the subjects need to take off
the head-mounted display (HMD) and change the domain from
virtual to physical reality [83]. This often leads to temporal
disorientation and loss of sense of control [91]. Accordingly,
questionnaire results are likely biased to a degree that is dif-
ficult to quantify and likely varies from case to case. Such
undetermined bias is highly problematic for many types of
research and evaluations.

In contrast to the physical domain, alternate reality technolo-
gies allow for the embedding of questionnaires directly into
the environment. While the transition from VR to answer-
ing, for example, paper-based questions presents a drastic
change of context, embedding question-items in VR offers
an opportunity to stay closer to the context of an ongoing
exposure than out-of-VR research setups and avoid a break
in presence (BIP) [83, 137]. Especially for measures where
the self-reporting needs to be administered as soon as pos-
sible after the treatment and may be especially sensitive to
differences in study setups, such as common measures for
presence [155], immersion [82] or flow [35, 183], it appears
crucial to give careful consideration to the interaction modali-
ties around delivering question-items and gathering responses
in order to foster the adequate interpretation of individual
research outcomes and for fostering replicability.

Schwind et al. observed a higher consistency of self-reported
presence when administering questionnaires in VR. The au-
thors highlight that the effects of using questionnaires in VR
are unclear, pointing out that the commonly applied measures
were not validated for VR studies [159]. These considera-
tions motivate our investigation on questionnaire practices in
contemporary VR user research. We investigate whether au-
thors employ comparable terminology and reflect their choices
with regard to questionnaire presentation and response collec-
tion mechanisms. To date, VR user research does not have
a shared range of common administration procedures, well-
defined classification schemes, or standardized toolkits for
presenting questionnaires in VR user studies that could guide



such considerations and make it easier to contrast against other
work.

To build an understanding of the current practices and to lay
the groundwork for future efforts around developing practi-
cal toolkits, we based this work on the following research
questions:

RQ1 How are questionnaires and individual question-items
applied in contemporary VR user research?
RQ2 What are the considerations around – and possible ad-
vantages of – administering questionnaires in VR?
RQ3 What are appropriate design choices for presentation
and interaction with in-VR questionnaires?

To approach the research questions, we conducted: (i) a lit-
erature review of 123 publications on VR user studies, (ii) a
survey with 74 VR experts, (iii) a preliminary design study to
compare different presentation and interaction methods, (iv) a
user study (n=38) of a revised iteration of our in-VR question-
naire tool, comparing it to a on-screen response system. This
aggregated examination of the literature review and expert
survey allows us to extract a detailed picture of proceedings of
VR user research, compensating for incomplete reporting in
publications and for sampling effects [123]. Based on these in-
sights, we iteratively implemented an in-VR questionnaire tool
and applied it in 2 user studies to investigate design options
and effects of questionnaire administration in VR.

This work focuses on self-reporting methods. Other more
objective measures (e.g. behavioural or biosignals) provide
more reliable data [79] and are less likely to be affected by
BIPs. We also did not take qualitative analyses into account
since the procedures differ notably from quantitative studies.
By providing a coherent survey of questionnaire methods in
VR through a literature analysis, expert interviews, and an em-
pirical investigation of in-VR questionnaire (INVRQ) designs,
our research can inform the discourse around questionnaire
methods in VR research, structure design considerations on
VR user research and also inform the design and implementa-
tion of practical questionnaire toolkits that are relevant to both
research and industry.

STATE OF THE ART

Due to its immersive nature and a wide variety in technical
setups, VR with HMDs requires careful deliberation by re-
searchers aiming to conduct studies with human subjects. In
this section, we review methods and practices for question-
naires in human-subject research followed by a considera-
tion of the VR-specific technicalities around moving between
worlds and their effects on question asking.

Questionnaires in Human Subject Research

Questionnaires are an important source of information for
evidence-based research [12, 45, 103]. They embody self-
reports and therefore gather the participants’ subjective expe-
riences [45]. Question types in surveys can be divided into
unstructured and structured questions [144]. Structured ques-
tions allow for a clear classification of the responses (see [152]
for a more detailed discussion), while unstructured or open-
ended questions allow the subjects to respond freely. This type

of question is more exploratory and allows for a broader under-
standing of phenomena [103], while also requiring more effort
from the respondents. Survey methodologies received much
attention in the literature and their advantages or drawbacks
are widely explored [13, 17, 163]. Reliable (consistency of the
measurement) and validated (measuring the right construct)
questionnaires are vital for reproducible and consistent re-
search [17]. Choi and Pak [32] list 3 groups of potential biases:
design of the question, questionnaire design, and administra-
tion. Question design covers the effects of poor wording, such
as double-barreled questions, negative phrasing or wording
that enforces choices [12, 32, 103]. Biases of questionnaire
design are due to formatting and length of the surveys [4, 32]
as well as length and structure of the questions [23]. Context-
dependent forgetting [1, 58] due to environment change [136]
biases the responses. We argue that especially in immersive
scenarios, a series of random errors can be minimized through
consistent administration of questionnaires. Notably, these
considerations on questionnaire design are typically contex-
tualized against paper-based or screen-based questionnaires
not considering aspects around BIPs or switching between
different realities [159].

Moving Between Virtual and Physical Reality

When individuals are deeply engaged with an activity or ab-
sorbed in a virtual environment (VE), they completely block
out the world around them [35]. Brown and Cairns [26] identi-
fied 3 levels of immersion in games as a scale of involvement:
(i) engagement, the lowest level of immersion, (ii) engross-
ment, when players become emotionally affected by the VR
and (iii) total immersion where players are detached from
reality. This phase is also associated with empathy for the
characters in the game and transfer of consciousness [150] and
is linked to the state of flow [35]. A sudden interruption or
transition between realities can invoke negative feelings and af-
fect the emotional state [91]. Accordingly, assessing presence
during immersive experiences results in more reliable measure-
ments [21, 49]. In contrast to immersion, presence is a state of
mind, describing the feeling of being part of the VE [82, 201].
Presence relies on involvement and immersion [201]. When
“returning” from a state of presence in VEs, a real world task
is impaired to the degree of immersion and one’s ability to
re-engage with the “real world” is decreased [82, 171].

Thus, leaving the VE is likely to interrupt the presence percep-
tion. Schwind et al. [159] investigated the effect of filling out
a questionnaire directly in VR. They replicated their lab in VR
and asked participants to fill out presence questionnaires in
physical reality and in VR after exposing participants to a VE
at varying degrees of realism. Schwind et al. could not find
significant differences of presence between the 2 questionnaire
modalities. However, the data revealed a lower variance and,
thus, higher consistency of the data when the questions were
answered in VR. This is in line with evidence from the litera-
ture that support the assessment of questions in VR [83, 91].

Frommel et al. observed a significant effect on presence when
questionnaires are integrated in the game context [53]. Simi-
larly, Shute discussed how to embed questionnaires into games
without disturbing the game flow [169]. These considerations



With Q, not reported: [2, 15, 16, 20, 27, 30, 31, 33, 34, 38, 42, 43, 50–52,
54,63,67–70,73–76,86,89,90,92,93,95,101,105–107,109–111,115,117,
120,122,124–126,130–132,134,135,139–143,145,151,156,164,167,173,
174, 178–181, 184–186, 188, 190, 192, 193, 195, 199, 200, 204]
OUTVRQS: [3, 8, 29, 77, 84, 94, 98, 114, 121, 138, 157, 162, 176, 177, 187,
191, 196, 197]
INVRQS: [6, 28, 37, 44, 55, 66, 85, 100, 108, 127, 148, 158–160, 198]
Without Q: [9, 11, 19, 22, 40, 59, 71, 91, 133, 153, 182, 194, 205]

Table 1. Overview of all papers reviewed, organized by whether a ques-
tionnaire was used and how it was presented

can guide the choice of adequate levels of embeddedness, and
a general decision whether to remain in VR or to exit VR
when asking study participants to respond to questionnaires or
individual question-items.

LITERATURE REVIEW

For our literature review we searched in digital libraries [10,
80] that host proceedings of high quality conference series
about human-centric methods and VR applications. Namely,
we scanned ACM CHI, ACM CHI PLAY, ACM VRST,
IEEE VR and IEEE 3DUI for the years 2016–2019. We de-
liberately chose this timeframe to gain consistent insights on
contemporary resarch methods and the release of the HTC
Vive in June 2016 [78] substantially changed HMD use in VR
user studies. The search included publications until July 2019,
considering papers categorized with any of the keywords “vir-
tual reality”, “head mounted display”, “virtual environment”,
“user study”, and “questionnaire”. Only papers with abstracts
that mention a VR application with HMDs and explicitly men-
tion some form of evaluation with users or empirical user study
were added to the list.

In total we reviewed and evaluated 123 research papers, see
Table 1. The papers are organized following whether they use
questionnaires for measurement or not. We also categorized
the different representations of questionnaires: in-VR ques-
tionnaires (INVRQ), out-VR questionnaires (OUTVRQ) and
those who did not include a report of the presentation method.

Analysis

To investigate common procedures of questionnaires in VR
user research, we analyzed both the system design and the
study design. We paid special attention to the treatment of
questionnaires or individual question-items and to the descrip-
tion regarding transitions between VR and physical reality.
Further, we looked at the nature of the VR experience. These
factors were considered as discriminatory for VR user research
from classic, less immersive interventions. Each paper was
examined by 2 of the authors. Disagreements were resolved
in discussions.

Uses of VR Hardware

Established desktop VR devices, such as the HTC Vive (63)
and Oculus Rift (42), are most commonly used in the pa-
pers reviewed followed by mobile device powered HMDs, e.g.
Samsung Gear VR (9) and Google Cardboard (4). 3 publi-
cations did not report the device used. The input modalities
and devices used in the VR applications are mainly native
VR controllers (e.g. Oculus Touch, HTC Vive Controller) (49)

Interaction Presentation Questionnaire (Extent)

[6] Gamepad n.a. well-being [44] (SI)
[28] Gamepad HUD (Fig. 1b) well-being [44] (SI)
[37] Orally HUD custom (MI)
[44] Gamepad World (Fig. 1e) well-being (SI)
[55] n.a n.a. presence rating [21] (SI)
[66] VR controller World well-being [44] (SI)
[85] VR controller HUD (Fig. 1a) custom (SI)
[100] VR controller World custom (SI)
[108] Full body n.a. IAT [64] (MI)
[127] VR controller World (Fig. 1d) NASA-TLX [72] (MI)
[148] Freehand n.a. custom (MI)
[158] Freehand World (Fig. 1c) PQ [201] (MI)
[159] VR controller World (Fig. 1f) SUS [189], IPQ [155],

PQ [201] (MI)
[160] Freehand World (Fig. 1c) PQ [201] (MI)
[198] Freehand Body (Fig. 1g) PANAS [96] (MI)

Table 2. Examples of INVRQS with their realization (interaction and

presentation), the questionnaire used and its extent (multi-items (MI) vs.

single-item (SI)), if reported in the publication (n.a. otherwise)

followed by freehand interaction (e.g. Leap Motion or Mi-
crosoft Kinect) (35) and general purpose input devices (e.g.
game controller, keyboard, mouse, stylus, smartwatch, and
touch screen) (25).

Questionnaire Assessment

110 out of 123 papers report having used questionnaires in
their VR user studies. Since the use of VR devices entails de-
sign decisions regarding the presentation of questionnaires and
individual question-items, we surveyed the documentation of
such decisions in the respective papers. 77/110 do not report
how they presented the questionnaires to their users. 13 papers
report that the participants filled out the questionnaire after
leaving the VE but do not describe whether they used paper-
or screen-based questionnaires. 15 papers report on the usage
of INVRQS – either for the whole question asking procedures
in the user-study (3) or in combination with OUTVRQS (12).

Cases of In-VR Questionnaires

15 papers report the use of INVRQS. Some describe the de-
sign in more detail. Figure 1 depicts 7 different realizations
of INVRQS. Kang et al. (Fig. 1a) used a 2D heads-up display
(HUD) overlay with a single question about the user’s motion
perception between multiple trials in their VE [85]. The user
interface (UI) shows a single question with a multi-line ques-
tion text and 3 buttons for answering choices. As input device,
they used a native VR controller [85]. Schwind et al. (Fig. 1c)
included the full 32-item PQ [201]. The participants stayed
in the VE for the whole duration of the study: on average
58.6min [160] and 75min [158]. The authors designed a 3D
floating UI which appears in front of the subjects showing a
one-line text instruction and 4 items on 7-point Likert-scales.
Users select answers and navigate the questionnaire with free-
hand gestures using a Leap Motion [158, 160, 161]. In another
study, Schwind et al. (Fig. 1f) placed single questions on pres-
ence on a virtual PC in the VE, with which a user interacts
with the trackpad of a VR controller [159]. Oberdörfer et
al. (Fig. 1d) presented the NASA-TLX [72] using a virtual
world-referenced representation of the paper-based version.
The users interacted using a VR controller with pointing [127].



(a) Kang et al. [85] (b) Cao et al. [28] (c) Schwind et al. [161] (d) Oberdörfer et al. [127]

(e) Fernandes and Feiner [44] (f) Schwind et al. [159] (g) Wienrich et al. [198]
Figure 1. Examples of different realizations of INVRQ: (a) and (b) present the questionnaire using a HUD, (c)-(f) use a world-referenced questionnaire,

and (g) presents the questionnaire attached to the body.

Wienrich et al. (Fig. 1g) presented a body-referenced INVRQ
[198]. The questionnaire was displayed on a 2D floating UI
with a 20-items PANAS [96] attached to the hand of the vir-
tual character. They combined the in-experience measurement
with further out-VR measurements and oral answering of the
Fast Motion Sickness Scale (FMS) [88]. Fernandes and Feiner
(Fig. 1e) is the earliest example of INVRQS in our sample. The
authors applied a 10-point Likert-scale slider on well-being
where subjects could stop the experiment by selecting the max-
imum value of discomfort [44]. [28] (Fig. 1b), [6] and [66]
adapted this method in their works in different realizations.

All INVRQ designs differ in their presentation (HUD, world-
reference, body-referenced), their extent (single-question vs.
multi-item questionnaire), question-item presentation (text-
based vs. scales) and interaction modality (pointing, free-hand,
trackpad). Table 2 summarizes the variation of the INVRQ
designs. The applications of INVRQS cover questions about
the subject’s well-being, their sense of presence and task-
specific questionnaires, e.g. about task workload or affect.

Discussion

Our literature analysis shows that comprehensive reporting of
questionnaire usage in VR research is frequently neglected.
Only Schwind et al. [159] compare INVRQS and OUTVRQS

and discuss their effects. This indicates that the field may
benefit from building awareness and providing guidelines. We
identified 15/123 cases of INVRQS applied in VR user stud-
ies. The realizations differ substantially in their presentations
and interaction methods. The majority of cases used pre-
sentations that contextualized the questionnaires in the VE,
either attached to the user, or anchored in world space in a
stationary manner. The participants used predominantly native
controllers to interact in VR, directly followed by free-hand
interaction. In order to better contextualize these literature
findings and to collect details about the design of INVRQS and
their potential shortcomings, we discuss a further investigation
through an online expert survey in the following section.

EXPERT SURVEY

To augment the insights gained from the literature review,
we conducted an expert online survey that evaluates general
proceedings of VR user studies and attitudes towards INVRQS.
With this additional analysis of the state of the art, we aimed
to capture an impression of the actual procedures employed
by the researchers independent from possible biases present in
publications with space limitations.

Survey Dissemination and Pre-Processing

We developed a custom survey to capture the general report-
ing of proceedings of VR user studies as well as experiences
and attitudes of the study designers regarding INVRQS. The
complete survey is provided in an OSF project1. Following
informed-consent, it consisted of 22 questions grouped into
5 categories (demographics, general research practice, VR
research practice, INVRQ experience and OUTVRQ experi-
ence). The survey was designed and distributed using Google
Forms. For recruiting expert participants, we extracted a list
of authors from the papers (2016–2018) we analyzed in our
literature review and sent them personal invitations. We also
advertised the survey via social media channels. Over 6 weeks
in July and August 2018, we collected 74 replies.

Since the online survey focused on researchers and VR experts,
we excluded 4 participants who were not directly involved in
VR user studies in the last 24 months and 3 participants who
indicated that they do not generally use questionnaires as mea-
sures in their VR user studies. Moreover, we corrected obvious
spelling mistakes to facilitate accurate counts of established
terms (e.g. hardware or questionnaire names). For anonymized
analysis, we removed time stamps and added unique identifiers
(E1–E74). The reported analysis focuses only on questions
that are most relevant to our research questions.

Analysis

After data cleaning, the analyzed data set consisted of 67 full
set responses. Based on participant indication, we sampled

1https://osf.io/f5qy7/





“My last study took 45 minutes including questionnaires. It
gets very hot and inconvenient under a Vive for such a long
time – especially if it’s your first time” (E71).

Discussion

The responses to the survey indicate that experts generally
appear to have a positive attitude towards INVRQS. Both
our literature review and expert survey demonstrate that there
is no common standard for using questionnaires in VR user
studies. While the reporting of the presentation type of the
questionnaires in the literature is mostly imprecise, our expert
survey did not surface a clear standard method for presenta-
tion. Thus, regarding RQ1, the state of the art for delivering
questionnaires in VR user studies is quite heterogeneous. Also,
we found inconsistencies between the literature analysis and
the online survey: While only 15/123 papers reported on the
usage of questionnaires embedded in VR, 29/67 experts re-
ported that they have tried INVRQS before. Possible reasons
for the contrast between the positive attitude of the INVRQ
user group and the rare reporting of INVRQS are not intu-
itively clear. The difference could indicate that a shift may
be taking place in the community with many applications of
INVRQS not having been published yet. There is, however,
the possibility of increased variance due to publication bias
that warrants control in future work. Alternatively, the authors
of the analyzed corpus may have considered the presentation
type to be irrelevant. In contrast to these outcomes, there are
experts who have a strong opinion against embedding ques-
tionnaires and argue that INVRQS could bias responses. In
response to RQ2, the broad range of reasons provided for or
against using INVRQS indicate technical challenges, imple-
mentation effort, and fear of biases and participant overload.
In the following section we investigate these objections from
the users’ viewpoint and design and evaluate an INVRQ tool.

DESIGN STUDY

Although many guidelines from “traditional” HCI, cf. [41,
168], can be applied to VR, the third dimension brings its own
challenges for UI designers. LaViola et al. [102] point out that
there are no standards for 3D UIs yet, such as the ISO 9241-
110 [81] standards for 2D GUIs. The results from the literature
review and from the expert surveys are heterogeneous and do
not allow for a definite answer of the usefulness and realization
of INVRQS. With regard to RQ3, the goal of this design study
was to identify the most usable interface design.

In-VR Questionnaire Design

Based on the results of our expert survey and general guide-
lines on traditional UIs [41, 168] as well as UIs in VR
[40,62,128,203], we implemented 4 variants of INVRQS. The
interfaces differ in 2 dimensions: anchoring (world-referenced
and body-referenced) and interaction modality (pointer and
trackpad). The world-referenced UI is anchored in the VE and
users can freely move around the interface. A body-referenced
UI is attached to a hand-held controller.

To enhance readability, we applied guidelines from research
and industry which recommend signed distance field fonts [61,
128]. In line with Dingler et al. [40], we used light glyphs
on a dark background. Oculus best practices recommend to

avoid HUDs (cf. Fig. 1a, 1b) in favor of UI elements that are
settled in the VE, as it overcomes the binocular disparity and
allows to contextualize the UI in VR [102,128]. This is in line
with the statements from the experts who applied INVRQS, as
the majority (32/67) implemented questionnaires in the world
space (see Fig. 1c–1f). In contrast to world-referenced UIs,
body-referenced interfaces, as in Fig. 1g, take advantage of
the user’s proprioceptive sense and can significantly enhance
the interaction with the UI [102, 118].

The interaction with the UI varies between a laser pointer – as
Oberdörfer et al. [127] applied for their INVRQS – and a click-
ing interaction where the trackpad of the controller is used
to navigate through the questionnaires, similar to Schwind
et al. [159]). Oculus guidelines [128] suggest a laser pointer
with a visible ray-cast and a cursor projected on the UI as an
appropriate and intuitive method to interact with UI in VR.
This is reflected in general guidelines which suggest better
performance in terms of speed, accuracy and cognitive de-
mand [112, 113, 119]. In contrast, navigating a UI using a
trackpad promises to be more efficient when the UI is close
to the users since they are not required to twist their arms for
aiming.

The 4 designs that emerge from the 2 dimensions anchoring
(world, body) and interaction (pointer, trackpad) cover a wide
range of designs that are applicable to INVRQS. We devel-
oped all 4 designs iteratively following the same usability
guidelines and paying particularly attention for comparability.
Our interface supports continuous values (slider), checklists,
radio lists, drop downs; and switches. The prototype is im-
plemented in Unity3D with OpenVR. Their interaction and
design is demonstrated in the accompanying video figure.

Study Design, Procedure and Tasks

The study has a 2×2 within-subject design where users filled
out INVRQS using the 4 different versions of the interface:
world-pointer (WP), world-trackpad (WT), body-pointer (BP)
and body-trackpad (BT). The order of the condition was coun-
terbalanced using Latin Square. First, the subjects were wel-
comed and informed about the study. The experimenter fit the
HMD (HTC Vive) and explained the interaction in the current
condition with the native controllers. To provide a context to
the VE, we used a sci-fi scene.

To investigate the usability of all response types, we developed
a questionnaire which asks for common knowledge facts to
ask subjects easy-to-answer but objective questions to calcu-
late correctness. Each condition consisted of a questionnaire
that comprised all 5 question types once. Each participant
answered 20 questions in total with each question type once
per condition. After each condition in VR, the participants
took off the HMD and filled out a paper-based System Us-
ability Scale (SUS) [25]. When the participants finished all 4
conditions, the experimenter asked them to put the 4 interfaces
into a ranked order and conducted an interview.

Participants

10 male (age M=29.9, SD=2.9) subjects from a game jam at
the campus participated in the study. For their experience in
VR and as VR developer or researcher, the participants gave









the desk. The comparable duration is consistent with the TLX
ratings for temporal demand and allows to infer that answering
questions in VR does not affect the duration of a user study.

Limitations and Future Work

Our research only investigates the design aspects of the an-
choring and interaction modality with INVRQS. This first step
was essential to establish a convenient INVRQ design that
can be applied in VR user research. Due to small sample size
and non-diverse participants in the pre-study our design rec-
ommendations are not conclusive. However, the high UMUX
scores in the user study confirm the prior results. In future
work, we aim to systematically examine further design options
(e.g. HUDs, freehand interaction) at different degrees of con-
textualization and embeddedness as previous work showed for
games [53, 169] and VR [52, 198].

We only considered a short assessment of an INVRQ
(≈6.5min) at the end of 1 exposure. Future work should
examine the effects of long VR exposures and the effect of IN-
VRQS for repeated between-trials measurements. We also did
not evaluate open-ended questions which allow the subjects to
respond freely, but require sophisticated methods for text-entry
in VR. Although such methods exist [92, 129], they are often
less accurate and efficient than out-VR settings, especially for
untrained users [92]. In future work, we aim to investigate
text-entry and oral assessment of open-ended questions in VR
as [37], [121] and 4 surveyed experts suggested. The slightly
lower UMUX rating suggests room for improvements for the
in-VR questionnaire components and the increased TLX phys-
ical demand and effort, together with participant comments
and behaviour suggest that investigations into “middle-ground”
approaches (e.g. remaining in VR but being seated) could lead
to more practical solutions.

CONCLUSION

Subjective self-reports are frequently used in VR user studies
and administered in the physical domain. This can lead to a
break in presence [83], disrupt the immersive experience [91]
and bias the responses [159]. Embedded questionnaires in
the VE reinforce the association of VR and the subjective
responses. Although different presentation methods of the
questionnaires may affect the results, contemporary research
has no shared agreement or validated assessment methods
of self-reports in VR user studies. This work aggregates the
contemporary body of research, VR expert perspectives and
the user experience of INVRQS.

Our first research question (RQ1) investigates current applica-
tions of questionnaires in VR user research. From the literature
analysis, we identified 15 instances of INVRQS. These few
examples differ substantially in visualization and interaction,
emphasizing the lack of validated surveying procedures in
VR user research. For a comprehensive understanding of the
advantages and challenges of INVRQS (RQ2), we conducted
an online survey with 67 VR experts. 43/67 of researchers
see the importance of embedding questionnaires directly into
the VE. To explore presentation and interaction modalities
suitable for INVRQS (RQ3), we conducted 2 user studies,
in which we first identified world-anchoring and pointing as

most adequate design choices to administer questionnaires in
VR and then contrasted an INVRQ against a common screen-
based OUTVRQ. Although the results show lower usability
and higher physical demand and effort of INVRQS, the rat-
ings are within tolerable range and the majority of participants
stated a positive attitude towards INVRQ.

24/67 of the experts rated the usefulness of INVRQS below
neutral and raised concerns regarding usability (10) and the
required time for answering (5). The high UMUX-scores
and comparable completion time between INVRQS and OUT-
VRQS defy these objections. Moreover, the majority of the
participants (31/38) would choose INVRQS over OUTVRQS.
This result may be partially attributed to a novelty effect of
VR and might weaken with a wider dissemination of VR tech-
nology. Similarly, our online survey showed that 29/67 of
the experts have already applied INVRQS in user studies and
mainly consider them as useful and effective. Based on our
findings from the literature review, the survey and the user
studies, we advocate that presenting questionnaires in the VE
helps the participants to report their experience in a convenient,
non-interruptive manner.

Based on the results from the 4 presented studies we conclude:
(i) researchers should to apply INVRQS in their user studies,
(ii) pointing and world-anchoring are usable ways to realise
INVRQS, (iii) participants prefer using INVRQS over OUT-
VRQS and (iv) researcher should be aware of slightly raised
physical and mental demands when using INVRQS.

Similar to the establishment of standardized questionnaires
that are empirically validated, we propose moving towards
standardizing questionnaire implementation and presentation
methods in VR, similar to a quasi-standardization that has al-
ready occurred in more traditional screen-based questionnaires
due to the prevalence of selected survey tools, such as Google
Forms or LimeSurvey [57]. Future work will need to seek for
comparative experimental evidence on how the questionnaire
modality affects the reliability of the the measurements. As
with most design choices, there is no absolute right or wrong.
However, researchers should be aware how their measurement
methods influence the data. This research lays the ground-
work for a design theory of INVRQS to provide validated and
standardized methods of question-asking in VR.
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Challenges of controlling the
rotation of virtual objects with
variable grip using force-feedback
gloves

Michael Bonfert1*, Maiko Hübinger2 and Rainer Malaka1

1Digital Media Lab, University of Bremen, Bremen, Germany, 2University of Bremen, Bremen, Germany

Some virtual reality (VR) applications require true-to-life objectmanipulation, such

as for training or teleoperation. We investigate an interaction technique that

replicates the variable grip strength applied to a held object when using force-

feedback gloves in VR. We map the exerted ûnger pressure to the rotational

freedomof the virtual object.With a ûrm grip, the object’s orientation is ûxed to the

hand. With a loose grip, the user can allow the object to rotate freely within the

hand. A user study (N = 21) showed how challenging it was for participants to

control the object’s rotation with our prototype employing the SenseGlove DK1.

Despite high action ûdelity, the grip variability led to poorer performance and

increased task load compared to the default ûxed rotation. We suspect low haptic

ûdelity as an explanation as only kinesthetic forces but no cutaneous cues are

rendered. We discuss the system design limitations and how to overcome them in

future haptic interfaces for physics-based multi-ûnger object manipulation.

KEYWORDS

object manipulation, haptics, force feedback, virtual reality, XR, dexterity

1 Introduction

When we encounter objects in virtual reality (VR), we intuitively attempt to handle the

virtual objects as if they were real. We must soon realize that our manual abilities in VR are

comparatively limited. However, it is essential in some VR applications to reproduce reality

with high ûdelity. For example, the simulation of interactionsmust be as realistic as possible for

training motor skills, such as in medicine, manufacturing, or engineering, but also for robot

and surgery teleoperation, digital twins, digital marketing, or mixed reality. These use cases

require a precise one-to-onemapping of the users’ actions to the virtual hand enabling true-to-

life object manipulation. To simulate the astonishing dexterity of the human hands, the control

over an object must go beyond having it glued to the virtual hand as a single-point effector.

With current VR systems, when we hold a virtual object and move or turn our hand, the

movement and rotation are often transferred directly to the object. The object’s possible

orientations are thus limited by how far we can revolve our hand. Beyond this extrinsic

movement of turning the entire hand, we would control a real object with intrinsic movements,

i.e., use our ûngers to adjust how we hold it within our hand (Elliott and Connolly, 1984).

We can impact a held object through the pressure we apply to it.With our grip, we determine

how our skin and the object’s surface interact. For example, when holding an object with only

gentle pressure, we can let it slip through our ûngers. This has been virtually recreated with a

haptic device that renders the tangential forces of the sliding object to the user’s ûngertips (Kim

et al., 2022). Previous work also explored the possibilities of applying pressure as means of input.
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Using squeezing actions on haptic devices has been investigated in

abstract ways, e.g., when holding a smartphone (Yabe et al., 2017;Quinn

et al., 2019), and with pinch gestures in mixed reality applications

(Schmitz et al., 2022), but also for basic object manipulation (Achibet

et al., 2014). Previous work also addressed the experience of object

elasticity in VR by exerting pressure on the deformable object with

controllers (Tsai et al., 2019), via a proxy (Ryu et al., 2020), or with

force-feedback gloves (Coquillart et al., 2004).

In this work, we expand on the interaction technique proposed by

Bonfert et al. (2019), which considers the grip applied to a held object

using controller-based systems. By varying the grip strength, the object

can be held loosely, allowing it to rotate freely between the ûngers, or it

can be grasped ûrmly, which transfers the hand’s rotation directly to the

object. This grip variability affords control over additional rotational

degrees of freedom. Without it, users must release and grasp the object

again in the desired orientation, called clutching (Zhai et al., 1996). The

affordances of grip variability inûuence our everyday tasks in various

situations—often subconsciously—e.g., when moving a full glass, using

a screwdriver, screwing in a light bulb, or ûdgeting with a pen. Imagine

moving a glass of water from a higher shelf to a table without gravity,

ensuring the opening is always level to the top. The control over the grip

strength allows a ûexible grasp with automatic vertical alignment so that

nothing is spilled. In other situations, we rely on an object’s inertia to

change its rotation. For example, we would intuitively swing a book in

an upright orientation by leveraging its momentum with a loose grip

before putting it on a shelf. Virtually reproducing these natural grip-

based hand manipulations could beneût use cases that require high

interaction ûdelity. Beyond realistic interactions, a variable grip can

compensate for inadequate object orientations due to the initial grasp,

e.g., to ûnely adjust the angle between the hand and a virtual hammer or

knife.

An evaluation of the interaction technique showed advantages in

terms of user satisfaction, intuitiveness, and realism with a slight

decrease in the task load (Bonfert et al., 2019). This study used a

controller-based system with HTC Vive controllers for input. Users

set the grip strength with the trigger or grip buttons depending on

the experiment condition. The abstract button actions must be

mapped to the intended virtual actions of controlling an object,

which was found to increase mental demand (Bonfert et al., 2019).

The interaction technique was implemented for the Valve Index

controllers in a follow-up study by Pedersen et al. (2023). The user

can grab virtual objects with these controllers by enclosing and

pressing the controller’s handle. The pressure applied to the handle

was interpreted as direct input for the grip strength applied to the

object. This removed the need for mapping, which increases input

ûdelity. In line with previous ûndings (Bonfert et al., 2019), an

evaluation showed that the interactions with variable grip were

considered the most realistic, slightly slower, and with no difference

in the TLX ratings. Only the higher usability could not be conûrmed

in this study (Pedersen et al., 2023).

1.1 Finger-based manipulation with force
feedback

For applying pressure to something virtual, rendering a

resistance force from the object’s surface is helpful. There is a

rich history of research on haptic devices providing kinesthetic

forces to the user’s hand and ûngers (Massie and Salisbury, 1994;

Hirota andHirose, 1995; Bouzit et al., 2002; Minamizawa et al., 2007;

Endo et al., 2011), typically for translational manipulations, shape

exploration, or weight simulation. A recent survey on glove-shaped

haptic devices that render force feedback details different designs

and their characteristics (Wang et al., 2019).

VR systems with force-feedback gloves provide precise hand

poses with input actions from the individual ûngers. This direct

form of grasping exactly resembles the hand movements of handling

real objects. Additionally, the user is provided with haptic feedback

that simulates the object’s resistance when pressing against its

surface. The user can vary the ûnger pressure to adjust the grip

strength as illustrated in Figure 1. Thus, the proposed interaction

technique combines isomorphic control over object selection and

movement with isometric control over rotational freedom. The

higher input and feedback ûdelity of using force-feedback gloves

might enable a more natural control over a held object. Therefore,

we developed a system that enables the user to control the rotation of

virtual objects with variable grip through a dorsal-based SenseGlove

DK1 with force feedback, as shown in Figure 1. In a quantitative user

study (N = 21), we evaluated the users’ experiences with the system

regarding placement accuracy, the time needed, the number of

grasps, self-reports on task load, perceived object control, and

aspects of presence. In a pick-and-place task, users moved

36 objects to a target area with a given position and orientation.

Although we anticipated higher perceived realism and user

satisfaction with similar performance, we found disadvantages of

providing grip variability. The participants performed poorly and

reported a high task load even in the baseline condition. We discuss

the experiment outcome and provide possible explanations why the

interaction technique fell short of expectations. We derive

opportunities for future research that builds on our experiences.

Overall, we contribute a system design that advances the interaction

technique of grip variability to glove-based interaction, as well as the

results and lessons learned from an initial prototype evaluation for

ûnger pressure-based object manipulations in VR.

2 System design

We built an interaction system for our user study using the

SenseGlove DK1 VR gloves (SenseGlove, 2023). This exoskeleton is

grounded on the back of the hand and connected with Velcro straps

to the ûngertips. It weighs 300 g per glove. The DK1 can restrict each

ûnger’s inwardmovement to simulate the contact force of an object’s

surface. It can only inhibit ûnger movement but not alter its

position. Cables run from the glove’s base up to each ûnger

segment’s tip and through the segment’s joints. Applying a brake

force on the cable prevents the ûnger from moving further inwards

(ûexing). The hand position is captured with an HTC Vive Tracker.

The glove precisely tracks the ûngers’ pose and movements. In order

to create the 3D representation of the glove, the angles of the four

linkages of each segment are measured at a rate of 120 Hz and a

resolution of 0.35°. Based on this, the SenseGlove software calculates

the brakes’ resistances. For each ûnger, a maximum force of 40 N

can be applied at the ûngertip which can be updated at a rate of up to

200 Hz and a resolution of 100 steps of force (SenseGlove, 2019).

The resistance increases when a collider on the ûngertip approaches
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and interpenetrates an item. A maximum penetration depth and a

force value for the maximum depth can be conûgured for the item.

Based on that, a force value is calculated depending on how deep the

collider is interpenetrating the item.

For the experiment, we used a Valve Index headset. The virtual

scene was a hobby workshop with a workbench. The research question

is on interactions with high simulation ûdelity in terms of physical

realism, so we aimed for photo-realistic objects. It was built in Unity

2020.3.23f1 using the SteamVR Unity Plugin v2.7.3 (SDK 1.14.15) and

the SenseGlove Unity Plugin v2.3.1. We modiûed the plugin’s grasping

interaction for the different experimental conditions. When the user

reaches for an object, it is ûrmly attached to the hand as soon as enough

ûngers touch the surface and press against it. As the SenseGlove

interaction system necessarily attaches the held object in ûxed

relation to the hand, we spawn a copy of the object at grasp. The

copy is fully visible and seems to the user like the object that is actually

being held and manipulated. Directly after grasping, it is aligned with

the original object and will always follow its position. But when using a

loose grip, the copy’s orientation deviates from the original orientation

due to gravity. It can rotate in any direction and neither collides with the

original object nor the hand, thus potentially penetrating the hand

model. The potential hand penetrations reduce simulation ûdelity, but

this design decision allowed more rotational freedom increasing the

interaction technique’s utility. Depending on how the object was

grasped initially, the behavior is also better predictable when

enabling interpenetration. As the object’s copy is visible to the user,

the original instance of the object is invisible while it is grasped. The

original shape still provides force feedback to the ûngers. Hence, the

resistance forces do not ûuctuate while the object’s copy is rotating, as

the held object always remains in its original orientation relative to

the hand.

For controlling the object’s freedom of rotation, we interpreted

the glove’s resistance force as pressure against the object’s surface.

The softer the grip, the more freely the object can rotate within the

hand. A loose object rotates with three degrees of freedom around an

anchor point in the middle between the ûngertips of the thumb and

index ûnger, marked with an x in Figure 2. While an axis as the

center of rotation would be more realistic in most cases, given the

grasp with an opposing thumb, it would also restrict the versatility

and predictability of the interaction technique. Therefore, the

object’s rotation was not constrained in any direction when

grasped softly. More pressure restricted the rotational freedom

until fully locked to the hand’s rotation using a ûrm grip.

We implemented this mechanism in Unity with a Conûgurable

Joint attached to the held object and connected to the copy of the

object, which feels rather rusty or slack depending on the Slerp

Drive–Position Spring parameter. The lower the position spring

value is, the less the copy object resists gravity; hence, the more it

can deviate from the original object’s orientation. This is visualized

in Figure 2. The object’s elasticity was not considered for the

calculations. Consequently, ûexible objects (such as the milk

carton in the user study) did not soften or yield when grasped

ûrmly.

After pilot testing, we found that the perceived control over the

grip input was not as precise as hoped. When trying to grip it as

gently as possible, the object was at risk of falling. Therefore, we

simpliûed the interaction design to binary grip states: above 80% of

ûnger pressure, the rotation was locked; below that, rotation is

possible with slight resistance. This was visualized to the user with a

bar above the hand that was ûlled with higher pressure. Beyond the

threshold, it changed from a green to a red area indicating the ûrm

grip, as shown in Figure 3. It was visible when holding an object in

the condition with variable grip. Further, for varying the grip

strength, we initially considered the pressure input of all ûngers.

After this turned out unreliable in informal testing, we only used the

thumb and index ûnger pressure to control the grip. Nevertheless, all

ûngers still received force feedback.

3 Study design

We evaluated our proposed interaction technique in a user study

with 21 participants. The pick-and-place tasks in the experiment are

inspired by the study by Bonfert et al. (2019), but the study design

has been adjusted. The experiment had a within-subject design

comparing the two conditions ûxed grip and variable grip. In the

condition with a ûxed grip, the users experienced a standard

interaction design of attaching an object ûrmly to the hand when

grasping it. The object’s rotation is directly linked to the rotation of

the hand. To change the angle between the object and the hand, the

user must release the object and grab it again. In the condition with

variable grip, the user experiences our new interaction technique

that allows dynamic control over the object’s rotation. Adjusting the

strength with which the ûngers press against the virtual object either

ûxes the rotation as in the other condition or releases the object to

rotate freely. With a loose grip, the object’s center of mass would

FIGURE 1

A user changes the orientation of a virtual soup can. Left: The SenseGlove DK1 is attached to the user’s ûngers providing force feedback along the

can’s shape. Right: (A) The user applies a ûrm grip. Thus the rotation of the can is ûxed. (B)When the user loosens the grip by reducing the ûnger pressure,

the can swings downwards due to gravity. (C) The can stays in a level orientation. Created with Unity Editor® . Unity is a trademark or registered trademark

of Unity Technologies.
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rotate downwards following the gravitational pull, independent of the

hand’s rotationalmovement. All participants tested both conditions in

counterbalanced order. Although including two additional conditions

with the controller-based implementations from Bonfert et al. (2019)

would have been interesting for comparison, we refrained from

prolonging the study further due to the already required time,

object manipulations, and ûlled questionnaires.

3.1 Tasks

The participants were asked to pick up various objects and move

them to a target in two tasks per condition. The objects needed to be

placed in the correct location, with a deviation of less than 3 cm, and

with the correct orientation, deviating less than 20°. In task A, six

cans had to be moved to a target. The poses (position and

orientation) of both the start and the target were identical for all

six cans. This resulted in repeated measures with similar trajectories.

After a can was correctly placed within the thresholds, it would

disappear after 0.5 s, and the next one would appear. In task B, three

types of objects were moved: cans, books, andmilk cartons, as shown

in Figure 4. Four instances of every object type had to bemoved from

different starting poses to the identical target pose, as illustrated in

Figure 5. The wide range of starting poses required the users to vary

trajectories and rotations between the objects. While the starting

FIGURE 2

Forces and constraints during the interaction: forces in reality fr
→

from the ûngers pressing against the glove (cyan), virtual gravitational force gv
�→

(magenta), the swinging motion of the object due to gravity (green), virtual anchor point x from the conûgurable joint around which the object rotates

(green), and the virtual counter force decelerationv

������������������→

from the slerp drive component slowing down the swingingmotion. Created with Unity Editor® . Unity

is a trademark or registered trademark of Unity Technologies.

FIGURE 3

The indicator above the user’s hand visualizes the grip strength applied to the object. The user grasps the object ûrmly when the bar is ûlled to the red

area. Created with Unity Editor® . Unity is a trademark or registered trademark of Unity Technologies.

FIGURE 4

The three object types used in task B of the experiment: a can

(diameter of 11 cm, 10 cm high), a book (20 cm × 14 cm x 4 cm), and a

milk carton (baseof 7 cm×8 cm, 16 cmhigh). CreatedwithUnity Editor® .

Unity is a trademark or registered trademark of Unity Technologies.
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poses were identical for all participants, the order of the objects was

randomized. However, each participant had the same order for both

conditions. The order of the tasks was counterbalanced. In total,

756 object manipulations were measured ((6 Task-A objects+12

Task-B objects)*2 conditions * 21 participants). After cleaning the

data from outliers (3*IQR) and system errors, 654 valid cases could

be used for analysis. Due to the repeated-measures design, 287 pairs

yield valid data in both conditions.

3.2 Procedure

After giving informed consent and ûlling in a demographic

questionnaire, the participants were introduced to the VR

equipment, including the headset and force-feedback glove. Only

one glove was used to prevent bi-manual interactions. For increased

comparability, all participants used the right glove and were right-

handed. They entered a virtual workshop environment with tables

and shelves where the tutorial and experiment took place. Tooltips

with instructions and explanations guided them through the process.

Before each condition, the participants could test the interactionmode

in a tutorial until they felt conûdent and demonstrated proûciency in

both interaction modes with all three items. Then, they performed

both tasks and ûlled in the questionnaires, followed by the same

process in the other condition. The questionnaires included the

Presence Questionnaire by Witmer and Singer (1998), the raw

NASA TLX by Hart and Staveland (1988), and ûve custom

questions. The following custom items were rated on a scale of

1–7, with the labels in brackets.

1. Compared to the real world, how PRECISELY could you place

objects in the demanded location and orientation? (much less

precisely to much more precisely)

2. Compared to the real world, how FAST could you place objects in the

demanded location and orientation? (much slower to much faster)

3. I was aware of how tight I was gripping the items. (strongly

disagree to strongly agree)

4. I could develop a sense of how tight I was gripping the items.

(strongly disagree to strongly agree)

5. I could move and rotate the items as I expected. (strongly disagree

to strongly agree)

They were integrated into the virtual environment and operated

with an HTC Vive controller given to the participants in their free

hand. Following the recommendations by Alexandrovsky et al.

(2020), the in-VR questionnaires avoided interrupting the VR

experience and might improve data quality. After the measurements,

the participants could return to the tutorial and keep testing

the technology. In the end, a semi-structured interview over

approximately 5 minutes was conducted. The experiment,

questionnaires, and interviews were held in English. If preferred by

the participant, the interview was held in German. In total, the

experiment took approximately 45 min on average.

3.3 Sample

The sample was recruited on the university campus with

email, leaûets, and word-of-mouth advertisements. There was no

FIGURE 5

The steps ofmoving an item to its target in taskB. There is one item tobemoved at a time. Eachof the twelve itemswill appear in an individual orientation

and point, although these poses are predeûned and equal between thedifferent trials. A reference that does not physically interfere is placedbehind the target

area so participants can derive the desired orientation. Created with Unity Editor® . Unity is a trademark or registered trademark of Unity Technologies.
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ûnancial compensation for participating. 21 people participated

in the experiment, of which six self-identiûed as female and 15 as

male. Their age ranged from 15 to 61, averaging 27.3 years. All

participants were right-handed and used the right glove for the

experiment. Nine participants had never used VR before the

experiment, and only two used VR at least every month. Four

people reported feeling moderately or very experienced with VR,

seven little, and ten not at all. Ten participants had used VR

controllers before, of which eight used them for object

manipulation. Only four have already used some form of hand

tracking, such as gloves or optical ûnger tracking, of which three

used it for handling objects. Thus, it was the ûrst time for

18 participants to use a glove to move around objects.

3.4 Data analysis

All statistical tests are calculated with an alpha level of .05,

Bonferroni-Holm-corrected, and two-sided assuming any

difference between the conditions. The distribution of the

metric data from the performance measurements deviates from

normality according to the Shapiro-Wilk-Test (p = [0.001 ..

0.061]). Therefore, we used the non-parametric Wilcoxon

signed-rank test to ûnd group differences. It was also used for

the ordinal data collected in the questionnaires. The effect sizes are

reported as matched pairs rank biserial (rrb) and can be interpreted

as a correlation coefûcient. We checked the internal consistency

with reliability analysis because the custom questionnaire items are

not validated as standardized scales. The tests yielded Cronbach’s

Alpha values of α = .71, indicating that the single items describe the

same underlying concept. The cleaned quantitative data with test

reports are available in a repository on OSF (see section 6). The

qualitative data from the semi-structured interviews were analyzed

unsystematically to identify relevant insights that might explain

the quantitative ûndings.

4 Results

Overall, the participants performed better in the ûxed grip

condition. The distributions of the performance data are shown

in Figure 6. The translational accuracy of placing the objects on the

targets was higher with a ûxed grip (Medianf = 8mm offset ± SDf =

6mm) than with a variable grip (Mdnv = 9 ± 7mm). Hence, the

distance from an object to the target’s center was 1mm smaller,

which is statistically signiûcant with a small effect size (Z = − 2.4, p =

.015, rrb = − .17). The rotational accuracy was also higher with a ûxed

grip (Mdnf = 4.2° ± 5° deviation, Mdnv = 6.1° ± 5.6°). The difference

of 1.9° in orientation accuracy is signiûcant with a small effect size

(Z = − 3.2, p < .005, rrb = − .22). Further, the participants needed less

time to successfully place an object when using a ûxed grip (Mdnf =

3.8 ± 2.3 s,Mdnv = 5.2 ± 3.6 s). This 1.4 s difference is signiûcant with

a large effect size (Z = − 3.4, p < .005, rrb = − .57). Similarly, the

participants needed fewer attempts with a ûxed grip (Mdnf = 1 ± 1.1

grasps per object, Mdnv = 2 ± 1.5 grasps), which is a signiûcant

difference with a medium effect size (Z = − 4.6, p < .005, rrb = − .43).

The interaction technique with a ûxed grip was generally rated

better in the questionnaires. The overall score of the Presence

Questionnaire (Witmer and Singer, 1998) and also its subscores

showed no group differences (p > .805), except for the subscale

interface quality. Here, the participants rated how much the

interface interfered with the task with a signiûcant advantage of

using a ûxed grip (Mdnf = 12 ± 2.4,Mdnv = 10 ± 2) showing a large

effect size (Z = 2.9, p = .018, rrb = .77). While the raw score of the

NASA TLX (Hart and Staveland, 1988) indicates a lower workload

of using the ûxed grip (Mdnf = 41.7 ± 9, Mdnv = 43.3 ± 6.4), this

difference is not signiûcant after Bonferroni-Holm correction (p =

.092). However, there are signiûcant differences with large effect

sizes for the items mental demand (Z = − 3.1, p = .014, rrb = − .89),

performance (Z = − 3.0, p = .018, rrb = − .76), and frustration (Z = −

2.9, p = .02, rrb = − .78), each with higher demands for variable

grip. The distributions of the most insightful TLX items are shown in

FIGURE 6

Violin plots for the performance data on participants’ average grasping duration, rotational offset, translational offset, and grasping attempts per

condition.
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Figure 7. Only one of the custom questionnaire items was rated

signiûcantly differently. Participants gave a higher rating on whether

they “could move and rotate the items” as they expected (Mdnf = 6 ±

1.2, Mdnv = 5 ± 1.5) with a large effect size (Z = 2.9, p = .018,

rrb = .79).

5 Discussion

The study results showed a poorer performance with the grip

variability in a virtual pick-and-place task using a force-feedback

glove. The object placement was slightly less accurate, but the study

participants needed 40% longer and considerably more grasping

attempts to move an object. This is in line with previous research on

controller-based systems in which varying the grip of a held object

was found to take more time and sometimes additional grabs

(Bonfert et al., 2019; Pedersen et al., 2023). In contrast to the

outcome of this experiment, grip variability with controllers was

reported to be more intuitive, easier to control, andmore satisfactory

(Bonfert et al., 2019), as well as more realistic (Bonfert et al., 2019;

Pedersen et al., 2023), compared to the condition with a ûxed

grip. However, when using a force-feedback glove with a variable

grip, participants reported higher mental load and frustration,

inferior perceived performance, and less agency over the object

behavior.

There are several possible explanations for these unexpected

results. One reason for the poor performance and ratings of the

proposed interaction technique might be the general difûculties in

handling objects with the SenseGlove DK1 as an early development

prototype. Considering the simple task, we measured relatively high

TLX scores and slow placement even in the baseline condition with a

simple pick-and-place task. According to interview feedback, many

users did not feel conûdent using the glove.

Its force feedback mechanism posed a severe limitation in the

experiment as the rendered forces depend on the angle at which a

ûnger presses against the surface. A perfectly perpendicular angle

results in appropriate resistance, but the more oblique the ûnger

touches the surface, the higher the chance of no or unexpected

feedback. While this is already confusing with the ûxed-grip

baseline, it is even more confusing with a variable grip. A change

in pressure against the surface controls the change between a ûrm

and a loose grip. If the resistance from the surface is unexpected and

inadequate, it is impossible to utilize it for intuitive control over the

grip strength. As another mechanical restriction of the SenseGlove

DK1, the applied pressure can only be approximated from the

glove’s generated resistance. Readings from pressure sensors at

the ûngertips might provide more accurate data and allow ûner

control over the grip strength.

Another reason might be our sample with many novice users.

18 out of 21 participants have never used hand tracking for object

manipulation before. Already challenged by the glove’s behavior,

they mostly restricted their actions to the simpler ûxed grip, which

resulted in a more predictable outcome, even if it required more

manual movement and inconvenient hand poses. Similar to an

interaction technique with continuous variable grip tested by

Bonfert et al. (2019), in which the grip strength was set with a

controller’s trigger button, the grip adjustment with the glove was

too delicate. Due to the steep learning curve, participants assumed

they could have performed better with considerably more practice

and might then ûnd it helpful.

From our observations of the experiments and statements in the

interviews, we suspect one more reason for the slower object

handling times of the variable grip. The unsteady grasp of the

variable grip mode caused more items to be accidentally dropped

by the participants, which naturally resulted in longer handling

times on average because the items had to be grabbed again.

FIGURE 7

Selected violin plots for the NASA Task Load Index raw score and the items mental demand and effort per condition.
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Nonetheless, once the users established a secure grasp, moving the

item along the required trajectory and placing it down was not

observed to be slower with the variable grip.

An additional limitation of our implementation was the visual

indicator of the currently applied grip strength. Participants

described it as rather distracting than helpful. Alternative cues

might be considered in future work, but ideally, the only visual

indicator necessary is the observed object behavior. Ideally, users

should be able to feel the object’s state only from haptic feedback in a

system reproducing grip-based manipulation of real objects with

high interaction ûdelity.

An improved physics simulation with the reliable rendering of

kinesthetic forces might enable more conûdent control over holding

the object. However, even when rendered perfectly, it might be

insufûcient for users to intuitively control the applied grip strength.

Surface-ûnger interaction involves other physical forces imperative

for high haptic ûdelity (Muender et al., 2022). When handling real

objects, humans are excellent at maintaining a balance between a

grip strong enough to prevent slipping yet not excessively powerful

(Westling and Johansson, 1984). However, to achieve this, we

interpret the frictional sensation at the ûngertips (Cadoret and

Smith, 1996), which our prototype does not render. When

gripping an object, the frictional condition is informed by

tangential, not kinesthetic forces (Augurelle et al., 2003) such as

skin stretches. If cutaneous cues are missing, as studies have shown

using local anesthesia, people also drop real objects or use an overly

powerful grip because their mental model of the held object’s

physical properties is insufûciently informed (Westling and

Johansson, 1984; Augurelle et al., 2003).

Overall, the presented study has not shown that mapping the

ûnger pressure with force-feedback gloves to the grip strength of

handling virtual objects would, in principle, be an undesirable

solution. We have not yet demonstrated the potential we

anticipate when using hardware with more accurate actuation,

sophisticated force vector estimation of individual ûngers, and

additional cutaneous feedback.

5.1 Future work

Therefore, supporting tactile cues beyond kinesthetic forces

must be considered for multi-ûnger object manipulation when

controlling grip strength. Shear forces, friction, slip, or contact

forces have been shown to improve reproducing real-world

haptic experiences (Girard et al., 2016; Whitmire et al., 2018;

Salazar et al., 2020; Kim et al., 2022). Also, the impact of their

combination with kinesthetic feedback from gloves would be

insightful. The ideal prototype for exploring the beneûts of

natural grip-based object manipulation would render detailed

tactile cues, rely on complex physics calculations comprising the

individual pressure of all ûngers, afford dynamic and continuous

grip, and avoid interpenetration of the object and the hand.

While in this study, we explored using the interaction technique

for objects with physically realistic behavior, it could also be applied

with no gravitational forces in use cases that demand ûexible control

over the rotational degrees of freedom without clutching. By

deactivating gravity for the held object, its orientation can be

ûnely adjusted in any direction without the vertical pull of

gravity. This could be useful in educational training, e.g., for

surgery or assembly tasks. In addition to the performance

indicators, user satisfaction and comfort of hand poses could be

operationalized more informatively.

Aside from interactions with force-feedback gloves,

improvements in optical hand tracking and rich mixed-reality

applications offer intriguing opportunities for similar interaction

techniques. For this, there is a need for complex physics-based

simulations that infer object behavior from the position and

properties of the individual ûngers (Höll et al., 2018). As the

contact points between ûngers and surface change according to

how the object moves within the hand, the adaption of the grasping

pose must be determined dynamically, as previous work explored for

freehand grasping (Dalia Blaga et al., 2021).

6 Conclusion

We present a system that allows the user to control the rotation of a

held virtual object by adjusting the pressure of the ûngers on the object’s

surface, hence, varying the strength of the grip. The prototype was

realized with the dorsal-based SenseGlove DK1 providing force

feedback to the individual ûngers. Thus, in contrast to previous

work, the system directly maps how strongly the user presses

against the glove’s resistance to how ûrmly the object is being held.

Although we expected amore intuitive and efûcient execution of a pick-

and-place task, the evaluation shows that users need more time and

more attempts, experience a higher task load, and perceive less agency

over the object. Technical limitations and theoretical considerations

provide explanations and outline possible next steps in research on the

dexterous multi-ûnger manipulation of virtual objects.
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Triggermuscle: Exploring Weight
Perception for Virtual Reality Through
Adaptive Trigger Resistance in a
Haptic VR Controller
Carolin Stellmacher 1*, Michael Bonfert 1, Ernst Kruijff 2 and Johannes Schöning 3

1Faculty of Mathematics and Computer Science, University of Bremen, Bremen, Germany, 2Institute of Visual Computing, Bonn-

Rhein-Sieg University of Applied Sciences, Sankt Augustin, Germany, 3School of Computer Science , University of St. Gallen, St.

Gallen, Switzerland

It is challenging to provide users with a haptic weight sensation of virtual objects in VR since

current consumer VR controllers and software-based approaches such as pseudo-

haptics cannot render appropriate haptic stimuli. To overcome these limitations, we

developed a haptic VR controller named Triggermuscle that adjusts its trigger

resistance according to the weight of a virtual object. Therefore, users need to adapt

their index ûnger force to grab objects of different virtual weights. Dynamic and continuous

adjustment is enabled by a spring mechanism inside the casing of an HTC Vive controller.

In two user studies, we explored the effect on weight perception and found large

differences between participants for sensing change in trigger resistance and thus for

discriminating virtual weights. The variations were easily distinguished and associated with

weight by some participants while others did not notice them at all. We discuss possible

limitations, confounding factors, how to overcome them in future research and the pros

and cons of this novel technology.

Keywords: haptics, virtual reality, weight perception, adaptive trigger, controller design, psychophysics

1 INTRODUCTION

Grabbing objects in reality provides humans with a haptic sensation of weight (Loomis and
Lederman, 1986). Muscles, tendons and skin receptors sense the gravitational pull through
proprioceptive and cutaneous stimuli (McCloskey, 1974; Brodie and Ross, 1984) and enable the
natural perception of weights. Users of consumer virtual reality (VR) systems, however, cannot
experience the same haptic weight sensation when grabbing virtual objects. Current consumer VR
controllers are unable to render appropriate haptic feedback associated with weight, leaving users

with identical haptic weight perception of virtual objects. In many cases, only visual cues are
ambiguous and insufûcient in conveying weight information. This limits a natural and realistic
experience of weight in VR and results in a discrepancy between what users are familiar with from the
real world and what they experience in virtual environments (VE).

Handheld controllers are typically used in consumer VR systems. With increasing consumer
attention, these lightweight andmobile VR controllers becomemore relevant for designing interactions
in VEs. They offer various components to register user input such as buttons, a trigger, or a trackpad,
which provide users with different techniques to interact with the VE. However, to provide a haptic
response during the interaction (e.g., the weight of a virtual object), current state-of-the-art VR
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controllers such as the HTCVive or Oculus Touch controllers only
offer vibrotactile rendering. This prevents users from having an
appropriate haptic experience. It also rules out haptic feedback,
which is speciûc to user input. To nevertheless enhance weight

perception with consumer VR controllers and to overcome their
current hardware limitations, pseudo-haptics were explored. This
software-based approach manipulates the control/display (C/D)
ratio between a user’s hand movements and the rendered position
in the VE during a lifting motion (Rietzler et al., 2018). This
sensation of weight is caused by the user’s arm movements being
ampliûed when lifting heavier virtual objects with the controller.
This effect was also observed when users lifted physical props in
VR (Samad et al., 2019). While this method enables conveying a
sense of weight in current consumer VR, it cannot resemble an
actual haptic sensation of weight since users only receive visual

feedback, but no haptic weight information.
Other researchers have addressed the hardware limitations of

haptic weight rendering by proposing various lightweight and
mobile VR devices. For such ungrounded haptic devices, it is
particularly challenging to provide proprioceptive information
as they cannot generate externally grounded forces that act on
users. As an alternative, cutaneous stimuli are often used as a
substitute to offset the lack of force feedback. For instance, a
simulation of muscular grip forces is imitated through skin
deformation at the ûnger pads of the index ûnger and thumb
(Minamizawa et al., 2007a; Schorr and Okamura, 2017; Suchoski

et al., 2018) or through skin stretch with asymmetric vibrations
(Choi et al., 2017). Other wearable technology utilises electrical
muscle stimulation to resemble a proprioceptive sensation by
artiûcially pulling the user’s arm downwards (Lopes et al.,
2017). Other research has explored handheld devices with
liquid-based haptic feedback to simulate the weight of ûuid
objects (Cheng et al., 2018), shape-changing abilities to provide
haptic feedback through air resistance (Zenner and Krüger, 2019)
or weight-shifting abilities (Zenner and Krüger, 2017) to generate
haptic sensations for weight.

While these proposed haptic interfaces have succeeded in

enhancing weight perception in VR, they are either designed

for speciûc cases, rely on complex and expensive systems or need
to be manufactured for different hand sizes. This makes them
currently unsuitable for mass production and the consumer
market. So far, no approach has considered established input

components of current consumer VR controllers to render haptic
stimuli for weight perception in VR.

In this paper, we propose an approach that—in contrast to
related studies—utilises a standard button available in any
consumer VR controller: the trigger. By varying the resistance
of the trigger, which is normally constant by default, we extend
the input component through output rendering to provide users
with haptic feedback during the interaction. Hence, when users
pull the trigger to grab a virtual object in VR, they need to scale
their index ûnger force accordingly to the conûgured resistance
displaying the virtual weight: The heavier a held virtual object is,

the more ûnger force needs to be exerted onto the trigger.
We present Triggermuscle, a novel haptic controller that

simulates the weight of virtual objects in VR through
adjustable trigger resistance. As proof of concept, our system
is built into the casing of an HTC Vive controller (see Figure 1).
The novel spring mechanism is connected internally to the
original trigger and dynamically modiûes the trigger resistance
according to the weight of the grabbed virtual object. A
demonstration video of Triggermuscle is submitted as a
Supplementary Material. The mechanism is built with
inexpensive hardware components and can be easily tailored

to other form factors due to the principle of force redirection,
which demonstrates the potential for haptic weight rendering in
different VR controllers. Additionally, as a handheld device,
Triggermuscle ûts a large range of users with various hand
sizes. Enriching buttons with additional haptic feedback is
increasingly evident in input device development. For instance,
Sony recently released the DualSense controller for PlayStation 5
with actuated triggers (Sony, 2020), while Microsoft announced a
locking feature for the triggers of the Xbox Elite controller
(Microsoft, 2021).

What follows explores the capacity of variable trigger

resistance to display virtual weight in VR. To do so, we

FIGURE 1 | (left)Our haptic controller Triggermuscle simulates the weight of virtual objects in VR through adapting the trigger resistance. The springmechanism for

a dynamic adjustment is built into the casing of an HTC Vive controller. An HTC Vive tracker is mounted to the top to enable spatial tracking. (right) Triggermuscle allows a

continuous regulation of the trigger resistance according to the weight of the grabbed virtual object.
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present the design and implementation of a preliminary
prototype and of Triggermuscle as well as their different
spring mechanisms, which we developed in an iterative and
human-centred design process. In two user studies, we

evaluate both controllers’ hardware designs and investigate
users’ ability to discriminate different levels of resistance as
well as the effect on weight perception in VR. Our research
addresses two research questions:

RQ1: Do different trigger resistances inûuence the haptic
perception of different virtual weights in VR?
RQ2: How can the intensity of the trigger resistance be quantiûed
and mapped to convey distinguishable virtual weights?

We found large differences between participants for sensing

change in trigger resistance and thus for discriminating different
virtual weights based on the resistance. The variations were
easily distinguished by some participants while others did not
notice them at all. This points towards an association between
trigger resistance and a sense of virtual weight in VR, but also
towards confounding factors interfering with the perception of
the trigger resistance. We discuss these issues to provide better
insight into the problem space, to illustrate potential
perceptual mechanisms that may have affected the
experiment outcomes and to propose further studies and
hardware designs based on our ûndings. We thus provide a

novel hardware solution and, better understanding of the
underlying (perceptual) mechanisms.

2 RELATED WORK

Extensive research in VR haptics has explored various strategies
to enable experiencing physical properties of virtual objects

during the interaction. This section presents an overview of
grounded and handheld haptic technologies and emphasises
approaches that convey a sense of weight in VR.

2.1 World- and Body-Grounded Haptic
Devices
Humans feel an object’s mass through the gravitational force
pulling down the hand. To simulate this external pull in a force
feedback display, the interface can be anchored in the
environment or to the user’s body. A widespread example for
world-grounded interfaces is the Phantom Premium by 3D

Systems (Massie and Salisbury, 1994; Systems, D., 2020), a 6
degrees-of-freedom (DoF) interface with a stylus as an effector
mounted to the desk. A different approach anchors the force to
the users’ ûngers via strings as done by the various SPIDAR
interfaces (Sato, 2002) for simulating virtual weight in an early
implementation (Ishii and Sato, 1994). Such wire-based force
display systems were also adapted into body-grounded
technologies to increase portability such as the HapticGEAR
(Hirose et al., 2001) or Wireality for rendering complex shapes
(Fang et al., 2020). Another wire-based variant anchors the
user’s hand to the respective upper arm (Tsai et al., 2019). By

stretching the arm, the wire gets tightened and the user
experiences multilevel resistive force and impact. Thanks to
their mobility, these body-grounded interfaces allow users to
move freely within the tracking area and are suitable if a larger

space is required. At the same time, they typically need
cumbersome and complex equipment that is time-consuming
to set up.

Haptic interfaces worn on users’ hands such as exoskeletons
provide force feedback (Burdea et al., 1992; Bouzit et al., 2002;
Ben-Tzvi and Ma, 2015; Gu et al., 2016; HaptX, 2020) that is
grounded to different parts of the hand or arm (Nisar et al., 2019)
and that can actively restrict the ûnger movement with motors
and complex mechanics. This can make such devices bulky,
tethered, expensive or limit hand ûexibility. In contrast, gloves
(Giannopoulos et al., 2012; Martínez et al., 2016; Marquardt et al.,

2018; Manus, 2020) typically do not use motors and can,
therefore, overcome shortcomings related to the actuation.
Gloves can also track users’ ûngers and provide vibrotactile
feedback or other cutaneous stimuli. Researchers rendered
various physical properties of virtual objects including shape
(Solazzi et al., 2007), contact forces (Leonardis et al., 2015),
texture (Gabardi et al., 2016), or inertia (Girard et al., 2016).
Nonetheless, putting on gloves or hand-mounted equipment like
exoskeletons and thimbles can be time-consuming and requires
hygienic considerations. Further, they need to be adjustable or
manufactured in different sizes to ût a diverse range of users.

2.2 Handheld Haptic Devices
In contrast to such wearable haptic interfaces, handheld haptic
devices are ready for use when picked up. They do not physically
restrict the user’s movements and ûexibly ût a large range of hand
sizes. Most current consumer VR systems include such handheld
controllers by default. In recent years, the development of
handheld haptic devices that generate physical forces for
haptic feedback as well as controller-based interaction
techniques has received considerable attention. For instance,
the CapstanCrunch allows to feel rigid and compliant objects

(Sinclair et al., 2019), the TORC creates a haptic sensation for
texture and compliance (Lee et al., 2019) and the controllers
NormalTouch and TextureTouch render shape and texture
through tilting a platform at the user’s index ûnger pad
(Benko et al., 2016). PaCaPa is a haptic display for an object’s
size, shape and stiffness by tilting movable wings, but cannot
render resistance (Sun et al., 2019). Haptic Links generates
resistance by mechanically constraining the relative movement
between two controllers (Strasnick et al., 2018), while Thor’s
Hammer creates force feedback through airûow with propellers
(Heo et al., 2018). The CLAW is a handheld device that integrates

multiple haptic technologies to simulate a range of haptic
sensations (Choi et al., 2018). It renders kinaesthetic forces at
the index ûnger during grasping and touching which allows
feeling the shape and stiffness of virtual objects. Additionally,
a voice coil actuator produces vibrations for different surface
textures. Another interface for displaying surface properties is the
Haptic Revolver (Whitmire et al., 2018). Shapes and shear forces
that occur when gliding along a surface are rendered at the
ûngertip by rotating a wheel with a direct current (DC)
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motor. The haptic wheels are customisable and can provide
various textures and shapes, but can also comprise active
electronic components such as buttons, switches and joysticks.
Transcalibur enables shape perception through inertia

(Shigeyama et al., 2019). Variable weight distributions along
the controller are realised with shifting weights. Moving the
controller through space makes the inertia noticeable for users
and creates a haptic shape illusion. A similar concept was
proposed with ShapeSense. Movable surface elements increase
or decrease the surface area of the controller (Liu et al., 2019).
While these mechanisms can render the distribution of an
object’s mass, they cannot render the absolute mass of objects.
Furthermore, even though the proposed devices allow haptic
rendering for various object properties, they do not address the
weight of virtual objects.

2.3 Haptic Devices for Weight Simulation
To provide users with a weight sensation during the interaction
with virtual objects in VR, previous work explored diverse
approaches. For example, electrical muscle stimulation was used
to induce contractions of the user’s muscles while lifting virtual
objects. The system actuates the user’s triceps to simulate the
weight of a held virtual object by inducing a downward movement
of the arms (Lopes et al., 2017). Another concept of inducing a
sense of weight for VR applications is skin deformation on the
ûnger pad. This imitates the stretch of the skin from the downward

pull of the object’s surface. One way to do so is using small actuated
belts that are strapped around users’ ûnger pads which has been
shown to generate a reliable weight sensation (Minamizawa et al.,
2007b). The reûned implementation of this approach induced the
impression of grip force, gravity and inertia by stretching the skin
on the ûnger pad with the attached belt, without the need for
proprioceptive sensations (Minamizawa et al., 2007a). This type of
approach was also explored in the context of augmented reality
(AR) rendering weight and shear forces (Scheggi et al., 2010). To
account for the combination of physical and virtual objects in AR,
another implementation placed the ûnger-worn device as a ring

around users’ ûngers leaving the ûnger pads free for the interaction
with physical objects (Pacchierotti et al., 2016; Maisto et al., 2017).
Other haptic devices use actuated plates to achieve skin stretch
such as a ûnger-worn device that slides the contact area at the user’s
index ûnger pad to mimic weight and friction (Kurita et al., 2011).
Further, scaling inertial forces rendered with a 3DoF wearable
device on the ûnger pad showed an increase of the perceivedweight
of an object moved by the user (Suchoski et al., 2018). A different
implementation demonstrates a handheld controller with movable
plates in its handle to resemble the friction between an object and
the hand during grasping (Provancher, 2014). Another ûnger-

mounted device is Grabity, which simulates grip forces and a
sensation of weight. The device is mounted on the thumb, index
and middle ûnger and applies kinaesthetic forces for rendering
shape. To render weight, asymmetric vibrations of voice coil
actuators stretch the skin at the ûnger pad resembling the pull
of gravity. The participants in the evaluation successfully
distinguished the objects of different weight but felt the
vibration cues even stronger than the weight cues (Choi et al.,
2017).

The handheld VR controller Drag:on adjusts its surface area to
generate varying haptic sensations for experiencing drag and
weight. As the concept depends on air resistance, the different
object properties are only noticeable when the device is moved

through space. Due to the ûat controller design built with fans, the
effect is dependent on the orientation of the controller (Zenner
and Krüger, 2019). The same authors also created Shifty, which
enhances the perception of the dimensions of virtual objects by
changing the controller’s weight distribution. An internal weight
is moved along the longitudinal axis shifting the centre of mass
away from the hand. This increases the leverage and therefore
feels like holding a heavier object (Zenner and Krüger, 2017). An
increase in the possible rendered shift was achieved through
combining the haptic device with haptic retargeting (Zenner
et al., 2021). Rendering shifting weights on a 2D plane was also

achieved in a handheld controller using jet propellers. Aero-
plane generates force feedback with up to 14 N that can be
interpreted by the user as weight while holding the device level.
This was found to increase the perceived immersion and realism
(Je et al., 2019). Finally, in GravityCup, the actual weight of the
device changes. It is ûlled with water or emptied again to render
inertia and weight of liquids. The user holds the interface by a
handle like a cup. The interface requires a separate wearable bag
with water to ûll the haptic display as needed (Cheng et al.,
2018). So far, these proposed devices often rely on complex
hardware, might feel cumbersome to users or target speciûc use

cases which limits their use for haptic weight rendering in
commercial VR.

2.4 Software-Based Approaches for Weight
Simulation
As discussed, haptic devices are limited in their application by a
number of factors. Moreover, one additional constraint is the
availability of the hardware. Beyond technical feasibility, a haptic
display needs to be universal, ûexible and affordable enough to be
established as a standard interface in VR interaction. To

overcome hardware limitations and deliver haptic experiences
readily available to users, researchers proposed various software
solutions for pseudo-haptics. This term describes haptic illusions
through visual, auditory or multimodal stimuli without
actual touch.

In terms of weight perception, the manipulation of the C/D
ratio between users’ hand movements and the rendered position
in VR has proven effective. It was demonstrated in a non-VR
setup that this mismatch strongly inûuences the perception of
mass (Dominjon et al., 2005). The effect has been replicated
successfully in VR. In an experiment, participants lifted two

physical boxes with their hands. An increase in the offset for
heavier virtual boxes resulted in an ampliûcation of users’ hand
movements and a heavier perceived weight (Samad et al., 2019).
This method was also applied to the interaction with a consumer
VR controller and produced corresponding results (Rietzler et al.,
2018).

Analogously to the modiûcation of the translational C/D ratio,
another approach changed the rotational C/D ratio depending on
an object’s weight, thus, the rotational motion is scaled relative to

Frontiers in Virtual Reality | www.frontiersin.org January 2022 | Volume 2 | Article 7545114

Stellmacher et al. Weight Perception Through Trigger Resistance



the mass of the object. A user study conûrmed that this method
effectively, realistically and robustly conveys different weights. At
the same time, it does not compromise the perceived
controllability. Furthermore, the authors proposed the

manipulation of the pivot point during rotation and the
scaling of rotational motion to convey the distribution of mass
within an object (Yu and Bowman, 2020).

Such software-based approaches have been shown to provide
users with an experience of virtual weight, but they cannot render
actual force stimuli. This limits their ability to haptically convey
weight in VR. Unlike previous devices or software-based
approaches, Triggermuscle offers a novel hardware solution
built into a commercial handheld VR controller to enhance
weight perception during the interaction with a virtual object
in VR. With our technology, we extend the trigger’s capabilities

towards generating haptic feedback and explore the effect of
adaptive trigger resistance on the perception of virtual weight
in VR.

3 ADAPTIVE TRIGGER

This section describes the background in haptic weight

perception during grasping and how we addressed this in the
concept and the ûrst implementation of the adaptive trigger
inside a prototype. The section concludes with the evaluation
of the prototype in a pilot study and the ûndings that inûuenced
the development of Triggermuscle.

3.1 Background in Weight Perception
Our adaptive trigger is informed by humans’ perception of weight
cues through the haptic sense (Loomis and Lederman, 1986). In
addition, to grasp and lift an object the human brain initially
incorporates visual cues (Gordon et al., 1991) and previous lifting

experiences (Van Polanen and Davare, 2015) to predict an
object’s weight and scale ûnger forces accordingly. Touching
and lifting the object then supplies simultaneous haptic cues
obtained from cutaneous stimuli registered by receptors in the
skin and proprioceptive stimuli obtained from muscles and
tendons (McCloskey, 1974; Brodie and Ross, 1984). Depending
on the updated weight perception, enough grip force is applied to
overcome the gravitational pull, but at the same time causing no
damage to the object (Westling and Johansson, 1984). The result

is a direct relationship between the physical weight and the
applied grip forces: The heavier the object, the more manual
force needs to be applied. This principle forms the main instigator
for our hardware design. Increasing the grip force to a sufûcient

amount is enabled by isometric contractions in the muscles of the
hand and arm (Johansson and Westling, 1988), meaning the
muscle tension is adjusted accordingly to the weight, but no
muscle movement takes place. When lifting the object away from
the supporting surface, the contractions switch to isotonic which
keeps the muscle tension static while the length of the muscle
changes, e.g., to ûex the elbow.

Grip forces are not only scaled according to the gravitational
pull, but are also inûuenced by various tactile cues derived from
material properties such as surface texture (surface-weight
illusion) (Johansson and Westling, 1984; Flanagan et al., 1995)

or material (material-weight illusion) (Ellis and Lederman, 1999)
and spatial properties such as shape (shape-weight illusion)
(Jenmalm and Johansson, 1997) or size (size-weight illusion)
(Ellis and Lederman, 1993). These studies have shown that the
illusions provoke modulated grip forces and inûuence the
perceived weight. For instance, an increased grip force due to
smoother surface texture leads to higher perceived weight
(Johansson and Westling, 1984; Flanagan et al., 1995). In such
cases, cutaneous receptors detect less frictional force between the
skin and the object’s surface leading to higher grip forces to
prevent the object from slipping. Based on their ûndings, the

researchers argued that “grip force may be a useful cue for
discriminating weight” (Flanagan et al., 1995).

Such haptic illusions caused by stimuli unrelated to gravity
could contribute to a successful substitution of haptic weight cues
occurring during the grip. The sensory substitution implies that
haptic stimuli are registered through another sense as they
normally are or at a different location (Kaczmarek et al.,
1991). This is necessary for most haptic interfaces to
compensate for the lack of corresponding physical stimulation
when virtually interacting with an object. Especially handheld VR
devices displaying virtual weight rely on substitutional stimuli to

compensate for the lack of gravitational force pulling down the
user’s hand. Simulating this force has been previously done, e.g.,
by deforming the user’s skin at the ûngertips through stretching
the skin or through asymmetric vibrations (Choi et al., 2017).
Moreover, as haptic stimuli unrelated to gravity such as surface
texture or material have been shown to create weight illusions and

FIGURE 2 | Modulated ûnger forces from reality occurring during the grasping of objects with different weights are translated into the resistance of the trigger.
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induce a modulation of grip forces, we assume that providing
variable resistances as a haptic stimulus at the users’ index ûngers
and thereby provoking a modulation of grip forces might enable a
haptic weight perception in VR.

3.2 Concept
The concept of our adaptive trigger incorporates the previously
described relation between grip forces and the perceived weight
and transfers it to the established interaction technique of any
consumer VR controller. With such devices, grabbing a virtual
object typically involves pulling the trigger, which requires muscle

force of users’ index ûngers to overcome the constant resistance.
By adjusting this resisting force, substitutional stimuli
(Kaczmarek et al., 1991) are displayed as weight cues and
users need to adjust their index ûnger forces according to the
weight of the grabbed virtual object. For example, the heavier the
virtual object, the stronger the trigger must be pulled. An
illustration of the intended effect is shown in Figure 2. Early
evidence has demonstrated that the pull of the trigger can be
interpreted as varying the grip force that the user exerts onto a
virtual object enabling loose and ûrm grasping for controlling the
object’s rotation (Bonfert et al., 2019). As the grip force required

for holding an object correlates with its weight, higher trigger
resistance provoking higher index ûnger forces might
consequentially be interpreted as increased weight.

While our adaptive trigger transfers the haptic recognition of
weight onto a one-ûnger interaction, other haptic interfaces have
demonstrated that rendering haptic stimuli only at users’ index
ûngers can be sufûcient to enhance haptic object perception in
VR (Benko et al., 2016; Choi et al., 2018; Whitmire et al., 2018). In
particular, applying resistive forces to restrict the index ûnger’s

movement during grasping has been shown to enhance the
perception of rigid and compliant objects (Sinclair et al.,
2019). With Sony and Microsoft incorporating haptic feedback
into their triggers for game experience, the future availability
thereof is another strong argument for exploring the potential of
triggers with adaptive resistance for the perception of various
haptic events, in our case weight perception.

We implemented our adaptive trigger in an iterative process
following a human-centred design approach. First, we built a
prototype of a spring mechanism to dynamically adjust the
trigger resistance which we present in section 3.3. We

evaluated the effectiveness of the resistance range and the
technical implementation in a pilot study. Based on our
ûndings, we revised the spring mechanism and built the
improved haptic controller Triggermuscle, shown in section 4.

3.3 Prototype
The ûrst implementation of our adaptive trigger is based on the
typical construction of standard triggers: Pulling the trigger
compresses one leg of a torsion spring whereby its tension
exerts a force in the opposite direction, i.e., resisting the
ûnger’s pull. To establish a change in tension force, we

constructed a mechanism that rotates the spring’s second leg
before a pull motion, increasing or decreasing its angle. The
resulting adjustment of the trigger resistance is dynamically
performed by a high-voltage (7.4 V) digital micro servo (BMS-
115HV) which rotates the usually ûxed leg via a connected tilting
platform. The entire mechanism is built into the casing of anHTC
Vive controller and connected to the original trigger, as illustrated
in Figure 3. In contrast to the later Triggermuscle controller, the
prototype fully accommodates the servo inside the casing.

FIGURE 3 | (top left) Schematic illustration of the springmechanism of our prototype utilising a torsion spring. (bottom left) Springmechanism embedded into the

casing of an HTC Vive controller. (right) Our prototype for adaptive trigger resistance. Electrical components are connected via cable to the prototype’s bottom and

carried in a small bag. An HTC Vive tracker attached on top ensures the spatial tracking of the device.
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With our used spring model, the prototype renders a
continuous range of resistance between 19.27 Nmm and
47.61 Nmm with a fully pulled trigger. Beyond that, users
could increase the ûnger force further, but without moving the
trigger or changing the input, identical to a conventional trigger.
The chosen spring model offered the greatest possible resistance
range when installed inside the mechanism and its level of
resistance was closely located to the one of an original Vive
controller. Informal testing in the lab with three users suggested
comparability between the middle value of the prototype’s range

and the trigger resistance of the original HTCVive controller. The
resistance values are calculated based on the path-force ratio of
the spring model (29.44 Nmm/103.89ç), the respective
compression angle computationally set by the servo, the
additional 18ç compression when the trigger is pulled and the
spring’s preloaded angle of 50ç when installed inside the
mechanism. The latter two angles were carefully measured
manually using visual scales. The prototype’s total resistance
range achieves a maximum increase of 147%. Humans are
known to perceive a difference in spring stiffness between 15
and 22%, also known as the Weber Fraction (WF) (Jones and

Tan, 2013).
Apart from the modiûed resistance, the haptic sensation of

pulling the trigger is maintained, including the ûnal click. This
occurs when users fully pull the trigger which then mechanically
pushes the original mini button that registers the digital signal at
the maximum limit. The signal is send via cable to an ESP32
microcontroller unit (MCU) which also drives the servo and
communicates with Unity 2018.3 via Bluetooth. Along with a
11.1 V lithium polymer battery and a battery eliminator circuit
(BEC) component, theMCU is carried in a small bag on the user’s
back and connected to the controller’s bottom via cable. Since the

original tracking components were removed, an HTC Vive
tracker 1.0 is mounted to the top of the controller.

3.4 Pilot Study
Our pilot study evaluated users’ ability to perceive and
discriminate different resistances in VR while using the
prototype. Similar to previous haptic device research
(Dominjon et al., 2005; Maereg et al., 2017; Suchoski et al.,
2018; Ryu et al., 2020), we conducted a psychophysical

experiment to measure the just noticeable difference (JND) of
adaptive trigger resistance in VR. In addition, we also carried out
semi-structured interviews to qualitatively assess subjective
perception. In accordance with our research goal, to explore
weight perception through adaptive trigger resistance, our
initial objective also included the prototype’s effect on the
perception of virtual weight. However, preliminary testing, in
which eight participants lifted and compared the weight of two
boxes in VR (see Figure 4 for the VE), suggested that weight
perception was not inûuenced by the varying intensity of the

trigger resistance. Based on participants’ reports, we assumed that
the visual modality of the box-lifting task dominated the
perception. To address this issue, we simpliûed the visual
input and focused, as a ûrst step in the pilot study, only on
users’ ability to discriminate different trigger resistances, without
additional weight perception. The simpliûed pilot study is
described below.

3.4.1 Experiment
We recruited nine participants (two females, seven males) aged
21–50 (M � 28, SD � 9.22), of which the majority (7) reported

previous VR experience. One participant did not produce valid
data and was excluded from further analysis. At the beginning of
the experiment, participants gave their consent to take part in the
study and were not made aware of the altered trigger resistance to
ensure unbiased experience. Throughout the experiment,
participants used the prototype and wore the head-mounted
display (HMD) of the HTC Vive system. Noise-cancelling
headphones played neutral music to block the motion noise of
the servo and to avoid possible bias.

To implement an interaction task that involved pulling the
trigger, participants were asked to change the colour of a grey

virtual wall in VR by pressing the button. In each trial,
participants consecutively activated two colours, magenta or
green. For each activation, a different trigger resistance was
rendered. Each colour was then deactivated, returning the wall
to grey, as soon as the trigger was released. At the end of each trial,
participants chose that colour that felt heavier to activate and
logged their response by touching the virtual interface button in
the respective colour. To assess participants’ ability to
discriminate different resistances, we followed the method of

FIGURE 4 | Setup in the VE used for the main user study. Both boxes had to be lifted and placed onto the platform right next to it. Virtual “HEAVIER”-buttons on

both target platforms allowed participants to log in their response. The same setup was used for the preliminary testing of the pilot study.
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constant stimuli with a two-alternative forced choice (2AFC)
paradigm (Jones and Tan, 2013), as this is said to produce more
accurate results than alternative methods (Simpson, 1988;
Guilford, 1955). Each activation was haptically rendered with

different trigger resistances using the prototype described in
section 3.3. In each trial, participants were presented with the
same standard resistance (19.27 Nmm) and with one of four
preselected comparison resistances (26.35, 33.44, 40.52,
47.61 Nmm). These were equally distributed along the
prototype’s resistance range. The comparison resistances were
computed based on the compression angles set by the servo and
by the path-force ratio of our used torsion spring model.
Typically, the comparison values are spaced on either side of
the standard value (Jones and Tan, 2013). However, we were
concerned that presenting only half of the range as the maximum

resistance change might be too subtle to be noticed by
participants. We, therefore, chose the minimum resistance as
the standard value, similar to (Maiero et al., 2019). Each
comparison stimulus was tested 10 times, resulting in a total
of 40 trials. The order of all trials and the appearance of the
standard and comparison resistance as well as the appearance of
green and magenta within one trial were randomised. Three pre-
task trials allowed participants to familiarise themselves with the
procedure. Upon task completion, we carried out semi-structured
interviews to assess participants’ self-reported experience.

3.4.2 Results
We measured the proportions of “heavier”-responses for each
tested comparison resistance, plotted psychometric functions
(PFs) and assessed the goodness-of-ût (Schütt et al., 2016) using
the MATLAB toolbox psigniût 4 (Schütt, 2019). Based on the
results, only three participants qualiûed for further JND
computation, the point of subjective equality (PSE) and the WF.
Three of the excluded data sets performed around the guess rate.
The other two performed almost perfectly, not allowing an
assessment of discrimination sensitivity, since the method of
constant stimuli of psychophysical testing requires a decreasing

range of correct responses between 100 and 50% in the case of our
2AFC task. For the remaining three participants, the average JND
was 3.90 Nmm (SD � 0.79), resulting in an average WF of 14.70%
(SD � 3.60). This level of sensory precision is slightly below the
previously mentioned 15–22% WF in the literature of spring
stiffness discrimination. However, due to the small number of
considered data sets, the results should be treated with caution.

3.4.3 Discussion and Implications
At this point, the results remain inconclusive if the adaptive
trigger resistance can be discriminated sufûciently in VR.

Nonetheless, our ûndings offer the incentive to continue
exploring the adaptive trigger resistance since the data sets of
three participants suggest that their identiûcation of the heavier
activation was inûuenced by the intensity of the resistance.
Further, two participants achieved an almost always perfect
identiûcation which further indicates an inûuence of the
adaptive trigger resistance on their perception. Our ûndings
also highlight two key limitations with the prototype’s haptic
feedback which we will discuss in the following.

Simplifying the visual input after the preliminary testing
showed an improvement in participants’ perception of the
adaptive trigger resistance. We assume it enabled a shift in
their attention and allowed participants to detect the provided

haptic feedback by themselves, as they were kept unaware of it.
This assumption is in line with other haptic VR research also
observing a domination of the haptic sense by the visual sense
(Ban et al., 2012; Azmandian et al., 2016; Choi et al., 2018;
Degraen et al., 2019). Providing stronger haptic stimuli in
future investigation might, therefore, achieve a more balanced
perception of both senses. Consecutively, this might allow more
users to sense the resistance as well as sense the resistance more
strongly. To continue the exploration and investigate whether
higher resisting forces improve the sensing of the adaptive trigger
resistance and if they can inûuence the perception of weight in

VR, we plan to establish a wider resistance range.
Furthermore, statements obtained from the interview showed

that a subtle vibration occurring as a side effect during the servo’s
adjustment was noticed by all participants. This suggests another
possible diversion of participants’ haptic attention, additionally
preventing them from recognising the resistance change. This
could have again been ampliûed by the fact that participants did
not know about the adaptive trigger resistance. We plan to
address the vibration as a possible side effect through
modiûcations in the hardware as well as software design.
Modifying the hardware design by increasing the distance

between the servo and participants’ hands, adding additional
damping or by using a different type of actuation might help to
reduce the exposure to the servo’s subtle adjustment vibrations.
Implications for the software design are derived from our
observations during the preliminary testing with the box-
lifting task. The implemented software for that task adjusted
the servo angle when participants reached for the virtual box and
intersected its collider with the one from the virtual controller. To
decouple the controller’s adjustment from the moment of
participants preparing to pull the trigger, we plan to set the
servo’s angle independent from the lifting motion.

4 TRIGGERMUSCLE

To overcome the drawbacks of the prototype, we built
Triggermuscle, which is shown in Figure 1. The key change
implemented in Triggermuscle is the revised spring mechanism
that utilises an extension spring. This allows a larger
manipulation of the exerted force in contrast to the torsion

spring used for the prototype. Therefore, pulling the trigger of
Triggermuscle stretches the attached extension spring and makes
the exerted force noticeable to users’ index ûngers as the trigger
resistance. Thus, changing the length of the extension spring
enables the adjustment of the trigger resistance.

4.1 Implementation
The revised spring mechanism is again built into the casing of an
HTC Vive controller and attached to the original trigger, as
illustrated in Figure 5. The dynamic adjustment of the
extension spring is established with a high-voltage (6.0 V)
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digital micro servo (BMS-210DMH). However, in contrast to the
prototype, the servo was moved upwards and installed into the
original trackpad component of the controller. The revised servo
position increases the distance to the user’s hand and was
intended to reduce the sensed vibrations reported in the pilot
study. To provide further damping, a protective silicon cover for
the HTC Vive controller was wrapped around the handle. With

an attached pulley on top, the servo is connected to the extension
spring via a thin 1 mm wire rope. Despite its small diameter, the
wire rope is strong enough to handle the forces and inelastic to
ensure accurate translation. Changing the servo’s angle rotates
the attached pulley and winds the connected wire rope, thus
pulling or releasing the spring. A second, smaller redirect pulley
in the controller’s bottom secures a stable guiding of the wire
rope. Due to this principle of force redirect, themechanism can be
tailored to other form factors for different interaction devices.

The dimensions of the controller casing allow a spring stretch
of up to 20.3 mm. For the selection of the suitable spring model,

the same selection criteria were applied for Triggermuscle as for
the prototype. In combination with the used extension spring
model (spring rate of R � 0.592 N/mm, minimum force 1.33 N), a
continuous regulation of the resistance is achieved from
approximately 4.29–16.36 N with a fully pulled trigger (5 mm
stretch adding 2.96 N). Increasing the ûnger force further beyond
the set maximum limit does not move the trigger or change the
input, identical to a conventional trigger. Note that we use the
force unit [N] for the extension spring which differs from the unit
[Nmm] for the torsion spring torque of the prototype to

emphasise the correct units of the spring types and for the
readers to easily identify the prototype and Triggermuscle. The
total resistance range illustrates an increase of over 281%. In
contrast, the prototype allowed a smaller increase of 147%.
Triggermuscle, therefore, exceeds the previously tested range
of trigger resistance of the prototype by 134%. For the
purpose of comparison, both ranges are illustrated in Figure 6

in which the resistance values of the prototype were converted
into [N].

Similar to the prototype, the haptic sensation of pulling the
trigger is maintained, apart from the modiûed resistance. The
MCU, the lithium polymer battery and the BEC are again carried
in the bag previously used for the prototype. The ûnal controller is
shown in Figure 7. An HTC Vive tracker 1.0 attached to the
controller’s top provides spatial tracking since the original
tracking components were removed from the casing. The total
weight of Triggermuscle including the HTC Vive tracker 1.0
(90 g) and its mounting (10 g) is 300 g. In comparison, the

original HTC Vive controller weighs 200 g. The bag carrying
the battery (250 g), MCU (10 g) and BEC (22 g) weighs
350 g. Further details are described in the workshop paper
(Stellmacher, 2021).

5 STUDY

Our main user study evaluated the revised technical

implementation of the adaptive trigger that is built into

FIGURE 5 | Schematic illustration of Triggermuscle’s spring mechanism utilising an extension spring.

FIGURE 6 | Both ranges of trigger resistance of the prototype and Triggermuscle. The torsion spring’s torque values [Nmm] of the prototype were converted into

[N] for the purpose of comparability.
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Triggermuscle. Our main objective was to explore whether the
increased resistance range makes more users notice the change
in intensity. In addition, we investigated whether differently
intense trigger resistances resemble a perception of virtual
weight in VR. To do so, this study repeated the
psychophysical experiment of our pilot study by using the
method of constant stimuli. However, we adapted the
interaction task to the main goal of the user study and
repeated the box-lifting task used in the preliminary testing
of the pilot study.

5.1 Participants
We recruited 21 participants (ûve females, 16 males) aged 19–29
(M � 22.67, SD � 2.78). Most of them (19) stated previous VR
experience, more than half (16) were familiar with non-VR game
controllers. No participant was previously involved in the
pilot study.

5.2 Task and Stimuli
Participants lifted and compared two visually identical boxes and
identiûed the heavier one. The setup in the VE is shown in

Figure 4. The virtual weight of both boxes was haptically
rendered with different trigger resistances. In each trial,
participants were presented with the same standard resistance
and with one of ûve preselected comparison resistances.
The value of the standard resistance was 4.29 N (0% of
the range). The ûve comparison resistances were 4.46 N
(2%), 4.79 N (5%), 6.09 N (19%), 8.67 N (46%) and 13.82 N
(100%), with each being repeated ten times. Therefore, a

total of 50 trials were conducted. The order of all trials
and the appearance of the standard and comparison
resistance within one trial was randomised. The possible
maximum value of 16.36 N of Triggermuscle was restricted
to 13.82 N for this user study to avoid wearing out the

FIGURE 7 | (left) Our haptic VR controller Triggermuscle. (top right) Attachment of the HTC Vive tracker to enable spatial tracking. (right bottom) Electronic

components (MCU, the battery and the BEC) are carried in a small bag.

FIGURE 8 | Average number of “heavier”-responses for each tested

resistance intensity from our main user study with error bars representing the

standard errors. The maximum possible value is ten due to the total amount of

ten trials per intensity level. A decrease was expected for the number of

“heavier”-responses over the decreasing range of the resistance intensity,

which, however, cannot be observed in the average responses.
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components. The lower half of the tested resistance range
was covered by four comparison values since we considered
the highest resistance to be easily recognised. We also
assumed that participants would easily become aware of the
change in the haptic feedback and consequently be more
attentive to smaller changes. We also expected our sample
to include participants who almost always successfully
identify the heavier resistance as observed in two participants
in the pilot study, and thus motivating the small 2% value.
The crooked percentage values are due to the resolution of the

servo angles.

5.3 Procedure
At the beginning of the task, participants received instructions
but were kept unaware of the adaptive trigger resistance and
possible vibrations as a side effect. They performed three pre-task
trials in the VE to familiarise themselves with the procedure of
lifting the boxes and selecting the heavier one. Three comparison
resistances were rendered during those trials: 7.29 N (25% of the
range), 7.72 N (29%) and 8.15 N (32%). Since we considered
higher resistances of Triggermuscle to be easily recognised, the

values were distributed around the lower third of the range to
ensure an unbiased starting position for the psychophysical
testing during the experiment task. To avoid possible
inûuences of the servo’s motion noise, participants wore noise-
cancelling headphones and listened to neutral music. After
completing the experiment task, we carried out semi-
structured interviews to assess the self-reported experience of
participants.

6 RESULTS

We assessed the inûuence of adaptive trigger resistance on the
perception of virtual weight based on quantitative data recorded
during the task and qualitative data from the interview.

6.1 Trigger Resistance Discrimination
The average number of “heavier”-responses for each tested
resistance intensity are shown in Figure 8. We expected the

number of “heavier”-responses to clearly decrease with
decreasing resistance intensity. This behaviour, however, could
not be observed in the average responses. For a more
differentiated assessment, PFs for all 21 participants were
ûtted, again using the MATLAB toolbox psigniût 4 (Schütt,
2019). We also reassessed goodness-of-ût based on the
calculated deviance to assess the proximity between the ûtted
dataset and the underlying model. It asymptotically converges to
1.0. However, the lower the mean proportion of correct
responses, the higher the expected deviance is. A “typical cut

off [is] around the value 2 for what is often regarded as a still”well
behaved” data set” (Schütt et al., 2016).

The results demonstrate highly diverse subjective perception
of trigger resistance. The observed perception can be categorised
into three behavioural patterns based on their deviance values
and average percentages of “heavier”-responses. Each category is
represented by one of the three exemplary PFs (see Figure 9).
Seven PFs are located at the lower end of the spectrum
(represented by Figure 9 (left)). The average percentage was
of 50.3% (SD � 5.50) for the “heavier”-responses with a deviance
often well above 2.00. Since these responses are located closely
around the guess rate of 50% (in our 2AFC case), not enough

evidence exists to support our assumption that they were
inûuenced by the intensity of the trigger resistance. The
second category includes four data sets that exhibit the
expected decrease in discrimination ability with a decrease in
resistance level (represented by Figure 9 (middle)). Another
seven PFs are located at the higher end (represented by
Figure 9 (right)). They show an average success rate of

FIGURE 9 | Psychometric functions of three participants representing three commonly observed behaviours in our user study for the perception of Triggermuscle’s

adaptive trigger resistance. (left) “Heavier”-responses are located closely around and below guess rate not allowing a direct conclusion for the perception of different

resistances. (middle) Proportion of “heavier”-responses decreases with the decrease of resistance intensity. This perception shows the full range of discrimination

sensitivity of the sensory system. (right) High proportion of “heavier”-responses even with smaller resistances.

TABLE 1 | Results of four participants of our psychophysical user study.

Participant JND [N] WF [%] PSE [N]

5 0.81 16.27 4.96

13 0.06 1.25 4.46

17 0.13 2.23 5.72

18 0.13 2.14 6.11

Mean 0.28 5.47 5.31

SD 0.35 7.21 0.74
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94.30% (SD � 1.80). Five exhibited a deviance well above 2.00, two
a value of 0.00 and 0.02, respectively. These participants almost
always perfectly identiûed the heavier box, even with smaller
resistances, and did not produce data within a resistance range

where their perception changes according to the level of
resistance. Three PFs showed a deviance above 2.0, indicating
a high discrepancy from the underlying model. Since the method
of constant stimuli of psychophysical testing requires a decreasing
range of correct responses between 100 and 50% in the case of our
2AFC task, only the four data sets represented by Figure 9

(middle) qualify for JND calculation. The remaining 17 data
sets did not produce data that would allow understanding the
discrimination sensitivity of the sensory system around the
threshold and the resulting perception. Most of these
participants are associated with both ends of the spectrum

depicted in Figure 9. The results of the four qualiûed
participants for JND, WF and PSE are listed in Table 1. Their
sensory precision was determined with an average JND of 0.28 N
(SD � 0.35). This resulted in an averageWF of 5.47% (SD � 7.21),
which is below the reported WF of 15–22% in the literature of
spring stiffness discrimination. However, due to the small
number of included data sets these values can only be
interpreted as a ûrst indicator of future studies. Nonetheless,
the low average is caused by three out of four participants
exhibiting a WF of equal or below 2.23%. Only one
participant produced a WF of 16.27%, which is in line with

the literature.

6.2 Interview Feedback
Statements obtained in the interview revealed that one-third of
participants self-reported the adaptive trigger resistance as the
cue for identifying the heavier box. Two of them additionally
incorporated subtle vibrations which occur as a side effect during
the servo’s adjustment. The perception of virtual weight was
described through “the trigger was harder to press for heavier
boxes” or “depending on how much I had to press the index
ûnger”. Lifting the boxes was described as “heavier or less heavy”,

lifting heavier boxes was characterised as “more demanding” and
one participant reported that grabbing a heavier box took “much
longer” to grab than lighter ones. One participant stated he was
initially unable to identify the cause of his sense of weight before
noticing that the trigger “was harder to press”. However, he stated
that he stopped being consciously aware of the change after some
time since he felt so immersed in the virtual world.

The remaining two-thirds of participants reported vibrations
only, visual input or sound as the basis for their decision process,
or they were unable to tell. Vibrations only were mentioned by six
participants who further described different intensities, moments

of appearance and different ways of how vibrations ended. One
participant stated he focused on the vibration and perceived a
sound when he experienced more vibrations, despite the noise-
cancelling headphones with neutral music. One participant who
was unable to identify the reason for his selection process still
described the boxes as “much heavier” and “much lighter”.

During the interview, participants were also asked if they had
spontaneous associations for the content of the boxes during the
task. Nine did not, but twelve did. For them, light boxes felt empty

and were associated with feathers while heavy boxes felt solid and
as if they were ûlled with sand, stones, gravel, brick or a book. One
participant stated he imagined the boxes empty, but made from
different materials.

7 DISCUSSION AND FUTURE WORK

The evaluation of Triggermuscle showed that the revised spring
mechanism with a larger resistance range improved the
perception of adaptive trigger resistance compared to the pilot
study using the prototype system. However, it also showed some

limitations of the current spring mechanism to simulate weight
over variable resistance. In this section, we examine our results by
identifying the advantages and limitations of our design from a
perceptual and a hardware perspective and laying out potential
directions for improvement in hardware design and follow-up
studies.

7.1 RQ1—Do Different Trigger Resistances
Inûuence the Haptic Perception of Different
Virtual Weights in VR?
The interview responses of our main study revealed seven
participants—one third of the sample—self-reporting the
change in trigger resistance and discriminating different virtual
weights according to the intensity of the resistance. These reports
about the weight experience demonstrate that higher resistances
were associated with heavier virtual weights, smaller resistances
with lighter virtual weights. While this applies only to a limited
number of our participants, it presents early indications that
different trigger resistances can provide substitutional haptic
weight cues at the index ûnger and, therefore, induce a sense
of lighter and heavier virtual objects. However, at the current
time, our results remain inconclusive and we cannot fully conûrm

our assumptions as a considerable number of users were also
unable to effectively sense, interpret and associate the cues. This
raises the question of why some participants experienced virtual
weight using Triggermuscle while others did not.

The quantitative data of our main study highlights the users’
ability to discriminate resistances for 13 data sets. This suggests
that 3/5 of the participants were able to successfully differentiate
between the resistance intensities rendered by Triggermuscle. The
data sets consist of four participants with moderate success rates
qualifying for the JND calculation, seven participants almost
always identifying the heavier box and two additional

participants showing an average success rate of 80 and 84%.
Surprisingly, this number of data sets exceeds the number of self-
reports about the change in trigger resistance by six. This
discrepancy may indicate that some participants registered
different resistances, but were not consciously aware of it.

7.1.1 Visual Dominance
We believe that the often reported visual dominance in human
perception (Posner et al., 1976; Hecht and Reiner, 2009) might
have caused the differences in the individual haptic sensing of the
trigger resistance and shifted the focus for some participants away
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from the haptic sensation at their index ûnger towards the
visually identical-looking boxes. Our assumption is supported
by the results of our pilot study in which more participants
noticed the change in trigger resistance after we simpliûed the

visual input in response to the observations during the
preliminary testing. The modiûcation removed the visual
sensation of identical-looking boxes which might have
previously dominated the perception of the varying haptic
feedback. In addition, the visual dominance has been
previously reported in VR in the context of pseudo-haptics to
overwrite haptic cues, e.g., in haptic retargeting (Azmandian
et al., 2016; Zenner et al., 2021), shape rendering (Ban et al.,
2012) or the perception of different surface textures in VR (Choi
et al., 2018; Degraen et al., 2019). While these approaches
purposely made use of this effect, it might have disrupted the

haptic perception of the trigger resistance in case of
Triggermuscle. We intend to follow this up in future work by
exploring the ability to discriminate the trigger resistance in a
non-VR setting where participants are blindfolded. This might
focus participants’ attention on the haptic sense and, further,
remove the aspect of weight association. Since this setup would be
similar to typical studies investigating the discrimination of
stiffness, we would expect the results to be in line with the
reported weber fractions from such studies. Nonetheless, we
would also like to explore the pseudo-haptics approach
through meaningfully combining the trigger resistance with

virtual objects that visually indicate different weights.
Comparing the weight perception based on only the adaptive
resistance, only visual input and a combination of both could
identify if visual input could also improve the ability to
discriminate between resistances and facilitates an association
with virtual weight in VR.

7.1.2 Subtle Vibrations
To better understand participants’ discrimination mechanisms
and to detect the causes of individual differences, we cross-
referenced our qualitative and quantitative results for each

participant by comparing the reported decision factors with
the psychometric functions. This helped to identify the
environmental vibration of the controller’s handle, which
occurred as an unintended side effect of the servo’s
adjustment, as a potential haptic confounding factor.
Psychometric functions indicating an inûuence of the
resistance on the perception system belonged to interview
statements reporting either only the altered trigger resistance,
or only vibration, or a combination of both. More precisely,
participants who stated that their decision relied entirely on
trigger resistance exhibited the expected decrease in their

discrimination ability for smaller resistances. While these cases
emphasise a relationship between the level of trigger resistance
and the perceived weight, those participants who performed
best stated both resistance change and vibration, but also
vibration on its own as decisive factors. This reveals that
vibrations, as an additionally perceived haptic cue, might
have interfered with the ability to sense different resistances
and their association with weight difference. This assumption,
however, is challenged by our data. Five of our participants

also stated that they based their decisions on the sensed
vibrations while producing poor success rates closely around
the guess rate. Due to these two extremes, we cannot make a
clear assumption about the inûuence of vibrations, positive or

negative, on the ability to discriminate variable resistances
rendered by Triggermuscle and on the association with
virtual weight. While previous work has intentionally utilised
vibrotactile feedback to render contact forces in addition to
asymmetric skin deformation for weight sensation, it has also
identiûed vibration amplitude as a possible confounding factor
with an unknown effect on the perception of skin deformation
(Choi et al., 2017).

One possible explanation for the differences in differentiating
resistances could be the weber fraction of vibrotactile frequency,
which ranges widely from 3 to 30% (Jones and Tan, 2013). Some

participants might have been, therefore, more receptive to
vibrations than others, causing different degrees of distraction
away from the change in trigger resistance. This assumption is
supported by participants describing vibrations to different
extents: One participant reported that he did not notice any
vibrations, while others described them as a side effect and yet
others focused on them as the main indicator of virtual weight.
Since participants were not informed about the adaptive trigger,
this might have consolidated a focus on vibration. Further, this
possible shift in attention to vibration could also have been
promoted by servo adjustment (i.e., the occurrence of

vibration). To prevent adjustment during grasping in the main
study, the servo changed its angle at the beginning of each trial
and before grasping the second box. However, observations
during the task showed that some participants released the
trigger very slowly and carefully when placing the box. In the
case of the ûrst box, the servo’s adjustment for the second box was
then provoked when participants were still focused on the
previous box. In addition, the very ûrst servo adjustment in
the initial trial appeared even before participants pulled the
trigger for the ûrst time, hence before they experienced any
resistance. Nonetheless, the occurrence of vibration does not

follow a clear pattern. Vibrations occur not only as soon as
the servo registers a pulling force inside the mechanism (e.g.,
when resistance exceeds the standard value), but also when the
trigger is pulled during standard value conûguration.
Additionally, in this state, a reverberation sometimes occurs
when the trigger is released, meaning the servo is active,
i.e., causing subtle vibrations. Vibrations as a distraction in
haptic devices were previously described as “one of the most
noticeable disturbances in a force reûecting device” (Tan et al.,
1994). To quantify participants’ exposure to the reported subtle
vibrations, we took measurements using the digital vibration

meter no. 480 600 from VOGEL GERMANY (VOGEL
GERMANY, 2021). While all servo adjustments from the main
study were tested, only the switch between the minimum and
maximum resistances created measurable vibrations. However,
these vibrations are below the perceivable range. Importantly, this
effect occurs mainly only during the brief period of servo
adjustment and does not mature into a continuous vibration.

In future studies, we would like to clarify these possible
limitations concerning vibrations. To approach a consistent
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sensing of the varying resistance, we would like to investigate the
role of attention by informing users about the adaptive trigger
and by additionally instructing them to ignore the current
mechanism’s side effect. In addition, shifting the focus away

from vibration and to the trigger’s intended feedback could be
further facilitated by implementing a short adjustment phase.
This would ensure that the servo’s angle is not conûgured while
participants are close to a virtual object.

7.1.3 Hardware
To address this matter in future hardware design and decrease
users’ exposure to unintended vibrations, other types of
actuation technologies could be tested, such as a micro linear
actuator for controlling the spring’s length or exploring
magnetic repulsion forces which are used in magnetic force-

feedback joysticks. This could, additionally, increase the
stimulus range and emphasise the trigger resistance as the
weight cue. Apart from that, vibrations could also be
intentionally used to enhance the experience of virtual
weight. A perspective on this matter is demonstrated by
previous work which explored vibratory stimulation and
patterns for weight perception during the interaction with a
vision-tactile-force display (Mizuno et al., 2013). As a movable
weight shifts along the display’s back towards one of the
display’s handles, the perceived weight of that handle seems
heavier when strong vibrations are rendered. Vibrations were

also observed to enhance other virtual object properties such as
virtual stiffness in combination with visual information (Maereg
et al., 2017). To better understand the possibility to enhance
Triggermuscle’s weight perception meaningfully with
vibrations, further research is necessary.

To achieve a simple weight rendering technique that could
potentially be integrated into consumer VR controllers, our
approach took only into account the trigger and its level of
resistance. While participants were, therefore, presented with
different resistive forces at their ûngertip, Triggermuscle did
not render skin stretch as an additional weight cue. This

stimulus is often provided in other haptic devices also
focusing on rendering haptic feedback at users’ ûngers,
such as (Minamizawa et al., 2007a; Scheggi et al., 2010;
Kurita et al., 2011; Suchoski et al., 2018). While it is
common for approaches of sensory substitution to not
address the receptors that are addressed in reality, this
limitation could have contributed to the different reactions
towards the same haptic feedback of Triggermuscle. As the
previous ûnger-worn haptic interfaces for skin stretch use
belts or plates stretching and pressing the ûnger pad, users
passively experience the skin modulation in mid-air without

physical counter forces to the hand. Since, in contrast, users of
the handheld Triggermuscle actively apply pressure on their
skin by pulling the trigger and experiencing the counter force
of the held device, an additional integration of skin stretch
rendering at the trigger might enhance the weight sensation of
Triggermuscle. While previous research has shown to
successfully render haptic feedback only to users’ index
ûngers for object properties (Benko et al., 2016; Choi et al.,
2018; Whitmire et al., 2018; Sinclair et al., 2019), not receiving

a sensation to the full hand during grasping might have
further impacted the weight sensation of Triggermuscle.

7.2 RQ2—How can the Intensity of the
Trigger be Quantiûed and Mapped to
Convey Distinguishable Virtual Weights?
Our ûndings show that some participants easily detected smaller
changes in the resistance, thus enabling them to haptically and
precisely render lighter objects, while other participants did not
notice any inûuence of the intensity level even with large
differences. Sensitivity differences towards resistance might
have been affected by the previously discussed limitations.
Nonetheless, self-reports on absolute weight and on the
respective box content associations revealed comparable

statements for lower and higher resistances. While these
reported impressions indicated a possible inûuence of the
visual appearance of the virtual boxes used in the
experimental task, they suggest the possibility of using visual
input to map the level of resistance and the perceived absolute
virtual weight. Future investigating adaptive trigger resistance as a
weight metaphor could determine whether haptic feedback could
be used to convey a large range of different relative virtual
weights. This could be achieved by creating a visual weight
context through visually rendering objects of a similar weight
class in the VE and through testing the same resistances in

different visual weight classes. To advance the experience of
virtual weight during interaction, auditory cues could also be
presented to convey weight information. For example, a hollow
sound could convey an empty, light object whereas a dull sound
could convey a ûlled, heavy object. This arrangement could also
be applied to objects of different materials due to different
weights.

In summary, designing triggers with adaptive resistance could
be one way of equipping VR controllers with enriched haptic
feedback in the future. Since the trigger is a commonly used
button that can be found in other VR controllers such as Oculus

Touch or game controllers, actuated triggers could be integrated
into a various interaction devices, also beyond the VR domain. To
achieve the intended effect, Triggermuscle’s spring mechanism
could be tailored to other controller shapes. Alternatively,
actuation could be modiûed with various technical approaches
including motors, springs, magnets, and gears, to ûexibly ût a
wide array of form factors. Particular attention should be paid to
the discussed limitations in order to achieve a consistent sensing of
the haptic feedback for all users. These limitations should be
addressed through hardware design by minimising unintended
vibrations. Our ûndings also indicate possible cross-modal effects,

which need to be considered when designing adaptive trigger
resistance for VR. One possible limitation of our study is that we
asked participants about the object’s weight, as this may have biased
their association with the provided feedback. Although, participants
were not informed of the type of haptic feedback provided, one third
linked the stimulus to weight perception. Based on user reports, we
further assume that some participants had a real sense of weight as
they spontaneously imagined light boxes being ûlled with feathers,
and the heavy ones with sand, stones or gravel.
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In the future, we are also interested in expanding the scope of
applications for adaptive trigger resistance in VR beyond weight
perception by exploring visual cues for other physical properties.
As studies (Johansson and Westling, 1984; Flanagan et al., 1995;

Ellis and Lederman, 1999) have documented that different
material properties impact the level of applied grip forces
when lifting an object and its perceived weight, this effect
could be potentially be used to further enhance weight
rendering in VR and additionally convey different materials of
the lifted object. Adapting the trigger resistance then not only to
the object’s weight but also to its surface roughness or smoothness
could account for the naturally performed grip force modulation
as reported in the studies and contribute to amore realistic weight
experience. Further, we are interested in whether the trigger
resistance can substitute haptic cues for virtual stiffness and if

different grasp animations can further convey various surface
tensions of different materials. We also imagine an integration of
resistive forces beyond the trigger in other haptic devices, such as
the haptic VR controller Haptic Revolver (Whitmire et al., 2018)
to simulate surface stiffness. Users of this device are presented
with textured wheels at their index ûnger to haptically experience
shear forces and textures. By adding resistive forces to the
textured wheel, varying surface stiffness could be rendered
when the textured wheel is pressed down. Additionally,
introducing an active modulation of the resistance during the
pull of the trigger could render a modulation of surface tension,

e.g., depending on how much a deformable material is squeezed.
The resistance modulation could also convey weight shifts, e.g., as
the liquid inside a cup moves around when balancing it or when
an object is accelerated in order to be thrown. The brief increase
or decrease of trigger resistance could furthermore be applied for
haptic feedback of operating virtual UI elements.

8 CONCLUSION

We explored adaptive trigger resistance as a novel approach for
weight perception in VR. The adaptive trigger inside our haptic VR
controller Triggermuscle modiûes the level of resistance according
to the weight of a grabbed virtual object. Users, therefore, need to
scale their index ûnger force to grab objects with different virtual
weights. We presented the design and implementation of the
prototype’s initial and Triggermuscle’s revised spring
mechanism, which adjusts the trigger resistance dynamically
and continuously. As proof of concept, our systems are built
into the casing of an HTC Vive controller. The mechanisms,

however, can easily be adapted to various of form factors of
different interaction devices. In two user studies, we evaluated
both technical implementations and explored the positive as well as
the negative effects of actuated adaptive trigger resistance on users’
discrimination ability and associations with virtual object weight in
VR. Our ûndings show large differences between participants.
While Triggermuscle’s adaptive trigger enabled 3 out of 5
participants to sense and discriminate different levels of
resistance, only 1 out of 3 participants self-reported an
association with weight. In the successful weight illusion,
lower resistances were associated with lighter objects and

higher resistances with heavier objects. While these ûndings
reveal early indications for using adaptive trigger resistance
to simulate virtual weight in VR, they reveal limitations
regarding the sensing of variable resistance, perceptual

mechanisms and hardware design. We have discussed and
wish to address these limitations in future studies. Our
ûndings provide a ûrst important step towards using
adaptive trigger resistance in VR. We hope that this
work motivates further research on transforming
established input elements into input-output components,
so as to enhance the haptic experience of handheld VR
controllers.
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Kicking in Virtual Reality:

The Influence of Foot Visibility on the Shooting Experience and Accuracy

Michael Bonfert Stella Lemke Robert Porzel Rainer Malaka

Digital Media Lab, University of Bremen, Germany*

Figure 1: (left) A side view of the player’s visualized foot before kicking the virtual ball. (right) The targets to shoot. The second
window from left was just hit and breaks. The fourth is flashing as indicator to be shot next. The player perspective is further away
and centered.

ABSTRACT

When playing sports in virtual reality foot interaction is crucial
for many disciplines. We investigated how the visibility of the
foot influences penalty shooting in soccer. In a between-group
experiment, we asked 28 players to hit eight targets with a virtual
ball. We measured the performance, task load, presence, ball control,
and body ownership of inexperienced to advanced soccer players.
In one condition, the players saw a visual representation of their
tracked foot which improved the accuracy of the shots significantly.
Players with invisible foot needed 58% more attempts. Further, with
foot visibility the self-reported body ownership was higher.

Index Terms: Human-centered computing—Virtual reality;
Human-centered computing—Empirical studies in HCI;

1 INTRODUCTION

Foot-based interaction in virtual reality (VR) has received far less
attention in research and industrial applications compared to hand
interaction. In reality, however, we use our feet for a variety of pur-
poses beyond locomotion. Especially in the world of sports, kicking
objects is a popular recreational activity as well as a professional
enterprise. The amply named game of soccer, or football in UK
English, even punishes hand-based interactions. Players are passing
and playing balls almost completely with their feet.

This preprint is identical to the published paper. The original is available at

https://doi.org/10.1109/VR51125.2022.00092

When shooting at or towards a designated target, professional
soccer players neither look at the ball nor their foot. Instead, they
lock their view onto the target when taking the shot to improve their
aiming. In reality, they can feel the response of the ball through
haptic feedback while dribbling and shooting the ball. When simu-
lating soccer games in VR, the impact of the virtual ball cannot be

*{bonfert, slemke, porzel, malaka} @uni-bremen.de

perceived on the player’s foot, unless some form of force feedback is
rendered, e.g., with active actuators in the shoe [25] or ball props [4].

In order not to presuppose any custom hardware, we set out to
investigate precise target shooting by kicking a virtual soccer ball
in VR using only a Vive Tracker as input device. We present an
empirical study that explores the effects of a visual representation
of the player’s virtual foot on the ball interaction, as corresponding
visualizations of virtual hands have been shown to improve the
feeling of presence and body ownership [5, 10, 19]. We therefore
ask, if the visibility of the virtual foot makes up for the lack of
haptic feedback and facilitates more accurate shots or if it makes no
difference as players do not look at their foot while kicking, anyway,
as they rely on proprioceptive cues.

To assess the influence of the foot visualization, we designed a
task inspired from penalty shooting for a between-groups experiment
and measured the players’ performances in hitting the targets, the
perceived task load, the sense of presence, as well as two aspects
of embodiment: the sense of agency, operationalized as action and
intention with the kicking foot and therefore the effective control
over the ball, and the sense of body ownership, as the experience of
the virtual foot as one’s own [15, 24]. We hypothesize that a visual
representation of the player’s foot (H1) improves the performance in
terms of accuracy and required time, (H2) reduces the task load, (H3)
enhances the presence in the virtual environment, (H4) increases the
subjective control over the ball, and (H5) enhances the perceived
body ownership.

2 RELATED WORK

Interactive games based on various types of sport and physical activ-
ities have been on the market for a long time, for example, the Wii
Sports games released by Nintendo in 2006. Here the interaction
is based on controllers and additional devices that can be used as a
tennis racket, golf club, or baseball bat. The rise of VR headsets for
the consumer market, such as the Oculus Rift or HTC Vive, paved
the way for VR-based sportive games [40] and physiotherapeutic
applications [2] in immersive virtual environments. Consequently,
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studies have investigated the difference between virtual and real
sports in high-performance environments, e.g., for golfing [12].

Handling virtual objects without any haptic feedback from a real
object presents a major challenge for sports in VR, that also applies
to playing with a ball. Zindulka et al. compared throwing a physical
ball in reality to throwing a virtual ball with a controller in VR yield-
ing in lower precision and accuracy for virtual throws [41]. Sports
that are performed with the foot, such as soccer, have not received
the same attention as hand interactions. Naturally, manual interac-
tions are more flexible in their operational abilities and application
versatility as well as easier to track – with widely available con-
trollers or optically with cameras built into the headset. While foot
interaction has a rich history in human-computer interaction [37],
literature on foot interaction in VR often considers the feet as ab-
stract input modality for locomotion [38], navigational tasks [6], or
game mechanics such as sneaking [7].

Therefore, there is ample space for more research on foot interac-
tions across various domains, applications, and modalities. Besides
efforts in exploring aspects of visual perception, there is a growing
body of research on haptic foot displays [31,32], auditory cues from
the feet [14, 33], and multimodal systems [34]. Various approaches
for camera-based foot interaction with mobile devices were imple-
mented to realize navigational interfaces [36], interactive control
with the foot [21], and kicking gestures [11].

Prior work has examined the effects of visualizing body parts in
VR with a focus in the literature on the user’s hands, e.g., while
typing on a keyboard [10, 16]. Additionally, different degrees of
realism of hand representations have been compared showing an
increase in agency along with the realism [3] and higher presence
along with visual match [28]. Pan and Steed explored the effects of
foot visualization in a multi-user scenario. In their study, participants
are asked to assemble a jigsaw puzzle in a shared virtual environment
with either no foot representation, feet floating below the torso, or
accurate foot tracking. They found that the visualization with a self-
avatar enabled the participants to assemble the puzzle more quickly
and had important effects on presence and interaction. Participants
with tracked feet moved closer to obstacles, participants with no
visual representation usually ignored them [22].

The fundamental influence of a user’s virtual body on presence
was also demonstrated in a psychophysical experiment by Skarbez
et al. [29]. Like in our study, the participants were instructed to
play with a ball with their feet. The physical realism of the ball
interaction was varied across experiment conditions. Further, the
authors varied if the virtual body was visible and if body parts
above the hip were movable. The feet, however, were visible and
movable in every condition. The results show that the visibility of
the virtual body and the ability to control its movements were the
most important contributors to plausibility illusion [30] and therefore
presence, although the feet that were required for the kicking activity
were always visible and controllable.

In a sports context, researchers explored climbing at physical
walls while being in VR with the hands and feet tracked and vi-
sualized [17, 26, 35]. In a study by Kosmalla et al., participants
had to climb four different routes with four different conditions: no
visible hands and feet, only hands, only feet, or hands and feet. The
results show that experienced climbers did not need a visualization
of the hands but that visible feet alone could reduce the number of
missteps [17]. This suggests that proprioceptive cues might not be
sufficient for assessing the locations of one’s feet in VR sports.

3 USER STUDY DESIGN

To evaluate the effects of visualization on foot interaction in VR,
we conducted a user study (N = 28) with a kicking task inspired
from soccer penalty shootouts. The players’ objective was to kick
a soccer ball from a stationary position and hit eight targets. In the
between-groups experiment, we compared the shooting performance,

Figure 2: As shown in this illustration an HTC Vive Tracker 2.0 was
attached to the top of the players’ right shoe with elastic bands.

task load, presence, ball control, and body ownership between two
conditions: kicking a ball with a visible foot (+F) versus with an
invisible foot (–F). We decided against abstract indicators for the
control condition, e.g., a dot at the tip of the foot [16], because we
wanted to learn whether the player’s proprioceptive impression is
enough or if it needs to be supported by a visual impression of the
foot position. Further, we decided against a within-subject study
design because we expected strong learning effects, especially from
players who would first play with visible foot and then transfer this
experience to the condition with invisible foot.

The players were supposed to control the direction of the shot
precisely, however, we did not expect them to control the height of
the shot. Therefore, the targets were 2.40 m tall and only 1.12 m
wide which presented a challenge at 11.22 m distance. The targets
were the windows along the front of a house. By hitting a window,
the breaking glass served as intuitive feedback for success and,
furthermore, as a tempting motivational factor.

3.1 Sample

We recruited 28 participants for this experiment (17 male, 11 female)
through social media and soccer club channels. The players were
between 17 and 59 years of age (M = 30.1, SD = 13.5). The sam-
ple included inexperienced and advanced soccer players covering
the range with an even distribution. The group means of the self-
assessments from 1 (beginner) to 5 (professional) are M+F = 3.36
and M−F = 3.07. All participants except one were new to VR. The
random distribution between the conditions was balanced in terms
of experience in soccer, VR, and computer games, as well as gender
and age, with no significant differences revealed in t, U, and χ2 tests
(all with p ≥ .548).

3.2 Experimental Setup

The prototype was implemented with Unity 2020.1.1f1 and the
SteamVR 2.6.1 plugin. The SteamVR Tracking of the HTC Vive
is highly accurate, easy to set up, and can be used without consid-
erable constraints in movement. It and has been used in research
for tasks ranging from climbing [26] to learning to dance [20]. In
our study, the players were provided with an HTC Vive headset, a
Vive controller, and a Vive Tracker attached to the right foot with
elastic bands as depicted in Figure 2. With the controller, the player
could manually reset the ball position. Additionally, it was reset
automatically when the ball left a specified playing field or after
hitting the target.

When the ball was kicked, upon collision of the shoe model’s
mesh collider and the ball’s sphere collider, an impulse was calcu-
lated to enable predictable and powerful shots: the foot’s current
relative velocity was multiplied with 550 and transferred as impulse
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Table 1: The means, standard deviations, group differences, test statistics and significance values for all statistical comparisons between the two
conditions visible foot (+F) and invisible foot (–F). Significant differences in these one-sided tests with p < .05 are marked with an asterisk.

Mean SD ∆ Test statistics p

Performance

Time (min)
+F 6:21 2:14

1:17 t (26) = −1.286 .105
–F 7:38 2:58

Accuracy (attempts)
+F 52.50 21.27

30.14 t (17.96) = −2.157 .022*
–F 82.64 47.78

Rate (attempts/min)
+F 8.45 2.92

2.03 t (26) = −1.674 .947
–F 10.48 3.47

Task Load Index
+F 30.48 7.70

3.03 U = 81.0 .224
–F 33.51 6.57

Presence

Involvement/Control
+F 5.54 0.59

0.01 U = 93.5 .591
–F 5.53 0.41

Naturalness
+F 4.81 1.29

0.10 U = 109.5 .306
–F 4.71 1.04

Interface Quality
+F 4.76 1.26

0.34 U = 83.5 .756
–F 5.10 0.88

Ball Control
+F 3.72 1.39

0.02 U = 93.0 .600
–F 3.74 0.80

Body Ownership
+F 5.51 1.10

1.07 U = 136.5 .040*
–F 4.44 1.60

to the ball’s rigidbody. This factor was determined empirically in
iterative pre-tests by testing which impulse provided most test users
with the impression of realistic shooting physics. The subsequent
trajectory was calculated by Unity’s physics engine.

The players in the condition with invisible foot could not see any
visualization of their foot or indicator of its location. The players
with foot representation could see the virtual soccer shoe and sock
depicted in Figure 1. Since the foot was only tracked in one place,
the ankle joint was not dynamically animated. All players were
right-footed, hence, all players shot with their right foot. The left
foot was neither tracked nor virtually displayed.

The virtual scene was situated outdoors. The player stood on a
lawn looking at a house with target windows along its front. The
spacious playing field was enclosed by trees and fences. The win-
dows had to be hit one after the other as indicated with color. Only
the window indicated to be the next target could be destroyed with
the ball. The order in which the windows were to be hit was defined
randomly and the same for everyone. A panel displayed the attempts
and time needed so far. The player behavior and performance were
logged.

3.3 Procedure

The experiment was conducted in the spacious clubhouse of a local
soccer club in compliance with the infection control regulations at
the time. In the beginning, the participants were briefed and signed
a consent form. After a Vive Tracker was attached to their right foot
with elastic bands, the position of the virtual foot was calibrated in
Unity. Then, the players were given a head-mounted display and a
Vive controller. In the VE, the players saw the wall with the targets
and 11.22 m away from it the ball in front of them. Approaching
the ball, they had the chance to practice with up to 30 shots but
could end the practice phase early. Then, the shooting task started in
which eight adjacent windows had to be hit in the given order. The
players had as many attempts and as much time as they needed for
completing the task. The balls always spawned in the same location.
After completion, the participants left VR and filled in the following
questionnaires on a tablet:

a) Demographic data and prior experience in soccer, VR, and
gaming,

b) The applicable subscales Involvement/Control, Naturalness,
and Interface Quality from the Presence Questionnaire (PQ) by
Witmer and Singer [39],

c) The NASA raw Task Load Index (TLX) [13],

d) Seven custom items on the subjective control over the ball as
detailed in Appendix A.1, and

e) Five custom items on body ownership as detailed in Ap-
pendix A.2.

We could not use validated questionnaires on body ownership
for this study, because some items cannot be applied to the condi-
tion with invisible foot. Our custom questions are inspired from
standardized body ownership scales [9, 18] and adapted to our sce-
nario. Concluding the experiment, we conducted a semi-structured
interview with the players. We asked about their feel for the ball,
different strategies of kicking, the interaction fidelity, their satisfac-
tion with the achieved performance, previous soccer experience, and
if they would like to play again. The interview guideline is detailed
in Appendix A.3. The sessions took about 45 minutes with about
15 minutes in VR. The players were compensated with snacks and
beverages for their participation.

3.4 Data Analysis

All statistical tests were calculated with an alpha level of .05 and
assume an advantage of displaying the foot as alternative hypotheses.
For the metric data on times and attempts, we applied Student t tests
for independent samples. It was approximately normally distributed
as assessed by Shapiro Wilk tests (p = [0.096 .. 0.694]). The ho-
mogeneity of variances was confirmed with Levene’s tests for all
metric data (p = [0.115 .. 0.719]) except for the number of attempts
(F = 11.054, p = .003) for which Welch’s t test was used, conse-
quently. The distribution of the ordinal data from the questionnaires
was compared with non-parametric Mann-Whitney U tests.

The custom questions on the subjective ball control and the body
ownership have not been validated as standardized scales. There-
fore, we conducted a reliability analysis to check for the internal
consistency of the items. The tests yielded Cronbach’s Alpha values
of αBC = .88 for the ball control items and αBO = .89 for the body
ownership items, strongly indicating that the items measure the same
underlying concept, respectively. We assessed potential influences of
sample characteristics as experience or demographics with Pearson’s
correlations if both variables are metric and Spearman’s correlations,
otherwise, for ordinal data. We used t and U tests for the nominal
factor gender. The qualitative data was analyzed with an inductive
thematic analysis.
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Figure 3: Box plots comparing the distribution of ratings on ball control and body ownership as well as the shooting accuracy between the two
conditions. Please note the two different scales. Significant group mean differences with p < .05 are marked with an asterisk.

4 RESULTS

We compared the logged performance data between the two condi-
tions with visible foot (+F) and invisible foot (–F) as well as the user
ratings from the questionnaires. Further, we report what we learned
about the participants’ experiences in the interviews.

4.1 Shooting Performance

In the experiment, we measured how fast and accurately the players
were able to hit eight targets. It took them a similar amount of time
in both groups to complete the task. On average, players without
virtual representation of their foot needed 77 s longer (7:38 min),
but this difference is not significant (p = .105), as can be seen in
Table 1 – along with all further descriptive and test statistics.

Regarding the accuracy of the shots, players with visible foot
performed better in the task. They needed an average of only 6.56
attempts per target, compared to 10.33 attempts in the –F condition.
For all eight targets, we observe a significant difference of 30.14
attempts which is 57.5% more on average and corresponds to a large
effect size [8] with dCohen = 0.82, p = .022. While it was possible
for some players with invisible foot to achieve a similar performance
as with visible foot, there were substantially more participants in
the –F condition with less accuracy – with up to 172 attempts, as
illustrated in Figure 3. The best player hit all 8 targets with only 14
shots and was in the condition with foot visualization. As Levene’s
test confirms, the variance in the –F condition was significantly
larger (F(1) = 11.054, p = .003). The prior experience in playing
soccer had no measurable influence on the accuracy (ρ = − .169,
p = .390) or time needed (ρ = − .229, p = .241), and neither
did VR experience, gaming experience, age, or gender (all with
p ≥ .296).

From the accuracy and time, we can assess the shot rate, i.e., how
often the participants kicked the ball per minute. On average, the
players who could see their virtual foot shot with a lower frequency
(8.45 shots per minute) than the group with invisible foot (10.48).
Hence, they took an average of 1.85 s longer to take a shot, unlike
what was hypothesized.

4.2 User Ratings

After the task, we asked our participants to fill in questionnaires
about their experience and rate it on a Likert scale from 1 to 7,

except for the TLX rated from 10 to 100. In the Presence Question-
naire [39], we did not find group differences in the ratings of any of
the tested subscales Involvement/Control, Naturalness, and Interface
Quality. Similarly, the NASA raw Task Load Index [13] showed no
significant difference between the groups with average scores of 31.

The assessments of body ownership reveal a significant differ-
ence between the groups with higher ratings by players who could
see their foot (M+F = 5.51) compared to the condition with in-
visible foot (M−F = 4.44). This is a medium to large effect with
dCohen = 0.71, p = .040. There is a large spread of opinions
among the players with no foot representation on how high the body
ownership was, compared to more consistent ratings in the +F con-
dition. A heterogeneity of variances is suggested by Levene’s test
(F(1) = 3.047, p = .093).

The ratings for aspects of ball control are on average equal in
both conditions with moderate scores (M+F = 3.72, M−F = 3.74,
p = .600). Particularly low are the ratings for how precisely the
players could control the force of a shot with an average rating of
2.68. Conversely to the body ownership assessments, we observe a
large scattering of ball control ratings by players with visible foot
indicating diverse perceptions in the +F condition, compared to more
uniform assessments by players with invisible foot. Again, Levene’s
test raises doubts about the homogeneity of variances between the
conditions (F(1) = 3.923, p = .058). The distributions of the ball
control and body ownership scores are visualized in Figure 3.

Neither the soccer, VR, and gaming experiences nor the age
or gender of the participants had any significant influence on the
questionnaire results (all with p ≥ .125), with one exception: the
more experience the players had in soccer, the more the interface was
reported to interfere with their performance (ρ = − .392, p = .039).

4.3 Feedback from the Players

In the interviews after the experiment, we noticed great ambitions
by the players to improve their kicking skills in our simulation.
In particular, experienced soccer players wanted to practice more.
Participants from both conditions asked if they may continue playing.
We observed that participants who achieved a good feel for the ball
were satisfied with the system but tended to criticize their own skills.
In contrast, players who did not manage to acquire intuitive control
over the ball looked for flaws in the system. Some participants
complained that the ball sometimes only rolled ponderously or in an
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unintended direction, although they had the impression that they hit
it correctly. The players described various strategies for improving
their shooting abilities similar to the learning process of soccer
beginners getting familiar with kicking a real ball. For instance,
they tried hitting the virtual ball in different locations, hitting it from
different angles, or using the heel of the foot for kicking.

When being asked about the visualization of the foot, most partic-
ipants who could not see a virtual foot during the task explained that
they did not miss it. Some suspected that it might have even been
distracting. In the condition with visible foot, some players assumed
that they would not have needed the visualization and would have
performed well without it. In one case, the player only realized at
the end of the task that he could in fact see his virtual foot. Further,
only one participant suggested displaying the left foot as well to get
a better idea of how he stands.

5 DISCUSSION

From our results, we learn that visualizing the virtual foot brings
benefits for shooting targets with a virtual ball. Although showing a
virtual soccer shoe did not significantly improve how fast the players
hit the targets, it has increased the accuracy of their shots. Players
without visual reference aimed significantly worse and needed in-
ordinately many attempts: up to 21.5 shots per target. Showing the
virtual foot enabled the players to hit the targets more reliably. The
best performing player could see the foot and needed only 1.75 shots
per target. Hiding the virtual foot resulted in 57.5% additional at-
tempts on average and a larger variance. These findings support our
hypothesis H1 on advantages for the kicking performance. The in-
creased accuracy in foot actions is in line with findings by Kosmalla
et al. [17] on visualized feet when climbing in VR who demonstrated
a reduction of self-reported stepping errors. Previous studies found
similar effects for typing in VR where hiding hand visualizations
resulted in high error rates [10] and in particular for inexperienced
typists required more time and error corrections [16].

On the other hand, the average perceived control over the ball,
which we interpret as an indicator of agency over the feet, yielded no
difference between the group means, unlike what was assumed with
H4. Interestingly, the visible foot caused a large variance among the
participants regarding how high their subjective ball control was. We
suspect that for some players, calibration inaccuracies might have
caused unexpected ball behavior that did not match the observed
action and thus lowered the perceived control, while for others with
good calibration the visibility in fact enhanced the ball control. In
contrast, participants who could not see their foot had to rely on
proprioceptive cues and intuition independent of calibration offsets
leading to more uniform impressions of ball control.

Professional soccer players do not look at the ball or their foot
while taking a shot. However, kicking a ball in reality renders a
detailed haptic response on the foot. For developing a feel for the
ball, this lack of haptic sensation can be a challenging gap in the
feedback loop while learning how best to hit the ball, which can
only be compensated with proprioceptive or visual cues. Most of
the players with invisible foot explained in the interviews that they
did not miss a virtual representation of their foot. They were largely
in agreement on their level of ball control but performed worse. In
contrast, players who were able to see their foot could not agree
less on their subjective ball control, but in fact shot more accurately.
The impact of displaying a shoe model might take effect on a sub-
conscious level. Indeed, one player only became aware of the foot
visualization at the end of the session. Still, the visual feedback
might have been effective in improving this player’s estimate how to
best hit the ball. By comparing the assumed position of the foot with
the visual information on its actual position, the player could read-
just the kicking movement without realizing it. This subconscious
feedback loop and motor recalibration seem especially plausible
with a high body ownership.

Indeed, the visibility of the foot had a significant impact on the
perceived body ownership of the players. Being able to see the
foot they shoot with enhanced their body ownership on average,
which confirms hypothesis H5. Additionally, we observed a similar
scattering phenomenon as with the ball control. While players with
visible foot reported consistently high scores, the variation in the
answers from the invisible foot condition shows large disagreement
within the group, with a wide range of body ownership ratings. Some
players seemed to have difficulties relating to a virtual foot that they
cannot see despite being able to impact the virtual environment with
it. For others, the effectiveness of their actions was sufficient for
owning the virtual foot.

Other than expected, our investigation showed no advantage from
the foot visibility in terms of task load (H2) or presence (H3). Pre-
vious work has shown a higher workload and lower presence when
hiding the hands for a typing task [16]. Also in tasks that involve the
feet, showing a self-avatar was found to be an important contributor
to the plausibility illusion [29] and to increase presence [22]. This
discrepancy could be attributed to the visual focus of the task that
was rather on the targets than on the foot visualization. We would
expect to see effects on task load and presence for activities that
focus visual attention on the feet.

To our surprise, we also observed no influence from prior soccer
experience on the performance, ball control, or body ownership in
our simulation. From amateur to professional, everybody needed
to get familiar with the virtual ball and adapt to its behavior. Only
regarding the interface quality, experienced players diverged in their
assessment and gave worse ratings for how much the system inter-
fered with their kicking performance, independent from the condi-
tion. As a possible explanation, we suspect that the professionals are
used to a better shooting performance and therefore felt particularly
limited in their capabilities in the simulation. The performance of
throwing a ball in reality is twice as accurate as in VR according to
a study by Zindulka et al. [41]. There could be a similar limitation
in kicking as in throwing in VR. After the experiment, many players
asked to continue playing and practicing with our prototype. They
expressed having a lot of fun in shooting the targets and wanted to
further improve their virtual kicking skills.

5.1 Limitations

Some participants acquired a precise and intuitive feel for the ball
yielding in performances with only few attempts, whereas other
participants struggled with the control over the ball and criticized its
unrealistic behavior. In particular, how precisely they could control
the force of the shot was rated poorly by the players. Therefore,
the collision detection or force transfer might be limiting factors
of the tested prototype. This applies especially for powerful shots
according to observations and feedback. One explanation could
be that if the foot motion were too fast, the collision occurring
between frames might not have been detected correctly and thus a
wrong speed profile was calculated. While this issue affected both
conditions equally it might account for some of the noise in the data
and conceal effects that would be traceable otherwise.

Further, we assume that the calibration was not ideal for some
participants as they developed coping strategies compensating a
potential offset. Since the foot model and collider dimensions were
not scaled to match the shoe size of the players, the offset varied
depending on the size of their feet. Although 30 practice shots
allowed for adapting to calibration shortcomings which affected
both conditions equally, we cannot exclude confounding effects due
to noisy data. As suggested in the literature [1, 23, 27], there might
also be an influence of the break in presence from removing the VR
headset on the subjective measures in both conditions, which could
be an additional cause of high variances in the data.

We can further assume that the sample size of 28 participants in
combination with the between-group design was a limiting aspect in

5



this study. It is conceivable that with a larger sample, further differ-
ences between the groups would have become apparent, especially
regarding the required time, although further recruitment would have
made it difficult to ensure a sample covering diverse soccer expe-
riences. Lastly, it might have been beneficial for the players’ body
ownership if both feet were visible and if more degrees of freedom
were mapped by tracking the ankle joint. Even though this requires
additional time in putting on and calibrating at least four trackers, it
should be worth the effort in future studies.

5.2 Future Work

Based on our data and in line with comments from the interviews,
we suspect subconscious processes being involved that require more
purposeful investigations of target shooting. For instance, we suggest
capturing the direction in which the player looks and whether the
foot is within the field of view while taking a shot as well as the
distance by how much a target was missed. A comparison of real
and virtual ball shooting, as has been done for throwing [41], would
help to understand the unique characteristics of kicking and foot-eye
coordination in VR. Moreover, considering related research on hand
visualizations, we expected an increase of presence and agency over
the ball when displaying the foot. One explanation for the deviating
results of our study could be that the player’s visual focus in penalty
shooting is primarily on the goal, less on the kicking action itself. It
should be interesting to compare the results presented here to future
research on foot interaction with the action in the center of visual
attention and more fine motor demanding ball handling, such as
balancing or juggling the ball with the feet.

Also, other aspects of playing soccer could be investigated to
gain a deeper understanding of foot–ball interaction in VR and the
influence of limb visualization and embodiment, such as passing the
soccer ball to other players in a multi-user scenario or dribbling it
while moving along. Equivalent to similar work on hand interaction,
it would also be interesting to compare various visual representations
of the foot, such as abstract and realistic foot avatars. Finally, enrich-
ing the kicking action with haptic feedback, such as force feedback
to the foot at collision with the ball, might benefit the player’s pres-
ence and body ownership. A nuanced haptic actuator indicating the
location of impact along the inside of the foot could have a strong
impact on motor learning and improve the performance. Combining
foot with hand visualizations and haptic feedback for full-body ac-
tivities, such as in martial arts or yoga, will allow integrating the role
of visual foot feedback in embodiment models and skill acquisition
for VR sports.

6 CONCLUSION

The presented study provides insights into the role of foot visibility
when interacting with a virtual ball for a central component of
playing soccer in VR: the targeted kicking of a ball in a penalty
shooting task from a stationary position. We found that seeing one’s
foot while shooting a ball can significantly decreases the required
number of attempts for hitting the targets. Although this suggests an
advantage for controlling the aiming the shots, the subjective control
over the virtual ball did not benefit from the foot visibility overall.
Instead, it caused a high variance within the group’s self-reports.
We suspect subconscious processes with high sensitivity towards
calibration inaccuracies causing visual mismatch.

While displaying the foot did not decrease the task load or im-
prove players’ presence, our findings show significantly higher and
more unanimous body ownership assessments with a visible foot.
Further studies are required to understand the effects of foot vi-
sualization on body ownership and agency that came into play in
this first evaluation. On the journey towards expanding full-body
tracking and embodied interaction in VR, more research on foot
visualization will enable high-fidelity interactions with the feet in
sports and beyond.
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A APPENDIX

Twelve custom questionnaire items on the subjective feel for the
ball and on body ownership were rated on a Likert scale from 1
(not at all) to 7 (completely). The last item on ball control was
erroneously placed in the questionnaire on body ownership and is
therefore phrased as a statement. The reported calculations account
for the correct attribution as listed in the following.

A.1 Items on Ball Control

1. How precisely were you able to control the direction of the
shot?

2. How precisely were you able to control the force of the shot?

3. How realistic was the shot?

4. Were you able to aim the ball?

5. Did the ball hit the spot you aimed for?

6. Did the ball behave the way you wanted it to?

7. I felt the force of my biological foot transferred to the ball.

A.2 Items on Body Ownership

1. I was aware of the location of my biological foot.

2. I was aware of the location of my virtual foot.

3. I felt that my biological foot was present in the virtual environ-
ment.

4. I knew exactly where my foot was in the virtual environment.

5. I was confused about my foot in the virtual environment. [re-
versed]

A.3 Interview Guideline

The following questions and possible follow-up questions served as
the basis for the semi-structured interview and were flexibly adapted
depending on what the participants shared.

• Would you like to play again?

• Were you able to control the ball well?

– Did you develop a strategy for targeting your shots?

– Did you try different strategies? What worked well and
what did not?

• How realistic did it feel to shoot the ball?

– How would you describe your feel for the ball?

– How would you describe the behavior of the ball?

• Were you satisfied with the result you achieved?

• Do you think, previous experience in soccer is an advantage in
this game?

• Would you like to share anything else?

– Do you have any suggestions for improvement?

– Do you have other impressions that have not yet been
addressed?

8
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for throwing, the transfer between the virtual and the real world 
comes with challenges and currently requires trade-ofs, e.g., in 
terms of distance perception [4] or aiming [23]. 

Throwing a disc additionally requires players to consider the 
weight and shape of the disc as well as external factors such as wind 
through haptic stimuli to anticipate the possible outcome of the 
throw. In current consumer VR systems with controllers or hand 
tracking, these cues are not available to the player. How can we 
still enable players to accurately throw a disc and control its fight? 

We investigated supporting Frisbee throwing with a visual hand 
representation. In VR setups, users are often supported with visual 
self-representations such as full or partial self-avatars. Studies found 
signifcant benefts of hand visibility for tasks like typing on a 
virtual keyboard [8] or picking and placing objects [1, 5] as it has 
a positive infuence on players9 presence and body ownership in 
the virtual world. This study aims to understand if hand visibility 
has an impact on the performance and sense of embodiment when 
throwing a disc in VR. Therefore, we investigate the following 
hypotheses: H1 The visibility of the virtual hands improves the 
accuracy of throwing a virtual Frisbee; H2 Hand visibility increases 
perceived presence; H3 Hand visibility increases the sense of body 
ownership; H4 Hand visibility increases the subjective control over 
the virtual Frisbee. We report on the design and results of a user 
study (ý = 29) and discuss the outcome. Further, we contribute a 
prototype with realistic Frisbee trajectory physics. 

2 RELATED WORK 

Diferent research areas are related to this interdisciplinary topic, 
such as human-computer interaction, sports, computer science, 
and psychology. We present related work concerning aspects of 
embodiment and its efects on interactions and sports in VR. 

2.1 Aspects of Embodiment 

Kilteni et al. [12] explain the sense of embodiment as a combination 
of three concepts: self-location, sense of agency, and sense of body 
ownership. For a plausible sense of self-location, it is important that 
the biological and virtual bodies are perceived to be in the same 
space [5]. A high sense of agency requires having motor control over 
the virtual body9s actions [12]. The sense of body ownership refers 
to <one9s self-attribution of a body= [12] and implies that the body 
is the agent of the experienced sensations [7]. The user9s perceived 
level of embodiment can strongly afect the VR experience. The 
concept is linked to the user9s presence in a virtual environment [18, 
20] and might therefore determine how well experiences and skill 
acquisition from the virtual world can be transferred to the real 
world. 

There is a growing body of literature on how VR training in 
sports can beneft performance in reality. In a study by Pastel et al. 
[19], participants completed three tasks in both virtual and real 
environments: balance, grasping and throwing. Its results showed 
that full body visualisation led to better performances, especially 
if compared with no body visualisation at all, and that a realistic 
virtual body helps to <limit diferences between the real world and 
virtual reality and to ensure quite natural body perception= [19]. 
Research on body ownership concerning the user9s virtual hands by 
Canales et al. [5] investigated the infuence of diferent mappings 

on a manipulation task in virtual reality. They found that partic-
ipants preferred adjusted visualisations that prevented the hand 
from intersecting with objects, even though displaying the original 
position improved performance, which also induced higher owner-
ship. Similarly, Ma and Hommel [15] showed the role of agency for 
perceived hand ownership. The degree to which the virtual agent 
could be controlled by people9s own movements was at least as im-

portant as a realistic appearance of the hand when it comes to body 
ownership. Further, a study by Grubert et al. [8] evaluated diferent 
hand and fngertip representations to fnd the best visual support 
for extensive text entry. Minimalist visualisation of only the fnger-
tips proved to be the preferred option, with a high input rate and 
low error rate. This outperformed the high-fdelity variant of a full 
3D representation of the hand, which in turn induced higher body 
presence at the cost of obscuring the keyboard. Therefore, it might 
not be possible to generalize the ideal hand representation for any 
use case, and rather depend on the scenario, the goal, the input and 
output devices, and individual preferences. This is also supported 
by the fndings of Kocur et al. [13], who conducted a study to inves-
tigate the impact of missing individual fngers in virtual interactive 
scenarios. They found, that a missing virtual representation of the 
index fnger, which was by far the most used by the participants, 
led to the strongest drop in body presence. Comparing this to the 
efect of replacing the virtual hand by an abstract one, it showed, 
that the usefulness of a hand representation has a much higher 
infuence than realism. 

2.2 Sports in Virtual Environments 

With innovations in sensor technology enabling position, motion 
and biofeedback detection for complex posture recognition or phys-
iological measurements, doing sports in virtual environments opens 
up new opportunities. Some systems are particularly designed for 
coaching and training people, both for supporting physical activity 
and providing motivation [2]. 

Neumann et al. [17] concluded in their systematic review of 
interactive sports applications in VR that while <the majority of 
research has been conducted on endurance sports, such as running, 
cycling, and rowing, more research is required to examine the use 
of interactive VR in skill-based sports= [17]. This is particularly 
challenging as precise movements and actions, such as throwing, 
are difcult to capture and transfer accurately to virtual actions. 
For example, Harris et al. [9] investigated the performance of golf 
putting in VR and compared it to the performances in the real world. 
Their study showed that expert players also outperformed novices 
in the virtual world, suggesting that a VR simulation can achieve 
a high level of fdelity so that it requires skills comparable to the 
real world. As another example, a study by Tirp et al. [21] on skill 
transfer of throwing darts compared the accuracy and quiet eye du-
ration between real and virtual throwing. The results showed that 
participants with virtual training threw with the highest accuracy 
which implies a high skill transferability. However, these results 
confict with fndings by Drew et al. [6]. In a similar study, the par-
ticipants who practised dart throwing in VR performed worse than 
the real-life training group. Furthermore, a discrepancy between 
real and virtual throwing is demonstrated in an investigation by 
Zindulka et al. [23] who compared overhand and underhand ball 
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throws. Their results showed a signifcantly worse performance in 
VR compared to real throwing regarding accuracy and precision, 
with pronounced scattering especially in the vertical axis. These 
fndings could be explained by using controllers for throwing. Tim-

ing the release of the object with the controller9s trigger button 
seems challenging compared to releasing a physical ball from the 
fngers. Only small deviations from the optimal release moment 
can lead to a strong impact on the trajectory of the virtual object. 
Although a disc with a horizontal trajectory is thrown in our study, 
the limited control over the release point might also be a limiting 
factor of our controller-based system. 

Concerning the embodiment during sports in VR, Kosmalla et al. 
[14] tested the infuence of limb visualisation on the climbing expe-
rience in VR. The climbers9 hands end feet were tracked and the 
virtual route matched the physical wall. The authors reported that 
the perceived stepping errors were signifcantly higher without 
foot visualisation. However, the perceived gripping errors were 
not afected by showing or hiding the virtual hands. With more 
experience in climbing, the participants were able to compensate 
for the lack of hand visibility by only relying on proprioceptive cues. 
Similarly, Bonfert et al. [3] analysed the infuence of foot visibility 
on a kicking task in VR. They found that the visible foot improved 
the accuracy of the shot, even though the subjective control over 
the virtual ball did not improve. The self-reported body ownership 
was reported higher with the visible foot. While these studies show 
that the visibility of the hands and especially feet can improve the 
performance and user experience in VR sports, they do not address 
the infuence of hand visibility in throwing tasks. We are trying 
to fll this gap with our study using the system we specifcally 
developed for this purpose. 

3 SYSTEM DESIGN 

To learn about the infuence of hand visibility in VR sports, we 
created a VR game that simulates the throwing of a Frisbee. It was 
built for the Meta Quest 1 with its standard Touch Controllers. The 
object interaction was based on the physics engine and the XR Inter-
action Toolkit of Unity 2021.3.3f1. The application allowed grasping 
discs and launching them with the speed and direction of the con-
troller motion. However, as the disc trajectory is not parabolic, the 
hovering and curve are not calculated realistically by the physics 
engine and had to be addressed manually. The implementation of 
the Frisbee fying physics is grounded in the works by Hubbard 
and Hummel [10] and Hummel [11] who developed a numerical 
simulation and estimated the model9s aerodynamic coefcients to 
match the trajectory of a real disc. We adjusted the virtual disc9s pa-
rameters of translational velocity, angular velocity, and tilt in Unity 
according to the estimated forces of the initial impulse, lift, drag, 
and torques. One part of the calculation addresses the disc9s lift (ý) 
and drag (ý), they are calculated as shown in Equation 1. Both are 
dependent on the plan-form area of the disc (ý), the velocity (ý), 
the air density (ý) as well as a lift coefcient (ýý ) for lift and a drag 
coefcient (ýý ) for drag. ýý is linearly dependent on ý while ýý is 
dependent on ý2 [10]. 

1 1 
ý = 

2
ýý ýýý

2 , ý = 
2
ýý ýýý

2 (1) 

For further details on Frisbee physics, we refer to the papers by 
Hubbard and Hummel [10] and Hummel [11], and for the actual 
implementation to our source code1. 

The game9s virtual environment consists of a table in front of 
the player on which the Frisbee spawns after each throw as well 
as a board with information about the score, number of throws, 
misses and time tracking. 10 meters from the player is a round 
bullseye target with a diameter of 3 meters (see Figure 1). When a 
disc hits the target, it stays at the collision point as a reference, and 
the score is increased. The target is segmented into fve rings with 
diferent score values assigned 3 the closer to the centre, the higher 
the score 3 to motivate the player to aim at the centre. For every 
throw, the disc9s distance to the centre of the target was logged. 
In case it missed the target, we logged the distance and direction 
from the disc to the point where it intersected a plane extending 
the target9s surface, or where it hit the ground if did not pass the 
target. This way, we not only tracked if the target was missed but 
also by how far and where it was missed. 

For the visualisation of the player9s hands in one condition, we 
implemented foating hands that were animated to a gripping pose 
when picking up a disc and opened up again when releasing it. 
Participants in the other condition did not see their virtual hands. 
In both conditions, a white beam appears when pointing at the disc 
to indicate that it can be picked up. When the user then presses 
the hand trigger of the Touch Controller that lies under the middle 
fnger, the disc is moved towards the hand and follows it. The 
interaction is displayed in Figure 2. 

4 STUDY 

We conducted a user study (ý = 29) to observe the efect of hand 
visibility on the accuracy, presence, perceived body ownership and 
agency when throwing a Frisbee. Participants were asked to pick 
up and throw a disc onto a circular target with the goal of hitting as 
close to the centre as possible. We performed a double-blind study 
in which neither the participants nor the instructors of the study 
knew which condition had been selected for the specifc trial at 
hand. The selection of the conditions of no hands or hands was 
counter-balanced across the sample. To avoid learning efects as a 
confounding factor on performance and habituation efects from the 
embodiment, we chose a between-group design, thus participants 
played the game only in one of the two conditions. 

In total 29 people participated in the study: 15 without visible 
hands and 14 with visible hands. The age ranged from 20 to 71 
with a mean of 33 (ýý = 14, 2). In total, 16 participants identifed as 
female and 13 as male. The condition without hands was tested by 6 
female and 9 male participants, and the condition with hands by 10 
female and 4 male participants. In both groups a small proportion 
of the participants was left-handed (2 out of 15 (13%) for the no 
hands condition and 3 out of 14 (21%) for the with hands condition), 
while the rest threw with their right hand. The self-assessment of 
how athletic they are and their profciency in throwing a Frisbee 
also turned out to be balanced between the groups. Three of the 
participants had extensive prior experience in VR (2 in the group 
without hands, and 1 in the group with hands). 

1https://github.com/MalteBorgwardt/VRisbee 
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(a) (b) 

(c) (d) 

Figure 2: The hand visualisations of the two conditions before 
and after grasping the Frisbee. From left to right: (a) Invisible 
hands before grasping the disc, (b) invisible hands holding 
the disc, (c) visible hands before grasping the disc, (d) visible 
hands holding the disc. 

The study took place indoors in a spacious and closed room. 
Every player had 10 training shots and, subsequently, 30 trials to 
score as many points as possible in a standing position. The duration 
was unlimited and all participants were told explicitly they had as 
much time as they wanted or needed for their throws. The average 
time taken by the participants for their 30 trials was 3 minutes and 
37 seconds. The whole experiment took on average approximately 
40 minutes with the introduction, test trials, experimental trials, 
questionnaire, optional trials for fun, and interview. During the 
game, metrics for each throw were logged and stored on the VR 
headset after the experiment was fnished. After completion, the 
participants flled in the following questionnaires on a laptop 3 
all questions were shown in English with a German translation 
provided: 

• Demographic questions: age, gender, height, handedness 
(left or right) 

• Prior experience: athleticism in general, profciency in throw-
ing a Frisbee, experience with VR headsets 

• Presence Questionnaire by Witmer & Singer [22] excluding 
the sound and haptic components 

• Custom questions on body ownership as listed in Table 1. 
• Custom questions on the control over the Frisbee as listed 
in Table 1. 

Concluding the experiment, each of the participants was asked 
for feedback about their perception of the game and its mechanics. 

Body ownership 

I was aware of the location of my biological hands. 

I was aware of the location of my virtual hands. 

I felt that my biological hands were present in the virtual environment. 

I knew exactly where my hands were in the virtual environment. 

I was confused about my hands in the virtual environment. (reversed) 

Control over the disc 

How precisely were you able to control the direction of the throw? 

Did the disc hit the spot you aimed for? 

Did the disc behave the way you wanted it to? 

How satisfed were you with the result you achieved? 

How realistic was the throw? 

Table 1: Custom questions of the questionnaire on body own-

ership and control over the Frisbee. 

5 RESULTS 

With the collected data we tested our hypotheses. We assume that 
hand visualisation has advantages, and therefore performed one-
sided tests. In all our tests we used an alpha level of .05. 

5.1 Accuracy 

Since the data on throwing accuracy is not normally distributed 
according to the Shapiro-Wilk-Test (p < .001), we applied a Mann-

Whitney U test. If we take all throws into account, we observe 
a signifcant diference (ý = .008) with a negligible efect size of 
ý rb = .097. The mean accuracy was a distance to the centre of 
1.672 m for the with hands condition and 1.958 m for the no hands 
condition. When looking solely at the throws not hitting the ground, 
the diference is not signifcant (p = .096). The respective means 
are 1.446 m for with hands and 1.474 m for no hands. This means, 
throws in the with hands condition were generally closer to the 
centre and therefore more likely to hit the target. When looking at 
the results of left-handed and right-handed participants separately, 
the scatter plots show an interesting characteristic, as illustrated 
in Figure 4. The hits and misses of right-handed throws tend to 
be defected around an axis from bottom-left to top-right. For left-
handed throws, the defection tends to be from bottom-right to 
top-left, instead. 

5.2 Questionnaires 

To evaluate each subscale of the Presence Questionnaire by Wit-

mer & Singer [22] and the two custom questionnaires on body 
ownership and control over the disc, we used Mann-Whitney U 
tests. 

From the Presence Questionnaire, only the category 8realism9 
showed a signifcant diference (ý = .002) with a large efect size 
(ý rb = −.654) in favor of the with hands condition. Box plots 
for 8realism9 are shown in Figure 3. For the other categories 8pos-
sibility to act9, 8quality of interface9, 8possibility to examine9, and 
8self-evaluation of performance9 there was no signifcant diference 
with p-values ý > .161 for each category. 

For the overall body ownership, the diference was not signif-
icant (ý = .051). As this test is close to a signifcant result, it is 
conceivable that with a larger sample, a possible efect might be 
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system for the frst time and throwing in virtual reality generally is 
a challenging task, the accuracy of the throws might have sufered 
from unusual usage of the controllers. Still, our sample covered a 
wide range of ages and expertise in VR or sports, thus the result 
can be seen as representative. 

A second look into the dispersion pattern shows two things. 
First, the scattering tends to be more prominent in the horizontal 
axis, which is in line with the fndings of Zindulka et al. [23] as 
described in section 2, where overhand and underhand throws 
resulted in larger scattering around the vertical axis. Second, left-
handed throwers would rather hit the left side of the target while 
the hits of right-handed throwers aimed more to the right. Given the 
movement of a natural backhand throw of a disc, this might indicate 
that the release timing of the disc with a controller is difcult and 
players tend to release the disc too late. 

Regarding H2, we saw, that visible hands only had a positive 
infuence on the presence subscale Realism. While visible hands 
induced a more realistic scenario, we could not identify other im-

pacts on the feeling of <being there= in the virtual world, and being 
able to interact with it. This could be due to the fact, that even with 
invisible hands, participants were able to manipulate and throw the 
disc as they wanted to. 

The results on body ownership showed no signifcant diference 
(H3) but are borderline. Therefore, we cannot assess if body owner-
ship is afected by hand visibility or not. It would seem plausible 
considering the accuracy of the throws. With only a small impact 
through visible hands on the accuracy, this indicates that the visual 
focus while aiming lies mainly on the target and the launch is led 
by proprioception or muscle memory rather than visual cues. 

In addition, with visible hands, the subjective control was rated 
signifcantly higher. The participants with visible hands had the 
feeling of having more control and being able to throw the disc more 
accurately (H4). This result could also be related to the fact that the 
system required the players to pick up a new disc manually, which 
could be a more difcult task with invisible hands, and therefore 
infuence the feeling of control negatively. 

6.1 Limitations 

These fndings are the subjective perception of the participants 
on their experience of the whole game. That includes not only 
the throw itself but also the mechanism of picking up a new disc 
to throw next. Here, players with a visible hand could have an 
advantage in hand-eye coordination, leading to a quicker feeling 
of success compared to the group with invisible hands. It is also 
important to mention that the disc does not perfectly behave the 
way it would in the real world. For example, the curve behaviour 
of the disc when it is thrown with an angle is not as prominent as 
with real discs, which could irritate participants with experience in 
throwing a disc. 

6.2 Future Work 

Future research in the area may include a wide range of options 
for throwing a disc in VR that can also help understand hand or 
body visibility. Those could be, for example, hand tracking for bare-
hand interaction with no haptic feedback at all instead of using 
a controller. Alternatively, the Valve Index Controller could be 

used in this type of research as it allows tracking the position and 
pressure of every fnger as well as releasing the grasp around the 
controller handle for releasing the held object. This might lead to 
a more realistic experience when grabbing and releasing a disc, 
and possibly a better outcome in terms of accuracy and precision. 
Another step towards realistic sensations can be haptic feedback 
gloves, which give users force feedback on all fngers, in addition 
to precise hand and fnger tracking. Nevertheless, the weight and 
centre of mass of the virtual disc would not be rendered. 

Further studies may also focus not only on the frst few sets of 
throws but focus on long-term practice. This way, the infuence of 
hand visibility can be investigated in more detail for experienced 
players as its efect might decrease with a more reliable muscle 
memory over time. 

7 CONCLUSION 

In this study, we analysed the infuence of hand visibility on Frisbee 
throws. We found, that seeing virtual hands does not improve the 
accuracy of the throws considerably. Nonetheless, the subjective 
control over the disc was signifcantly higher in the group with 
visible hands. It seems, that visible hands raise the feeling of more 
control in the virtual world and support the user in secondary tasks 
such as picking up the disc before throwing it. Still, we could see 
similar results as Zindulka et al. [23] for throwing a virtual disc, in 
essence, that the release timing in general is a difcult challenge 
and has a strong impact on where the disc lands. 

We also found that hand visibility has a positive signifcant 
infuence on perceived realism, while the overall perceived presence 
did not beneft from visible hands. Also, we could not confrm 
that hand visibility has a signifcant positive infuence on body 
ownership in disk throwing but inconclusive results. In contrast 
to the studies on kicking in VR by Bonfert et al. [3] and climbing 
in VR by Kosmalla et al. [14], our fndings showed that a visual 
representation of the limbs alone does not sufce for a throwing 
task, which requires highly adjusted motor skills while already 
holding the virtual object. 
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ABSTRACT

Smart displays augment the concept of a smart home speaker with
a touchscreen. Although the visual modality is added in this device
variant, the virtual agent is still only represented through auditory
output and remains invisible in most current products. We present
an empirical study on the interaction of users with a smart display
on which the agent is embodied with a humanoid representation.
Three di�erent conditions are compared in a between-group ex-
periment: no agent embodiment, a digitally rendered character,
and a photorealistic representation performed by a human actress.
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Our quantitative data do not indicate that agent visualization on a
smart display a�ects the user experience signi�cantly. On the other
hand, our qualitative �ndings revealed di�erentiated perspectives
by the users. We discuss potentials and challenges of embodying
agents on smart displays, re�ect on their continuous on-screen
presence, present user considerations on their appearance, and how
the visualization in�uenced the politeness of the users.
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1 INTRODUCTION

The use of voice interaction is spreading widely. Current voice
assistants (VA) have broad capabilities in helping the users for dif-
ferent purposes, such as smart home control, work management,
scheduling, gathering information, navigation, communication, ed-
ucation, or entertainment. Voice user interfaces are available in
mobile phones, personal computers, cars, smart speakers, and other
devices to make the interaction easier, more accessible, and more
natural. The a�ordances and accessibility facilities of home assis-
tants – also referred to as smart speakers – di�er from those of VAs
on smartphones. Interaction with home assistants is possible from
a distance and enables to control smart home appliances [46]. With
the device’s exterior, the system has a physical embodiment within
the room, however, not the assisting agent.

Research suggests that emulating human qualities a�ects how
users feel towards VAs [11]. The experiences can be di�erent be-
tween users depending on their own personalities [14], but also
depends on the assistant’s personality. Currently, the personality
of a VA is primarily conveyed by its voice, linguistic characteristics
of its answers, designated personi�cations as its name (e.g., Alexa
instead of the product name Amazon Echo), and its physical device
design [4, 5, 48]. Moreover, research has shown that the identi�ed
gender of an agent has an impact on the user experiences [7]. The
visual presence of current smart speakers is limited to the device’s
casing and abstract animations or LEDs that illustrate the assistant’s
state or audio output. To visually convey personality and human
characteristics, the development of virtual assistants could focus
further on embodiment. Researchers have studied diverse types of
embodiment for conversational agents [1, 24, 31] as well as their
visual attractiveness [25]. Embodied virtual agents have become
a natural extension of conversational interfaces by enriching the
experience visually [2, 8, 43, 56].

A novel opportunity to embody VA agents are smart displays.
This new product category of home assistants is equipped with a
screen for visual output and touch input. Prominent examples from
the consumer market are the Amazon Echo Show and the Google
Nest Hub. These devices complement the features of a voice assis-
tant with the possibilities to, for instance, look at pictures, watch
videos, browse recipes, or display the smart front door camera.

Moreover, we see the potential in the screen to enhance the
visual presence of the virtual agent. Therefore, we conducted a
study on the user experience (UX) during the interaction with
smart displays featuring an embodied agent. In this research, we
pursue the following two research questions:

RQ1: How does the user experience change if a voice assistant
agent is visually embodied on a smart display?

RQ2: How does the degree of visual realism of the embodied agent
in�uence the user experience?

Building on prior research on attractiveness, gender, and ap-
pearance of embodied agents, we contribute an investigation on
displaying an embodied VA agent and, moreover, its visual realism.
This is done for the novel use case of a smart display considering so-
cial implications of the continuous agent presence in the room. We
present an empirical study exploring user interactions when engag-
ing with one of three di�erent smart display prototypes: one with

a disembodied agent, one with an arti�cial, digitally rendered em-
bodiment, and one with a photorealistic embodied agent performed
by a human actress. Our quantitative analysis includes two stan-
dardized UX questionnaires and the expressed politeness during
the interaction. In semi-structured interviews, we collected further
impressions, preferences and expectations by the participants.

2 RELATED WORK

In this section, we discuss research on agent embodiment with focus
on voice assistants, the Uncanny Valley and gender implications.

2.1 Embodied Agents

Embodied conversational agents are computer-controlled charac-
ters that can interact with people using natural language and en-
gage in a dialog [9]. They can use facial expressions, gestures,
and eye gaze to enable natural, multimodal human-computer com-
munication. Numerous studies have explored how embodiment
and its di�erent forms, as well as a lack of a body, can in�uence
human-machine interaction and users’ trust [13, 17, 20, 49] and
engagement [26]. One of the most controversial examples of a vir-
tual assistant with a visual embodiment is Clippy, an animated
paper clip appearing in Microsoft O�ce 97. It was not well received
amongst users and it failed to deliver on the promise of interface
agents [57]. Research has found that using humanoid embodiment
and voice in�uences users’ perceptions of social presence [3, 47].
This presence of an agent can a�ect the relationship with a user in
many aspects, such as trust and respect [3, 21].

Users treat the system more like a person when an agent has
an embodiment [30, 55]. Castillo et al. believe that state-of-the-
art embodied conversational agents can change their perceived
personality through appearance and behavior [10]. An embodied
agent can leverage various means of non-verbal communication
to better engage with users beyond speech [56]. Previous work
suggests that users’ perception of an embodied VA’s personality
is not just dependent on its visual or audible output. Researchers
believe that personality is experienced in a multimodal manner and
if designers only focus on either voice or facial characteristics to
design personality, they will most probably not succeed [10].

2.2 Voice Assistant Embodiment Across
Applications

People feel higher levels of social presence when there is a visual
representation available, as the comprehensive review on social
presence literature by Oh et al. shows [44]. Hernández-Trapote et
al. found that users who interacted with an embodied agent had
greater privacy concerns but also perceived the interaction as more
pleasant compared to using a voice-only interface. In their study,
the authors found no signi�cant di�erence in user preference [20].
In contrast to avatars depicting a speci�c person, an embodied agent
can be designed in any conceivable way depending on the given
context and purpose. Wang et al. conducted a study on interactions
with virtual agents in augmented reality. They compared four agent
representations: voice-only, non-humanoid, full-size humanoid, and
miniature humanoid. The experiment showed that both humanoid
and non-humanoid agents were acceptable for users. However, hav-
ing an agent visualized as a smart speaker strongly impacted users’
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conception of the agent not being human – even more than without
visualization [56]. In virtual reality (VR) environments, Schmidt
et al. showed major bene�ts for both embodied and thematically
related audio-visual agent representations which positively a�ected
the overall user experience in the context of a VR exhibition space.
They also found that agent embodiment induces a higher sense of
spatial and social presence [50].

With the aim to support information workers to be more produc-
tive and focused, Grover et al. designed and compared two produc-
tivity agents: a text-based agent, similar to a chatbot, and a virtual
agent with a video embodiment. Their results show that users felt
more productive and less distracted when being assisted by the
embodied agent [16]. These �ndings are in line with a recent in-
vestigations on the e�ects of VA embodiment in augmented reality
(AR). Kim et al. found that users performed better in collaborative
decision making when interacting with a VA and reported a signi�-
cantly lower task load when it was embodied [28]. Kim et al. further
observed that users perceived agents in AR as more aware of and
able to in�uence the real world if they are embodied [27]. Similar
research has been done in virtual reality environments [50, 51].

The in�uence of human-like agent behavior was the focus of a
study byMayer et al. who assessed multimedia learning when being
taught by on-screen agents. The teammeasured better performance
in learning and recalling information when the agent behaved more
like a human in speech and gestures [37]. The attractiveness of vir-
tual agents has also been a topic of research. In a study by Khan and
De Angeli, the users formed and maintained a better evaluation of
attractive agents independent of the interaction with the agent [25].
It has been demonstrated that an agent’s attractiveness may be
even more important than its reliability [58].

2.3 Gender Implications

Researchers have extensively expressed their concerns on gendered
agents as it can easily reproduce a stereotypical gender script [12,
54, 59]. Most of the common voice assistants available in the market
set a female voice as default in most countries, which can amplify
gender stereotypes [22]. A study by Nass et al. [42] suggests that
even computers with minimized gender cues in the voice output
evoke gender-based stereotypical responses. Authors tested three
gender-based stereotypes without any gender indicators but vocal
cues and witnessed stereotypes in all cases. In another study, Nass
and Moon showed that users prefer to hear praises from a male
agent rather than the same comments from a female agent [41].
Hwang et al. [22] categorized three distinct characteristics of bodily
display, subordinate attitude, and sexualization to investigate the
re�ections of gender stereotypes toward women in female-voiced
VAs. The authors suggest that such stereotypical traits could create
a power dynamic between users and female agents. The described
studies provide insights into the application of embodied agents
across di�erent mediums, use cases and characteristics. Our work
extends research on embodied conversational agents to the domain
of smart homes by bringing visualizations of a voice assistant to
smart displays. Considering the large design space of possible agent
visualizations, the question arises how close to a human appearance
these should be. Thus, the investigation considers the degree of
visual �delity of the embodiment.

2.4 The Uncanny Valley

The term “uncanny valley” refers to a person’s adverse reaction to
robots that look and behave almost like a human, but not quite [39].
This e�ect has furthermore been investigated with any type of
human-like entity or object, such as dolls, masks, facial caricatures,
movie characters, avatars, and embodied agents [53]. Studies in-
dicate that realistic humanoids can be appealing [18, 35, 38], but
to achieve this, a number of aspects need to be considered. The
arti�cial humanoid must attain a certain level of integrated social
responsiveness and aesthetic re�nement to appeal to the users [18].
Previous research has established that the uncanny valley e�ect
emerges when there are abnormal features, or an insu�cient degree
of realism [53].

Some studies have explored the uncanny valley hypothesis in
terms of human avatars [35, 38]. MacDorman et al. believe that a
computer-generated face is not necessarily eeriest when it looks
nearly human and argue that even abstract faces can look un-
canny [35]. Guidelines for virtual character design by Schwind
et al. recommend consistency in realism and deliberate stylization
to avoid uncanniness [52]. To avoid uncanny valley e�ects in our
study while still comparing cartoony to highly realistic embodi-
ments of a VA agent, we decided to have an actress perform the
agent for the photorealism condition. For most practical applica-
tions, this is obviously not an ecologically feasible solution, but
provides clearer results in the context of this study.

3 PROTOTYPE DESIGN

We designed three versions of a smart display for the purpose of
this experiment: one with a disembodied agent (DEA), one with a
digitally rendered, arti�cial embodied agent (AEA), and one with a
prerecorded, photorealistic embodied agent (PEA). All versions had
the same functionality and only di�ered in appearance. We chose
a female agent to re�ect the predominance of female assistants
in current consumer products with the intention to avoid a nov-
elty bias [23]. The VA was called “Joy” and spoke the local o�cial
language German.

Disembodiment Agent (DEA) | This version was designed to
resemble the current status quo of smart displays with no agent
embodiment. The users would only hear the agent’s synthetic voice.
We generated the voice with the online Text-To-Speech (TTS) tool
Natural Readers1.

Arti�cial Embodied Agent (AEA) | For this version, we cre-
ated a digitally rendered, animated visualization to represent the
agent on the smart display. It shows a female, about 30-year-old
character with blonde hair, light-colored skin and a dark blue dress
as can be seen in Figure 2. The appearance reminds of a news an-
chor in the style of The Sims. We compared a variety of available
options in an informal pre-study and found this character as best
corresponding to the selected voice. To create the renderings, an
actor performed in front of a webcam as input for FaceRig2 to ani-
mate the virtual character. The video output was merged with the
same TTS voice used for the DEA condition with synchronized lip
movements.

1https://www.naturalreaders.com
2https://facerig.com
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Figure 2: The three stages of the video creation process for the three conditions: 1) Recording or rendering with a green screen,

2) Replacing the background, 3) Augmenting with information cards. The second stage is used as idle loop.

Photorealistic Embodied Agent (PEA) | For this prototype
version with a highly realistic embodiment, a theater actress was
recorded. She was instructed to perform as similar as possible to the
arti�cial character in terms of intonation, facial expressions, and
body language. We refrained from using the TTS audio on account
of lip synchronicity and to avoid a mismatch of visual and auditory
coherence. The actress and her clothing were selected to resemble
the AEA visually. All utterances were recorded in front of a green
screen to be used as an overlay for the content.

3.1 Prototype Implementation

For the video and audio output of the smart display, we prepared
media snippets of all responses needed for the experiment execution
in each condition. Each snippet consisted of a dark, dynamic back-
ground, an information card, the audio track, and –where applicable
– an agent embodiment, as illustrated in Figure 2. The information
cards contained text and images related to the user’s commands.
They appeared when the assistant initiated the response and faded
out when the task was performed. Between tasks, a dynamic idle
video was looping. The smoothness of the transitions depended
on the timing of the next inquiry, which a�ected all conditions
equally. For the AEA and PEA conditions, the agent embodiment
was added as an overlay on the bottom right without overlapping
the information cards. The screen layout in the DEA condition was
centered to avoid empty space where the agent would be shown in
the other versions.

To ensure reliable system operability, we used a Wizard of Oz
approach in this study. The Wizard sat in an adjacent room and
controlled the smart display. This was disclosed to the participants
after the study. The technical setup is illustrated in Figure 3. The
prototype was assembled from a Nexus 7 tablet and a Bluetooth
speaker. For mounting the components in a way to appear as a
smart speaker, three tailored parts were manufactured with 3D
printing and laser-cut acrylic glass. The Wizard listened to the
user’s commands via Skype which was running silently on the
tablet in the background. The responses were triggered with the
help of a structured playlist on VLC media player to provide an
instantaneous responsiveness of the system. Via Splashtop, the
video on the Wizard’s laptop was streamed to the tablet. Until the
user continued with the next inquiry, the system looped an idle
sequence that continuously showed the agent. For the analysis of
the user’s language, an audio device within the room recorded the
experiment. For realizing one of the experiment tasks concerning
smart home appliances, we used a smart light bulb by Philips Hue
activated with a remote control by the Wizard.

4 EXPERIMENT

We evaluated our prototypes in a Wizard-of-Oz experiment with
a between-groups design in which the participants (N = 60) inter-
acted with one of the prototypes to complete a speci�ed set of tasks.
The condition assignment was pseudo-randomized between three
equally distributed groups of 20 users each.
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Figure 3: Technical setup of the experiment: TheWizard lis-

tens to the user’s commands via Skype and triggers the ap-

propriate video snippet in VLCmedia player which is trans-

ferred to the smart display via Splashtop. An audio device

records the experiment.

4.1 Participants

We recruited 60 participants for this experiment (47male, 13 female),
between 14 and 38 years of age (M = 24.0, SD = 5.5). About half
of the participants were students and 42% had a computer science
background. All participants owned a smartphone. The majority of
our participants (71.7%) stated that they rarely use a voice assistant
on their phone. 11.7% never used a VA once. The other 16.7% use it
at least several times a week. Concerning VAs in smart homes, 16.7%
indicated using smart speakers regularly. The groups of phone VA
users and smart speaker users have an overlap but are not identical.
Only one participant had prior experience with a smart display
and uses it daily. We conducted the experiment in the local o�cial
language German to avoid language barriers.

4.2 Procedure

After giving informed consent, all participants �lled in a question-
naire about demographics and prior VA experience. Afterwards,
the participants watched a short tutorial video on a separate screen
outlining eleven prede�ned tasks to perform. We provided the par-
ticipants with a paper list of the tasks to accomplish. Then, the
test began with the smart display showing the idle video sequence,
including the embodied agent if applicable. The �rst interaction
was initiated by the user.

The activities represent a morning scenario and were designed to
include a broad range of everyday commands following an analysis
of typical home assistant usage [29]. These included, for example,
turning on the light, playing music, retrieving information, setting
a timer, or ordering a product online. All tasks are listed in the Ap-
pendix A. Sometimes, the participants forgot to use the wake word
yielding in no reaction of the VA. When the user asked questions
that were not included in the command list, the system explained
that it cannot help with this. To ensure comparable interaction ex-
periences and levels of frustration, one simulated failure to comply
was included in each session even when a participant followed the
task list strictly.

After �nishing the tasks, the participants �lled in a paper ques-
tionnaire comprising the User Experience Questionnaire (UEQ) [32]
and the AttrakDi� Short Questionnaire [19]. Both scales are val-
idated and established measurement instruments with a similar
underlying theoretical construct to assess the pragmatic and he-
donic qualities as well as the attractiveness of a system. The ques-
tionnaires provide an authoritative, quantitative measure of the
user’s subjective experience. In combination, the collected data can

be compared to con�rm the reliability of the measurements. Fi-
nally, the experimenter conducted a brief semi-structured interview
covering aspects of reliability, trust, agent appearance, individual
preferences, and permanent on-screen presence. At the end, all
participants were demonstrated the alternative system versions to
allow a comparison, despite the between-groups approach. This was
done last in the interviews to not in�uence any prior assessments.
Everyone was shown the same, complete sample snippet from both
unfamiliar conditions to ensure comparability. The experiment and
interview were recorded acoustically for later analysis. Each test
session took 30 – 50 minutes.

4.3 Data Analysis

Two participants gave contradictory answers within three or more
scales of the UEQ. As recommended by the handbook, their rat-
ings were excluded from the analysis as it can indicate random or
not serious answers [32]. Further, one participant did not �ll in
the AttrakDi�. For both questionnaires, the visual interpretation
of the histograms raised doubts about the normal distribution of
the data. This assumption was supported by Shapiro-Wilk tests.
Therefore, we applied non-parametric tests. We ran Kruskal-Wallis
tests to check for group di�erences between the three conditions.
Due to technical issues, only nquant = 50 audio recordings of the
experiment sessions were complete and valid for statistical anal-
ysis. The unequal distribution between the conditions (DEA: 19,
AEA: 16, PEA: 15) was considered for the statistics. The number of
“Thank you” and “Please” utterances per user was compared with
Mann-Whitney U tests between the groups. For all statistical tests,
we applied an alpha level of .05.

Regarding the qualitative data, three interviews could not be ana-
lyzed due to data loss from a defective SD card. The othernqual = 57

interview recordings were systematically examined (DEA: 20, AEA:
18, PEA: 19). Three researchers agreed on a coding system that
was generated from a random selection of ten interviews. Then,
all recordings were analyzed, coded along this categorization, and
summarized. Additionally, we collected insightful and unique state-
ments.

5 RESULTS

We present our �ndings in three sections: quantitative system eval-
uation, suggestions for the visual appearance, and considerations
regarding the permanent presence of the agent.

5.1 Quantitative System Evaluation

From the standardized questionnaires, we learn that all three condi-
tions, with a disembodied agent (DEA), with an arti�cial embodied
agent (AEA), and with a photorealistic embodied agent (PEA), can
result in comparably good user experiences. For all groups, the
User Experience Questionnaire, rated from −3 to +3, shows over-
all high ratings for attractiveness (MeanDEA = 1.38 ± Standard
DeviationDEA = .61; MAEA = 1.12 ± .92; MPEA = 1.58 ± .81) and
the pragmatic qualities (MDEA = 1.67. ± .59; MAEA = 1.43 ± .68;
MPEA = 1.71±.46). The scores of the hedonic qualities (MDEA = .84±

.72; MAEA = .81 ± .94; MPEA = .99 ± 1.11) are below average ac-
cording to the UEQ handbook. The data distribution of the single
subscales yielding in these aggregated scores are illustrated in the
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Table 1: Statistics on the UEQ and AttrakDi� analysis with Kruskal-Wallis H and asymptotic signi�cance p for the subscales

Attractiveness, Pragmatic Qualities, and Hedonic Qualities.

UEQ Attr. Perspicuity E�ciency Dependability Prag. Q. Stimulation Novelty Hed. Q

H 3.585 1.721 3.023 1.268 1.200 0.306 2.954 1.358
p .167 .423 .221 .530 .549 .858 .228 .507

AttrakDi� Attr. Pragmatic Qualities Hedonic Qualities

H 1.131 1.888 0.437
p .568 .389 .804

Figure 4: A box plot showing the distribution of ratings along the six subscales of the User Experience Questionnaire (UEQ)

comparing the three conditions Disembodiment Agent (green), Arti�cial Embodied Agent (blue), and Photorealistic Embodied

Agent (purple)

box plot in Figure 4. The data show no signi�cant di�erences be-
tween the conditions on any of the subscales or aggregated scores
(p > .05) as shown in Table 1.

These measurements match the user ratings on the AttrakDi�
Short Questionnaire. In line with the UEQ results, no group di�er-
ences were observed (p > .05). This measurement tool classi�ed
all our tested systems clearly as “task-oriented” due to high rat-
ings for pragmatic qualities (MDEA = 1.63 ± .80; MAEA = 1.49 ±

.72;MPEA = 1.78 ± .83) and medium ratings for hedonic qualities
(MDEA = .79± .73;MAEA = .69± .76;MPEA = .75± 1.12). Like the
UEQ, the AttrakDi� evaluates the system’s attractiveness and yields
a similar outcome with medium to high ratings (MDEA = 1.48± .83;
MAEA = 1.15 ± .90;MPEA = 1.24 ± 1.11).

After the experiment, we showed the participants how the other
two system versions look like and asked them to choose their pre-
ferred version. More than half decided for the photorealistic agent

(51.8%). Only one out of eight users would select the arti�cial agent
(12.5%) and every third person favored the version with a disem-
bodied agent (35.7%). We found a bias in preference for the system
version that the user was familiar with from the experiment, espe-
cially pronounced for the AEA condition: 71% of the people who
favored the arti�cial embodiment in the interview used it earlier
in the study (expected value: 33%). Only two people from another
condition preferred the arti�cial variant. Moreover, 83% of the users
who worked with the photorealistic agent embodiment preferred
this version. Similarly, 60% of the participants from the DEA condi-
tion preferred to have no agent embodiment.

From recordings, we analyzed the users’ verbal input in terms
of expressed courtesy towards the VA. Overall, 28% of the users
said “please” in at least one of their inquiries with no signi�cant
di�erences between the conditions. However, while 47% thanked
the disembodied agent and 44% said “thank you” or “thanks” to the
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arti�cial agent, only 13% expressed thankfulness toward the photo-
realistic agent. With an average of M = 0.13 thankful utterances
per session, participants in the PEA condition used signi�cantly
less thankfulness indicators than the DEA users with M = 0.95

(U = 91.0, p = .030, η2 = .094). The di�erence in comparison to the
AEA users (M = 0.75) is borderline but not statistically signi�cant
(U = 80.5, p = .050, η2 = .079).

5.2 Agent Appearance

When we asked our participants about the ideal appearance of the
agent, we observed attitudes that can be roughly categorized as
pragmatic, personal, and playful. Firstly, the pragmatic group ar-
gued for omitting any agent visualization as there is no functional
purpose of it in voice interaction. It was described as an unnec-
essary distraction taking up space, that could be used to display
important content. If the agent was supposed to be embodied, users
in this group would typically prefer a non-humanoid appearance.
As abstract representations, they proposed eyes, an emoji, or min-
imalist animations such as waves, dots, or a point cloud. A user
argued that it should be visually clear that the interlocutor is a
machine and not a human. For this, a robot was suggested.

Secondly, the group with a preference for a more personal inter-
action were in favor of a human-like embodiment. A typical reason
for this was that it is perceived as more trustworthy and more nat-
ural. However, three users were concerned about the authenticity
of a digitally rendered visualization. It was perceived as “creepy”
as it looked “not human enough” (P23), for example due to the
lack of gestures. Seven participants were in support of a cartoon
style. Three participants would like to be assisted by “an attractive
woman” and one even speci�ed the preferred hair color. For almost
half of our participants (45%), the gender of the agent does not
matter. Most of the rest would rather have a female (42%) than a
male agent (13%). Several users (22 of 57=39%) explained that the
agent should ideally be of similar age as themselves. It should not
seem “too young, so it is reliable” (P34) and knowledgeable. Others
were concerned about the agent being much older than themselves
because it might make them feel parented or patronized.

Thirdly, the playful users proposed creative and fun ideas for the
agent embodiment. These included animals, dinosaurs, and fantasy
creatures. 13 participants requested celebrities, such as musicians,
actors, or athletes, but also �ctional characters from pop culture,
such as Spiderman, Darth Vader, Pokémon, Hermione, Dobby, Rick
and Morty, Yoshi, or – as “someone who �ts into this role” (P35) –
Batman’s butler Alfred. Even a modern adaptation of Microsoft Of-
�ce’s Clippy was proposed. One user suggested to show the user’s
self-avatar as the agent. Moreover, someone proposed changing
characters for specialized task areas, e.g., a depiction of a grand-
mother for recipes. One person advocated gender-neutral solutions
to not further increase the bias in the perception of children, that
the typical assistant should be female.

5.3 Permanent Presence of the Agent

Several users (12 of 57=21%) appreciated that the agent was always
visible – also in the idle state. It was perceived as steady avail-
ability of the system: while the agent is present it can obviously
be addressed at any time. In contrast, the majority (63%) of the

users in our sample expressed that they would like the assistant
to disappear from the screen after a task was performed and only
reappear when called upon. Most often, this was explained with
the awkward feeling of being watched by the agent. One user de-
scribed the impression that “the device is alive” when there is an
agent starring at him (P45). Nine users found it unsettling that the
assistant seems to be waiting for them: “it feels like [the agent]
expects something” (P33). Another participant was concerned that
“when there is a human [agent] idling around, it would be very
creepy” (P38). Six participants would appreciate the transition as
an indicator for the successful recognition of the activation word.
By some users, the agent’s unchanged presence was misinterpreted
as a permanent responsiveness. This led to misunderstandings in
which the users continually omitted the activation word and were
frustrated by the lack of feedback.

Five users (9%), who prefer the agent to disappear when idle,
speculated about the design of the transition. For P12, it is impor-
tant to avoid a sudden disappearance because in reality, people do
not suddenly vanish. Similarly, one participant proposed a reality-
inspired design in which the agent would walk in and out of the
frame as needed. User P37 suggested a humorous adaption of this
idea. She would like if the agent occasionally walked through the
screen as when passing by, or read a newspaper while not needed.

6 DISCUSSION

In this study, we set out to understand the UX during the interaction
with di�erent visual representations of a smart display agent (RQ2)
and compared it to a system with a disembodied agent (RQ1). With
the two standardized UX questionnaires (UEQ andAttrakDi� Short),
no signi�cant di�erences between the conditions were found in
terms of pragmatic qualities, hedonic qualities, or attractiveness of
the systems.

Considering the qualitative �ndings, however, it is evident that
an embodied agent does in�uence the interaction in various ways,
beyond the measurements of the standardized instruments that
we applied. The discrepancy between quantitative and qualitative
results might be due to the broad range of UX aspects that the
universally applicable questionnaires cover – which were found to
be similar in all conditions during the short-term usage in our lab
experiment – while the insights from the interviews mostly con-
cerned social context, the imagined usage in a home environment,
as well as design speculations speci�c to smart displays. These �nd-
ings could hardly be brought to light with standardized scales but
provide exciting avenues for future research. In the following, we
will discuss what aspects are promising for a future, more targeted
quantitative examination.

6.1 Embodied vs. Disembodied Agent

A third of our sample (35.7%) would prefer to use the status quo
of a smart display with no depiction of the agent. Reasons for not
showing a visualization were mostly of pragmatic nature. For a
voice user interface, it was regarded as unnecessary, distracting,
and blocking space that could be used for more relevant content.
However, the pragmatic qualities of all systems yielded similar
ratings and did not reveal advantages of not displaying an agent
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regarding how e�cient, clear, fast, or predictable the system was
perceived.

Every second participant (51.8%) preferred the version with a
photorealistic agent. Although we observed a tendency towards
preferring the system familiar from the experiment, especially no-
ticeable in the AEA condition, only one out of eight (12.5%) users
favored the arti�cial visualization. This is in line with results by
Hernández-Trapote et al. [20] who assume a “balance of likeability
and rejection factors” causing ambivalent preferences concerning
agent embodiment. Similarly, our results demonstrate that embodi-
ment is not bene�cial, in principle, but depends on its implementa-
tion.

One of the key advantages of conversing with an embodied agent
was explained with its higher subjective trustworthiness, support-
ing the �ndings of previous works [17, 49]. Similarly, in accordance
with existing research [30, 55], the interaction was perceived as
more natural with an embodiment. The possibility to see the agent
seems to make it more approachable and dependable compared to
only hearing the volatile voice. While for some users it was only
important to visually focus on the interlocutor independent of its ap-
pearance, others had clear ideas of how it should look like. A group
of users explained that it should be obvious that they are talking
to a machine, so they are not led to believe that they are speaking
with a human. For this, abstract and non-humanoid representations
were suggested. Further, several playful and fun concepts were
shared by the participants, including �ctional characters, animals,
or mythical creatures.

Overall, we learned a wide variety of con�icting preferences
and reasons and can therefore assume that no universal solution
will satisfy the expectations of all users equally. Consequently, we
recommend enabling smart display users to determine whether an
embodied agent is displayed and to customize its appearance to
their liking.

6.2 Humanoid Appearance of the Agent

Among the participants who like the idea of seeing the agent, only
a �fth preferred the prototype version with arti�cial, cartoon-style
rendering. The users were skeptical about the arti�cial embodied
agent as it was described as “not human enough” indicating an
uncanny valley e�ect [40]. Indeed, the visualization in our AEA
condition was technically not sophisticated, for example, due to
the lack of gestures or detailed micromotions which in�uence the
perceived humanness [37]. On the other hand, some users liked
the deliberate cartoony realization, because the humanoid shape
conveys a human-like conversation style, while the style maintains
the obvious arti�ciality of the interlocutor.

80% of the users, who were in favor of displaying the agent, liked
the photorealistic embodied agent the most. This is a notable out-
come considering the mismatch of visual realism and behavioral ar-
ti�ciality. As a meta-analysis shows, the literature describes various
di�erences in the perceived social in�uence of human-controlled
avatars compared to computer-controlled agents independent of
their degree of visual realism [15]. A factor that might have e�ected
the participants’ preference for a speci�c version might have been
the di�erent voices used in the conditions. We used a computer-
generated voice using a TTS tool for the DEA and AEA conditions,

and recorded a human voice for the PEA condition. This design de-
cision was made to keep the system variants as coherent as possible
in terms of audio-visual match and synchronicity. This consistently
conveys to the user that one version is entirely arti�cial and the
other as realistic as possible at the cost of using di�erent voices.

Of course, recording actors to embody agents that are meant
for universal application is not feasible outside a Wizard of Oz
experiment. However, our results clearly indicate a preference of
life-like realism over uncanny renderings or cartoony stylization.
We, therefore, advocate for sophisticated, photorealistic renderings
or alternatively fully abstract visualizations, depending on the re-
quirements, target group, and objectives of the system. Outside
of professional context, entertaining approaches with funny and
�ctional characters can be considered as an additional option for
consumer products. O�ering famous characters from pop culture
could appeal to fans and create a fun experience.

Nearly half of our participants reported that the agent’s gender
is not important for them. Three quarters of users, who stated a
preference, prefer to talk to a female agent which supports previous
literature on gender stereotypes with conversational agents [7, 22].
This could be explained with habituation as participants mentioned
that they are used to female VAs, which is still the default setting in
most popular consumer products. Another explanation could be the
sample skew toward male participants (78.3%). We also observed
a sexualized component in the relationship to the agent, as a few
participants wanted to have an attractive agent with customizable
appearance, e.g., preferred hair color. These �ndings align with pre-
vious research by Khan and De Angeli regarding the attractiveness
of embodied agents [25].

With an already pronounced gender bias in the VA market and
a clear status imbalance in the interaction, we advocate for gender-
aware solutions. While gender-ambiguous voices could be an ap-
parent solution, Sutton argues that also other factors than voice can
lead to binary assumptions on an agent’s gender making the voice
ambiguity redundant [54]. This becomes especially evident for em-
bodied VAs and requires careful considerations for gender-sensitive
interfaces. An alternative approach could be a balanced team of
agents with various genders co-embodying the smart display [34].

Our �ndings showed that the assumed age of the agent could
a�ect the user’s assessment of reliability, which corresponds with
�ndings by Marin et al. [36]. According to the participants, the
agent should appear experienced, hence should not be too young.
On the other hand, younger users explained that they do not want
the agent to look much older than themselves since they could
feel patronized or mothered. Participants described the ideal age as
similar to their own.

6.3 Social Aspects and Awkward Presence

We observed that the participants expressed signi�cantly less thank-
fulness towards the PEA compared to the DEA and AEA. This
�nding might seem counter-intuitive as we could expect more cour-
tesy in interactions with a more realistic assistant. Contrasting
views among users have been observed whether a voice assistant
is entitled to politeness [6]. Another explanation could be the per-
ceived real-time processing of the system. The reactions by the
actress must have been recorded before the interaction; hence, the
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agent cannot rejoice in the expressed thankfulness. The user might
assume a prede�ned emotional state that cannot be in�uenced.
Whereas, the arti�cial and disembodied agents are experienced as
“live” and capable to adapt to the user’s politeness during runtime.

The continuous display of the AEA and PEA agents was inter-
preted di�erently by our participants. For some, it was an indicator
that the system is online and ready. Others assumed that the de-
vice would be listening to commands non-stop. Consequently, they
omitted the wake word and were irritated by being ignored from
the attentive-looking agent. Moreover, users expressed discomfort
of the agent starring at them during idle time. We noticed that the
permanent presence of the agent leads to a feeling of constantly
being observed by it. Some even felt like the agent would be waiting
impatiently for the user until assistance is needed again.

We recommend hiding the agent between tasks to avoid so-
cial awkwardness and domestic intrusion. The reappearance can
serve as feedback to indicate that the system recognized the wake
word and is listening to commands. As another advantage of tem-
porarily hiding the embodiment, other agents have the opportunity
to re-embody the device, for example, for handling di�erent task
domains or assisting di�erent users [34]. The transition could be
implemented either as a fading e�ect or, for instance, with the agent
walking in and out. In a playful context or in situations that require
a continuous indicator of availability, such as for interactive public
displays, the agent could alternatively be always visible but sugges-
tive of being distracted. One participant proposed the agent being
occupied reading a newspaper. As this might suggest to the user
that the agent is busy and unavailable, we recommend trying more
subtle de�ections, for example letting the agent’s gaze wander to
the sides of the screen.

7 LIMITATIONS AND FUTURE WORK

The lower popularity of the prototype with the AEA is not necessar-
ily due to the nature of digital rendering but might stem from our
speci�c implementation. Users criticized the “creepy” appearance of
the arti�cial agent and its lack of gestures. We assume that a higher
technical sophistication could have improved its humanness. For
this study, however, it was a deliberate design decision to compare
di�erent levels of realism. To exclude uncanniness e�ects, it would
be insightful to replicate the presented experiment with a highly
realistic rendered agent compared to a live-recorded human agent
for distinguishing between e�ects from visualization and agency.
Although the user experience might have bene�ted if the PEA had
more human-like behaviour in terms of intonation, gestures, or fa-
cial expressions, we decided to match the arti�cial agent closely for
higher comparability. For this study, we aimed for consistent agent
realization, hence, we gave the AEA a computer-generated voice
and the PEA a real human voice. Future work could investigate the
impact of the AEA having a human voice and compare it to the
PEA condition with a human voice.

We provided our participants with a prede�ned list of tasks.
Some tested the system capabilities by asking additional questions.
The VA responded that it cannot assist with that inquiry. Poten-
tially, this could reduce the ecological validity. On the other hand,
advantages of this established method for dialog system testing [45]
are a structured procedure with high comparability and a feasible

response preparation, as the questions are predictable. Further, the
experiment covered mostly simple commands. More complex inter-
actions, such as multi-step conversations, could also be investigated
in future studies.

The experiment sample was skewed toward young (M = 24.0)
men (78%) with a computer science background (42%). We can-
not exclude an in�uence of this bias on the results concerning the
agent’s gender and age, or the participants’ a�nity towards techno-
logical innovations. Prior research suggested an e�ect of technical
knowledge on the interactions with VAs [33]. Moreover, we decided
to follow the conventional industry default of a female agent to
avoid gender novelty as confounding factor. Since the focus of this
research was on realism and the resulting arti�ciality of the agent,
and not on gender comparisons, we did not further investigate this
aspect with additional conditions. Therefore, we suggest future
research to look at users’ preferences for agents of di�erent gender.

As the present study investigated short-term e�ects in a lab
environment, it would be interesting to compare the results to a
long-term exploration of di�erent agent embodiments in a home
setting – especially in terms of social presence, privacy concerns,
and emotional bonding with the agent.

8 CONCLUSION

In this paper, we set out to understand the potentials and challenges
of introducing agent embodiment to smart displays and compared
di�erent degrees of visual realism. Our contribution builds on a
between-groups study with 60 participants. Using a Wizard of Oz
method, we compared three conditions: no agent embodiment, arti�-
cial embodiment and photorealistic embodiment. In the quantitative
system evaluation, we found similar user experience ratings across
all conditions. Yet, the users had clear preferences and provided
valuable insights on their views about the visualization and the
permanent agent visibility. Moreover, we unexpectedly observed
that the users were less polite towards the agent with photorealistic
appearance. Our work identi�es critical design considerations on
how to embody voice assistant agents on smart displays to achieve
a higher user satisfaction. The �ndings also provide orientation
for researchers to quantitatively examine embodied smart display
agents with targeted measurements.
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A APPENDIX: EXPERIMENT TASK LIST

The participants were provided with the following list as a print-
out and asked to take care of the tasks with the help of the voice
assistant:

• Switch on the lights
• Turn on music (new “Fettes Brot” single)
• How long do eggs have to cook (they should be wax soft and
are size M)

• Start a timer for the eggs
• Find out how many calories Gouda has
• Find out how many calories cashew cheese has
• Listen to science news
• Learn how the women’s world cup �nal ended
• Find out if it’s gonna rain today
• Check if there are appointments for today in the calendar
• Order a new micro USB charger (under 8€ and from Sam-
sung)

The items were written out in German and English.



Chapter 8. Original Publications

225





Chapter 8. Original Publications

Publication P9

“Seeing the faces is so important”—Experiences from

online teammeetings on commercial virtual reality

platforms

Michael Bonfert, Anke V. Reinschluessel, Susanne Putze, Yenchin Lai, Dmitry

Alexandrovsky, Rainer Malaka, and Tanja Döring

This publication investigates VR teammeetings in comparison to videoconferences. In

a case study (N=32) during the COVID-19 pandemic, we conducted twelve labmeetings

on �ve platforms over fourmonths, generating authentic insights under genuine condi-

tions. The results show that VRmeetings better resemble in-personmeetings regarding

realistic group dynamics before and a�er the o�cial meetings and the impression of

being together in the same place. However, videoconferences are closer to reality re-

garding real faces and emotions, discreet side communication, and secondary tasks.

They also increased the perceived involvement and co-presence. We discuss further

results on spatial aspects, meeting atmosphere, expression of emotions, meeting pro-

ductivity, and user needs.

My contribution: I had the leading role in contributing to the research idea (concep-

tualization) and study design (methodology). I made major contributions to the setup of

the test environments (software), data acquisition (data curation), and qualitative data

analysis (formal analysis). I created the majority of the �gures (except the plots) and

presentation material (visualization). I made a major contribution to the writing of the

manuscript (writing 3 draft, review, & editing). I primarily coordinated the project (project

administration).

Published in Frontiers in Virtual Reality, Section Technologies for VR, Research

Topic Everyday Virtual and Augmented Reality: Methods and Applications, Vol. II,

2023

227



Seeing the faces is so important—
Experiences from online team
meetings on commercial virtual
reality platforms

Michael Bonfert*, Anke V. Reinschluessel, Susanne Putze,

Yenchin Lai , Dmitry Alexandrovsky, Rainer Malaka and Tanja Döring

Digital Media Lab, University of Bremen, Bremen, Germany

During the COVID-19 pandemic, online meetings became common for daily

teamwork in the home ofûce. To understand the opportunities and challenges of

meeting in virtual reality (VR) compared to videoconferences, we conducted the

weekly team meetings of our human-computer interaction research lab on ûve off-

the-shelf online meeting platforms over 4 months. After each of the 12 meetings, we

asked the participants (N = 32) to share their experiences, resulting in 200 completed

online questionnaires. We evaluated the ratings of the overall meeting experience

and conducted an exploratory factor analysis of the quantitative data to compare VR

meetings and video calls in terms of meeting involvement and co-presence. In

addition, a thematic analysis of the qualitative data revealed genuine insights

covering ûve themes: spatial aspects, meeting atmosphere, expression of

emotions, meeting productivity, and user needs. We reûect on our ûndings

gained under authentic working conditions, derive lessons learned for running

successful team meetings in VR supporting different kinds of meeting formats,

and discuss the team’s long-term platform choice.

KEYWORDS

CSCW, virtual reality, social VR, remote collaboration, virtual meetings, video conferencing,

autoethnography, case study

1 Introduction

The COVID-19 pandemic required many people to work from the home ofûce. Online
meetings with video conferencing software became omnipresent after this trend had been
promised for decades (Nilles, 1975). Although video calls provide many advantages, such as
seeing meeting participants or allowing for screen sharing, they still yield limitations, such as
restricted social interaction between participants. Social virtual reality (VR) platforms might
provide beneûcial alternatives for online team meetings by gathering everyone in one virtual
room. Previous studies showed positive psychological effects of social VR platforms (Barreda-
Ángeles and Hartmann, 2022) and that group behaviors and emotional responses to it are
largely similar to face-to-face encounters (Moustafa and Steed, 2018). However, it seems that
the generation of ideas as a creative process is hindered (Brucks and Levav, 2022). Beyond the
faithful reproduction of in-person meetings, research further explores the possibilities of VR for
enhancing social encounters and collaboration outside the restrictions of reality (Slater and
Sanchez-Vives, 2016; McVeigh-Schultz and Isbister, 2021a).

With an increasing number of companies investing in immersive technologies and the
future of the metaverse, social encounters in virtual environments (VE) will become
commonplace in the foreseeable future. We can already observe this trend on platforms for
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personal use where users meet in VR to socialize, play, and experience
cultural events together (Sykownik et al., 2021)—even more
pronounced during the pandemic (Rzeszewski and Evans, 2020).
This development also extends to the business context. In 2022,
52% of employees were open to having meetings or team activities
in the metaverse (Microsoft, 2022). The real estate company eXp
Realty is operated entirely in virtual ofûces with more than
75,000 employees1. Numerous small companies and start-ups have
launched collaborative platforms for meetings in virtual space. Also,
large companies are preparing for a future in which professionals get
together in virtual or blended realities, such as with Microsoft
Mesh2 or Horizon Workrooms by Meta3. Enabled by rapid
technological development, immersive teamwork is more topical
than ever. Still, many advertised features are visions of the future
and blur the public perception of present possibilities.

To explore current opportunities and restrictions of commercial
VR meeting software and to gain a deeper ûrst-hand understanding of
the advantages and drawbacks of authentic meetings in VR, we
conducted the regular team meetings of our university’s human-
computer interaction (HCI) research lab in VR to compare the
attendees’ experiences with meetings on video conferencing
platforms. This experimental shift from video-only platforms was

intrinsically motivated, not by conducting this study. Therefore, the
authors had the opportunity to independently evaluate the
experiment, resulting in genuine insights from experiences in the
wild. Over 4 months in 2020, we conducted twelve meetings on ûve
different platforms–seven in VR and ûve on video conferencing or
hybrid platforms for comparison. The different platforms are shown
in Figure 1.We accompanied the teammembers from the expectations
before the ûrst VR meeting to the ûnal conclusions on the long-term
software choice by collecting feedback right after each meeting
through online surveys. As part of the lab team, the authors also
attended the meetings, which enabled an additional autoethnographic
perspective to reûect on the meetings with different platforms.

With this, our case study adds to the growing body of research that
investigates the gathering of people on various professional occasions
on VR platforms. Previous studies explored attendees’ experiences at
professional social events in VR, e.g., at academic conferences and
workshops (Erickson et al., 2011; Kirchner and Nordin Forsberg, 2021;
Lahlou et al., 2021; Williamson et al., 2021), and group dynamics in
social VR outside professional context (Moustafa and Steed, 2018;
Scavarelli et al., 2021). However, in contrast to the existing body of
work, this case study focuses on the participants’ personal experiences
during regular online team meetings in different mediums over an
extended period. Thereby, it covers both VR and video conferencing
solutions. Our study aims to explore whether currently available off-
the-shelf social VR platforms meet the needs and preferences of the
team members for attending weekly lab meetings as a competitive
alternative to conventional video conferencing solutions. Based on
200 completed survey responses, we analyze ratings and statements of
the meeting experiences and the different aspects that inûuenced these

FIGURE 1

The off-the-shelf platforms compared in the wild for our weekly teammeetings: (1) Our status quo, Zoom, compared to the two virtual reality platforms

(2) AltspaceVR and (3) Engage, as well as the hybrid (4) Gather Town combining video feeds with a spatial environment. StarLeaf was also used in the case study

but is not shown here as it has a similar interface to Zoom.

1 https://www.virbela.com/customer-stories/exp-realty.

2 https://news.microsoft.com/innovation-stories/microsoft-mesh.

3 https://about.fb.com/news/2021/08/introducing-horizon-workrooms-

remote-collaboration-reimagined.
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experiences. Our analysis identiûes central themes that matter for VR
meetings and provides unique insights into the experiences of meeting
on various platforms. While most of the individual themes have
previously been discussed in the literature as isolated elements,
encountering them integrated into authentic experiences of
participants who compare it to videoconferencing in an in-the-wild
study allowed us to assess and reconsider various factors, identify
priorities, and add new aspects.

2 Related work

Research on computer-mediated collaboration has a long history.
A broad landscape of literature provides an understanding of how
people can work together remotely comprising various modalities,
cultures, technologies, and goals of remote work (Galegher et al., 2013;
Raghuram et al., 2019). Video-based meeting solutions received much
attention in the late 1990s (Finn et al., 1997; Hinds, 1999) and
provided strong indications that video-mediated meetings can have
an equally good quality as face-to-face meetings (Olson et al., 1997).
Still, for decades, videoconferencing was no competitive substitute for
in-person meetings for large parts of the general public–or not
explored as one–until an enforced shift due to the COVID-19
pandemic (OECD, 2021).

Along with the rise of videoconferencing platforms, the term
“Zoom fatigue” was prominent in public and scientiûc discourse
(Shockley et al., 2021). It describes the exhaustion after holding
many or long meetings as videoconferences. Possible causes are
suspected to be the cognitive load, always seeing oneself, and
reduced mobility during video calls (Bailenson, 2021), but also
spatial reduction of the conversation partners and their background
to a 2D projection (Nadler, 2020) calling for mitigation or alternatives.
According to Shockley et al. (2021), group belongingness was found to
be the most consistent factor protecting from videoconference fatigue.
Correspondingly, early research suggested that in remote
collaboration, the employed technologies impact the
communication outcome dependent on the interpersonal
interactivity (Burgoon et al., 1999). While collaborating via

videoconferences has been compared to other modalities, such as
audio-only or in-personmeetings (Ochsman and Chapanis, 1974; Daft
and Lengel, 1986; Burgoon et al., 1999; Hinds, 1999; Bailenson, 2021),
this work adds to the growing body of research with direct comparison
to collaboration in VR. The following two sections will describe
previous work on characteristics of social VR that might foster
interpersonal interactivity and the feeling of group belongingness
or mitigate limitations of videoconferencing in other ways. We
further discuss how VR technology has previously been used for
social encounters in a professional context.

2.1 Social interactions in VR

People use social VR platforms for a broad range of reasons. The
strongest motives are meeting people, staying in contact, and
experiencing social presence (Sykownik et al., 2021). Interacting in
VEs offers considerable potential for high social presence (Short et al.,
1976) as the spatial nature of the medium allows users to encounter
other people in a shared space and affords complex social interactions
and group dynamics. Social presence as “the connection of people via

telecommunication systems” has been a central concept for comparing
various forms of computer-mediated collaboration for decades
(Nowak, 2001). Multiple factors affect how people interact with
each other in VEs, including their visual and behavioral (self-)
representation, the perceived agency of others’ avatars, and
potentially immersion (Kyrlitsias and Michael-Grigoriou, 2022).
Different studies yield inconclusive results on the effect of visual
realism on social presence (Nowak and Biocca, 2003; Bente et al.,
2008; Kang and Watt, 2013; Zibrek and McDonnell, 2019) and imply
dependence on other aspects of the simulation such as behavioral
realism (Bailenson et al., 2005), which is generally a powerful predictor
of social presence (Oh et al., 2018), such as turn-taking in a
conversation (Bailenson et al., 2004). The social VR platforms
tested in this case study differ considerably in the realism of virtual
human representations introducing an interesting testbed with
variance.

Further, sound is an important consideration for social
interactions in VR. Spatial audio has been shown to impact the
user’s sense of presence (Poeschl et al., 2013; Kern and Ellermeier,
2020). Although it allows the user to identify the direction of different
audio sources, concurrent talking of several people poses challenges
for listeners in immersive environments. It can be effectively mitigated
by helpful visual cues (Gonzalez-Franco et al., 2017). Besides the
representation of virtual humans and verbal conversations, social VR
interactions are inûuenced using non-verbal communication. On
various social VR platforms, previous studies investigated the role
of non-verbal cues and limitations in essential aspects of it and
discussed similarities or discrepancies to non-verbal behavior
patterns ofûine (Yee et al., 2007; Wigham and Chanier, 2013;
Maloney et al., 2020; Tanenbaum et al., 2020). For instance, group
arrangements, proxemics, and the preservation of personal space have
been found to resemble ofûine behavior to a large extent (Bailenson
et al., 2001; Yee et al., 2007; Hecht et al., 2019; Williamson et al., 2021)
with adequate emotional responses to it (Wilcox et al., 2006). Also,
previous research has shown that people can demonstrate similar
social responses in virtual simulations as in reality. For example, in a
study investigating compliance as done in the experiment by Milgram
and Gudehus. (1978), the participants were equally or more compliant
in VR compared to a control condition in physical reality (Dzardanova
et al., 2021). Unfortunately, a problem that transfers from ofûine social

interactions to virtuality, as well, is harassment (Freeman et al., 2022).
As the communities are still establishing social norms for VR
interactions, their governance remains a challenge (Blackwell et al.,
2019a; Blackwell et al., 2019b; McVeigh-Schultz et al., 2019).

Altogether, many factors determine how a person in social VR
perceives and interacts with another virtual human. For the
collaboration of whole teams, however, not only the interaction
between two people must be considered. Related work explored
group dynamics and team communication in social environments
that can resemble but also go beyond the possibilities of video
conferencing. Torro et al. (2021) describe the impact of non-verbal
communication and spatial information of social VR and why this
makes it a game-changing medium for organizations. Due to the
possibility of simulating any imaginable communication process, the
authors argue that social VR has the potential to exceed the
communication effectiveness of video conferencing and real-world
settings. As one reason, they state how new forms of group dynamics
can be facilitated and how teams beneût from formal and informal
encounters in VR (Torro et al., 2021).
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2.2 Meeting in VR

Researchers have explored the opportunities of remote meetings and
social gatherings for a long time. Although the technical capabilities
looked entirely different in 1999, the outcome of a study by Ståhl still
shows similarities to current work. The most signiûcant needs concerned
the feedback on the users’ connection in terms of visual attention,
audibility, and network connectivity. In recent years, due to
technological advancements and being incentivized by COVID-19, the
body of literature on meetings and events in social VR is growing rapidly.
Typically, the study designs in this research ûeld are not lab-based and less
controlled but of observatory nature and in the wild.

In this manner, Moustafa and Steed. (2018) conducted a longitudinal
study on social interactions in small groups already known to each other
moving their contact to social VR. The authors found that the participants
experienced similar emotional states as in real-life socializing, which
suggests high co-presence and transferability of existing group dynamics.
Concerning educational purposes, a literature review explored interactions
relevant in social xReality (XR) learning spaces and provided an overview
(Scavarelli et al., 2021). For example, a study by Yoshimura and Borst.
(2021) reports on classmeetings experienced inVRcomparing accesswith a
head-mounted display (HMD) and in desktop mode. The students
attended lectures and presented in VR. The experiences highly
depended on how comfortable the attendees were with the HMD and if
it made them sick. In another experiment, Ginkel et al. (2019) found a close
resemblance between learning outcomes from training presentations in VR
compared to face-to-face training.

Previous studies also explored the use of social VR environments
in the academic community, such as social events at scientiûc
conferences. While paper presentations can be effectively realized
in videoconferences, it is much more challenging to enable virtual
conference attendees to meet and connect with other participants. Yet,
the informal exchange during coffee breaks and at receptions is essential to
the success of academic collaborations. Therefore, organizers searched for
virtual compensation, which was sometimes accompanied by scientiûc
evaluation. For instance, Kirchner andNordin Forsberg. (2021) organized a
virtual conference where they held a reception on the VR platform Engage
and performed a qualitative evaluation. The participants reported lively
experiences but struggled with the spatial audio and discomfort from the
HMDs. Further, the participants felt restricted in getting to know people
they had never met before due to missing facial expressions. For fostering
dynamic group conversations on similar occasions, Rogers et al. (2018)
proposed displaying word clouds around groups hinting at the discussed
topics to help strolling participants ûnd a suitable group to join. Research by
Williamson et al. (2021) analyzed the user proxemics during an academic
workshop in VR. The results showed proxemic interactions between
attendees that are congruent to physical settings and afford dynamic
group formations dependent on properties of the VE. Beyond
characteristics of personal space in social interactions known from reality,
the possibility to enable participants toûywith their avatar added adimension
of user proxemics that was most notable during presentation situations.

A few studies investigated the social interactions at entire
conferences in VR. The ûrst evaluation of a virtual avatar-based
conference by Erickson et al. (2011) comprised 500 attendees in
Second Life4 and was considered a “reasonably successful” event.

According to the authors, the system must afford the formation of
small groups for having focused interactions while breaking up and
remixing into other groups over time. The analysis showed that the loud
spatial audio disrupted conversation privacy and led to increased
distances between groups which inhibited remixing. Structured social
events worked better for the participants thanmore informal settings. In
the end, none of the interviewed attendees experienced the virtual
substitute and the face-to-face conference. A decade later, Lahlou et al.
(2021) studied a conference in VR accompanied by video calls. The
authors state two goals that a VR installation must meet for successful
conferencing: (1) the development of knowledge and (2) informal social
interaction. They ûnd that current solutions still lack opportunities for
natural social encounters and relational space. The researchers
recommend careful preparation for organizers and suggest special
consideration of onboarding processes and catering for socializing.
In the same year, the conference IEEE VR 2020 was held entirely
virtually for the ûrst time. The accompanying evaluation by Ahn et al.
(2021) provides a detailed comparison between the usage of different
media platforms and their appropriateness for typical conference tasks.
Again, the results point out the social constraints of the VE but also
show advantages for connecting compared to other text-based
platforms. Here, the social VR platform was rated as most
appropriate for socializing and networking and providing the highest
social presence. Most attendees who joined the VE decided to access it
via desktop computer, although many owned an HMD. While the
authors advocate for making use of the unique possibilities of virtual
conferencing, they echo related research by advising caution not to
transfer the substituted ofûine event directly to virtual space but to adapt
the format and purpose of the event. In this spirit, McVeigh-Schultz and
Isbister. (2021b) argue for conceiving solutions of VR collaboration that
deliberately deviate from direct replication of familiar social encounters.
Instead of imitating a face-to-face work environment, the authors
promote using the full potential of immersive technologies to create
an enriched experience of remote collaboration. The approach taken in
this case study provides a ûexible setting for this as the attendees could
test how different platforms can serve the purposes of the meetings and
reinvent the format along the way. Without predetermined system
choices and autoethnographic insights, the team could adjust the
conduct of the meeting every week over several months and
compare the experiences.

During the COVID-19 pandemic, researchers were challenged
with ûnding appropriate and practical scientiûc methods to continue
conducting studies (Nind et al., 2021). Research on computer-
mediated communication has established various methods and
tools for evaluating speciûc aspects of the behaviors and opinions
of interlocutors, e.g., turn-taking and behavioral analyses to examine
meeting dynamics (Samrose et al., 2021; Samrose et al., 2018) and
simulated conversations (Abdullah et al., 2021), audio-visual
capturing to understand communication characteristics (Byun
et al., 2011; Koseki et al., 2020), linguistic analyses (Kramer et al.,
2006; Fägersten, 2010), self-reports in interviews (Bleakley et al., 2022)
and standardized questionnaires (Nowak and Biocca, 2003),
autoethnographic methods (Mack et al., 2021), or a self-hosted and
modiûed version of a social VR platform to understand the proxemics
(Williamson et al., 2021). For this research, we rely on the conjunction
of quantitative and qualitative methods from self-reports in a survey
that includes standardized questionnaire items and open questions.
Our approach allows longitudinal analysis through unique identiûers
while preserving anonymity. Previous literature investigated the use of4 https://secondlife.com.
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VR technology for conducting conferences or socializing events,
focusing on the comparison to the face-to-face equivalent. On the
other hand, this work explores the potential of holding team meetings
in VR and compares it to video conferencing while investigating, in
both cases, the similarity to face-to-face meetings. Instead of
determining usability issues of individual social VR platforms, as
previous research has done systematically (Liu and Steed, 2021),
the personal experiences and needs of the meeting participants are
of central interest in this case study.

3 Methods

Over 4 months, from August until December 2020, we evaluated
twelve weekly meetings on different platforms (see Table 1 for an
overview) by inviting the participants to ûll out a questionnaire after

each session. We used a mixed-method approach and collected
quantitative and qualitative data to investigate the participants’
ratings of each meeting experience and their personal impressions.

3.1 Participants

Generally, the weekly meeting is attended by all team members,
including technical and administrative staff, undergraduate and Ph.D.
students, postdocs, professors, and guests. This leads to a heterogeneous
sample concerning technical literacy, previous experience with VR, and
expectations towards the meetings. Participation was voluntary and
strictly anonymous, so we did not collect any demographic data.
Nevertheless, the participants rated their prior experience using three
items: How often they use VR in general, how often they use multi-user
VR applications, and whether they use VR as part of their work.
From these three items, we calculated an overall prior experience
score (min 0 to 10 max). On average, the 18 participants of meeting
M1 had a prior experience score of 3.167 (SD = 2.41). All group
members had access to VR hardware, i.e., HTC Vive (Pro), Valve
Index, or Oculus Quest 1. In total, we had 239 meeting
participations in the 12 meetings with 32 distinct attendees
completing at least one questionnaire. Four participants
attended and ûlled out the questionnaires for all 12 meetings.
12 participants responded after at least 10 meetings. In each
meeting were between 15 and 24 attendees. We did not collect
demographic data such as age or gender because this would disclose
the participants’ identities due to the small group size. For the same
reason, we did not ask about the HMD model used.

3.2 Evaluated meetings

The main purpose of the weekly teammeetings was to report on and
discuss current matters concerning the lab or its associates, which the
group manager and administrative staff mostly did. Additionally, there

TABLE 1 Overview over the 12 evaluated meetings.

ID Medium Participants Responses HMD Users Duration (min) Presentations

M1 Starleaf 20 18 n/a 41 No

M2 Altspace 19 16 87.5% 59 Yes, one

M3 Altspace 22 19 84.2% 53 Yes, one

M4 Altspace 20 19 84.2% 21 No

M5 Altspace 22 18 72.2% 21 No

M6 Altspace 20 16 68.8% 42 Yes, one

M7 Engage 18 15 93.3% 57 Yes, three

M8 Engage 15 11 72.7% 18 No

M9 Zoom 20 17 n/a 43 No

M10 Zoom 24 18 n/a 59 Yes, one

M11 Gather Town 22 18 n/a 84 Yes, one

M12 Zoom 17 15 n/a 83 No

FIGURE 2

This shows the setup of the AltspaceVR platform. It was an indoor

room with large windows and a presentation screen.
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were presentations by undergraduates and groupmembers (in 50% of the
reported meetings, at least once on each platform). At the end of the
meetings, individuals and small groups would discuss matters with the
group manager irrelevant to the whole team, while everybody else would
already leave. On average, the meetings investigated in this study lasted
48.42 (SD = 22.02) minutes and had 19.91 (SD = 2.47) attendees with
details shown in Table 1. Before the COVID-19 pandemic, the lab
meetings were held in person. Between March 2020 and the beginning
of this case study, they were on Zoom or StarLeaf.

3.3 Procedure and questionnaire

The meeting was joined by the attendees’ device of choice–an
HMD (if applicable) or desktop client–and followed its regular
structure. During the weekly meetings, the group discussed
which platform to try next and when to change it. After each
meeting, the researchers emailed all group members and guests
linking to a Google Forms questionnaire. Each recipient,
including the authors, could individually decide to take part
in the survey or not, which resulted in an average response rate of
83.7% (SD = 6%). We made every effort to ensure there was no
social pressure to participate and no fear of negative
consequences for answering honestly. The questionnaire
started with a consent form and a unique identiûer (ID)
chosen by each participant to identify repeated participation
and allow longitudinal analysis anonymously. We asked how the
meeting was accessed and found that HMDs were used in 92 out
of 114 VR platform cases (80.7%). For the ûrst session, we also
assessed the prior experience with VR and expectations for the
VR sessions. The questionnaire incorporated questions from the
Social Presence Questionnaire by Nowak and Biocca. (2003), the
User Burden Scale (Suh et al., 2016) and self-designed questions
to answer on a 7-point Likert scale. Additionally, we asked open
questions about the meeting experience, e.g., group interactions,
comparisons to the other platforms, and memorable experiences.
The questionnaire after the ûrst and last session had a few
additional items. After the ûrst meeting, we asked about the
participants’ general usage of VR, their usage of multi-user VR
applications, whether they work with VR, and their expectations

FIGURE 3

This shows the setup of the Engage platform. It was an outdoor

scenario similar to an amphitheater with a presentation screen.

FIGURE 4

This shows the setup of theGather Town platform. The scenery was an outdoor place in a park without a dedicated presentation screen. The lighter grey

space identiûes one coherent meeting area.
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and worries for VR meetings. Additionally, the ûnal survey after
the last session incorporated questions about the preferred
meeting platform and the reasons for the preference. In the
supplemental materials, we provide an overview of all
questionnaire items and, if applicable, their respective origins
from standardized instruments.

3.4 Platforms

To gain insights into the suitability of openly available social VR
services for teammeetings in the wild, we solely used established and
sophisticated platforms that allow integrating presentations and
giving talks. The most critical factor for the software selection
was the accessibility from all devices used by the attendees, as
they were free to choose which device they preferred to access
each meeting. Throughout the case study, we tested the VR
platforms AltspaceVR5 (see Figure 2, meetings 2–6) and Engage6

(see Figure 3, meetings 7 and 8), the videoconference platforms
Zoom7 (see Figure 1 (1), meetings 9, 10 and 12) and StarLeaf 8

(meeting 1), as well as Gather Town9 (see Figure 4, meeting 11), a
hybrid of a virtual 2D environment and video calls. We provide
additional screenshots from the meetings and a video ûgure in the
supplemental materials.

The virtual setup of AltspaceVR was based on a template provided
by AltspaceVR. We used a template from the category “Talk Show”
because it had a big screen for presentations and consisted of a room
with large windows. This layout was inspired by the real setting the
meetings were held in pre-Covid. We modiûed the virtual space with
the group’s logo as visible in Figure 2. The table also resembled the
U-shaped setup of our physical meeting room and gave the virtual
room some structure. Participants could customize their avatar
representation, mute themselves, react with emoticons, and move
around the space. There was a room admin who could enable the
megaphone feature for single persons to make them audible to the
group in the whole room.

Similar to the setup of AltspaceVR, the meeting space of Engage
was based on a template provided by the platform. The room design
resembled an ancient outdoor forum with a U-shaped area to sit down
to watch a stage. The stage featured a large presentation screen in the
background. The meeting area also featured some educational exhibits
and was placed on an island, viewing the Golden Gate Bridge in the
distance. In contrast to the AltspaceVR settings, the people could
actually sit down and were evenly spaced in the VE, creating the
impression of a seated audience for the person on stage.

We relied on a pre-existing template for the Gather Town
meeting space again. We chose a park setting (see Figure 4)
featuring areas for socializing with games. We modiûed the
template so that the area around the fountain was one meeting
space–which is colored in light grey in Figure 4, where everyone
inside could see the video of everyone else in this area (cf. Figure 1

(4)). Additionally, we added the two pumpkins between the upper
benches to mark two tiles with a broadcast feature. The participants
standing on these tiles were audible in the whole environment,
similar to the megaphone feature of AltspaceVR. Outside of
dedicated meeting areas, the visibility and audibility depended on
the proximity of the participants, allowing the creation of small
spontaneous groups.

3.5 Data analysis

The questionnaires collected quantitative data (7-point Likert
scales) and qualitative (answers to open questions). The
quantitative data were analyzed using factor analysis. As the
questionnaires included various attributes that are not
independent of each other, an exploratory factor analysis (EFA)
with Varimax rotation on all questionnaire items was used to
reveal hidden factors that group multiple related questionnaire
items. This data-driven process allowed us to identify groups of
questions that inûuenced the users’ ratings of their meeting
experiences. The qualitative data of the questionnaires were
analyzed using thematic analysis by identifying similarities and
inductively creating themes. A team of four researchers
individually coded three responses, and after that, they
discussed and iterated the resulting codes until they agreed on
a common code system. This system was used to code all
qualitative responses once. We received 200 responses. 155 of
them contained qualitative data in addition to the
questionnaire items. After the additions to the code system
from the ûrst cycle were discussed, a different researcher coded
all responses a second time. This process resulted in 1,228 codings
using 107 codes.

4 Results and lessons learned

In the following, we provide our analysis of the quantitative
data collected in subsection 4.1 as well as insights on the ûve
themes derived from the qualitative data in subsections 4.2 to 4.6.
The questionnaire responses to the Likert scale questions are
evaluated with a focus on the ratings of the meeting experience.
To provide authentic impressions and derive and discuss
dominating themes that explain and contextualize the
quantitative results, we present the qualitative insights in
greater depth in the following. We report on the experiences
and statements of the participants on the ûve main themes that
the thematic analysis revealed: Spatial Aspects, Meeting
Atmosphere, Expression of Emotions, Meeting Productivity,
and User Needs. Each subsection concludes with a Lessons
Learned paragraph discussing central insights and linking
them to related work.

4.1 Ratings of the meeting experience

As part of our post-meeting questionnaire, we obtained feedback
on 19 Likert-scaled question items, shown in Table 2. In the following,
we present the results of our quantitative data analysis of the users’
ratings on those items.

5 https://altvr.com.

6 https://engagevr.io.

7 https://zoom.us.

8 https://starleaf.com.

9 https://gather.town.
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Starting from meeting M2, we asked the attendees about their
overall meeting experiences on a 7-point Likert scale (poor 1 to 7
great). Figure 5 shows a barplot with the results of the total meeting

experience. With a one-way ANOVA, we found a signiûcant effect of
the meeting modality on the total meeting experience
(F(3, 178) � 11.041, p< 0.01, η2p � 0.157). Bonferroni-corrected post

TABLE 2Overview of themost important questionnaire items. Questions from standardized instruments are denoted with SPQ for the Social Presence Questionnaire by

Nowak and Biocca. (2003) or UBS for the User Burden Scale by Suh et al. (2016). The constellations of all ûve questionnaires is detailed in the supplemental material.

Attribute Question

face_to_face_meeting SPQ To what extent was this like a face-to-face meeting?

same_room_with_partner SPQ To what extent was this like you were in the same room with your partner?

partner_realism SPQ To what extent did your partners seem “real”?

choose_to_persuade SPQ How likely is it that you would choose to use this system of interaction for a meeting in which you wanted to persuade others of something?

get_to_know_extent SPQ To what extent did you feel you could get to know someone that you met only through this system?

meeting_involvement I felt involved in today’s meeting

active_participation I participated actively in today’s meeting

felt_noticed I felt noticed by the other participants

felt_group_membership I felt like being part of the group

meeting_productivity We had a productive meeting today

worry_information_leak UBS
< The meeting platform > accesses and uses the device’s microphone and camera. I’m worried about what information is being passed on
by it

privacy_trustworthy UBS
< The meeting platform > ‘s policy about privacy is not trustworthy

privacy_requirement UBS
< The meeting platform > requires me to do a lot to maintain my privacy within it

moderation_quality The moderation and guidance by the moderator in today’s meeting were

agenda_structure The agenda and structure of today’s meeting were

vr_meetings_replace I think the VR meetings will replace the video conferences in our lab

technical_difûculties We had many technical difûculties

usage_conûdence I felt conûdent about using the system

total_meeting_experience Overall, how was your meeting experience today?

FIGURE 5

Barplot of the total meeting experience assessed in meetings M2–M12 together with the results of Bonferroni-corrected paired t-tests.
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hoc tests conûrmed that the total meeting experience in the video call
meetings was signiûcantly higher than in the VRmeetings for both VR
options, VR via desktop PC (t (30.454) = −4.876, p < .01, d = −1.429)
and VR using an HMD t (137.635) = −5.340, p < .01, d = −.821). For
Gather Town, we also observed an improved meeting experience for
PC VR (t (35.009) = −3.509, p < .01, d = −1.062), and HMD VR (t

(45.499) = −3.124, p = .019, d = −.537), and no difference for the video
call platforms (t (35.186) = −1.461, p = .917, d = −.372). These results
indicate an advantage of video calls and the hybrid platform Gather
Town compared to the VR conditions. Nevertheless, we did not
observe any difference between the VR options t (35.156) = −1.321,
p = 1.00, d = −.290) and, therefore, we did not differentiate between
these two VR variants in the following quantitative analysis.

Since the attendees had a very diverse pre-experience with VR
technology, we investigated whether the pre-experience, as assessed in
meeting M1, correlates with the meeting experience in the ûrst VR
meeting M2. Using a Spearman rank correlation, we found that the
two variables were moderately correlated (Spearman’s r (13) = .514,
p = .072).

However, the total meeting experience rating did not provide a
conclusive impression of the users’ perception of the meetings. Only
four participants attended all twelve meetings, which prevented a
more detailed within-subject analysis in the following. Still, we wanted
to investigate exploratively which attributes contribute to the user
ratings to understand the observed differences.

4.1.1 Exploratory factor analysis
To explore the structure of user ratings and identify possible

factors in the multiple questionnaire items of Table 2, we conducted
an exploratory factor analysis on the additional feedback obtained
through the Likert scale questionnaire items. Figure 6 presents a
scree plot of the variance associated with each factor, representing
the explained variance for each resulting factor. This helps us to
obtain the number of factors. Factors with high levels of explained
variance are important, interpretable contributors to the overall
model, whereas later factors explain less variance. The scree
analysis revealed three factors with an Eigenvalue above 1.
Continuing with these three factors, we calculated the factor
loadings. Figure 7 shows the loadings of all question items for the
three factors. The loading of an attribute for a factor can be
interpreted as the correlation between the question item and the
factor. Therefore, the higher the absolute loading value, the stronger
that attribute is tied to that factor and predicted by it. On the other

FIGURE 6

Scree plot of variance explained by each factor, resulting from the factor analysis on questionnaire items.

FIGURE 7

Loadings of all attributes (larger absolute values represented in darker

colors) for the three factors (F1–F3) in the exploratory factor analysis.
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hand, a loading of close to 0 indicates the absence of a (linear)
relationship between the attribute and the factor.

This allowed us to ûnd interpretations of these factors. Factor
F1 loads highest on the questions related to Involvement,
F2 corresponds to Co-Presence items, and F3 to items around
Privacy. Subsequently, we compare VR meetings, video calls, and
Gather Town with each other according to the three factors. With a
one-way ANOVA, we found a signiûcant effect of the meeting
modality on factor F1 Involvement

(F(2, 156) � 4.263, p � 0.016, η2p � 0.052). Bonferroni-corrected
post hoc tests conûrmed a difference between VR and video calls
with t (126.17) = −3.195, p < .01, d = −.515 with higher ratings for
video calls. Another one-way ANOVA revealed a signiûcant effect of
the meeting modality on factor F2 Co-Presence as well
(F(2, 156) � 26.934, p< 0.01, η2p � 0.257). Post-hoc tests conûrmed
a difference between VR and video calls with t (137.940) = −8.228, p <
.01, d = −1.269, and between Gather Town and video calls with t

(16.149) = −3.775, p < .01, d = −1.446 each with better ratings for video
calls. We could not ûnd an effect for F3 Privacy

(F(2, 156) � 0.309, p � 0.735, η2p � 0.004), indicating conclusive
experiences on that factor independent of the meeting modality.
These results demonstrate the advantages of video calls in contrast
to the other platforms.

4.1.2 Lessons learned
Concerning quantitative data, we could observe that video

meetings outperformed VR meetings in terms of the total meeting
experience. Furthermore, for two of the three factors revealed with
the exploratory factor analysis, i.e., F1 Involvement and F2 Co-

presence, we also found that video conferencing was ranked
higher than VR meetings. Users tended to feel more involved and
have higher co-presence with their colleagues in video calls than in
VR meetings. With the immersive nature of VR and its capability to
substitute the user’s physical environment, it is surprising that
the attendees had a stronger impression of others being present on
video calls than in VR. To obtain a deeper understanding of the
reasons for this assessment, we provide detailed insights on the
experiences along the ûve themes that evolved from our qualitative
analysis in the following subsections.

4.2 Spatial aspects

An essential difference between video calls and virtual 3D
environments is the spatial component that allows movement in
space and varying proximity to others. It inûuences the group
dynamics and the audio considerations.

4.2.1 Movement
Before the study, P08 expected “more fun and more movement

during the meetings” in VR. Indeed, the possibility of moving around
in the VE led to more vivid and “a lot more dynamic” (P18) meetings
compared to both video calls and physical meetings. Some attendees
preferred that everyone be seated for the meeting to be more “orderly”
(P28). Other participants appreciated “being able to move around and
arrange in the room” (P12) and to “walk in front of the screen and use
[their] body” (P18) during presentations. This was sometimes
perceived as troublesome during presentations because avatars of
other attendees were blocking the view onto the slides or the
speaker: “All the time there was someone in my way” (P09).
However, for presenting, the participants described advantages: “I
also liked the more true-to-life presentation environment with the
projector screen and with the ability to see the audience spread out in a
semicircle instead of a gallery view like on Zoom” (P07). Many
attendees highlighted the value of meaningful movements such as
waving, gaze direction, and pointing as indicators, e.g., to initiate
conversations or for turn-taking, making it “more personal” (P16).
That “you could walk up to someone to talk to them” (P17) was
perceived as more effortless and more natural (see Figure 8). Another
use of the spatial component was to form queues, especially after the
meeting when several attendees wanted to speak to the same person.

4.2.2 Proxemics
Similarly tomovements, proxemics was usedwith purpose ormeaning.

“The physical arrangement also plays a role–who sits next to whom”,
mattered for P12, or when everyone in a circle is supposed to say something
in turn. At the same time, the spatial relations did not always translate well
to theVE: “In physicalmeetings, it is nice that you actually sit next to others.
In VR, it still feels a bit odd (am I too close? Too far away?)—it is also a bit
more difûcult to exactly place yourself the way youwould like” (P12). Other

FIGURE 8

A situation in Engage before the meeting where the participants grouped (left side) and one person walked up to this group (right side, black shirt).
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attendees also reported that they “felt awkward” (P05) or “felt bothered
because the others came too close” (P16).

4.2.3 Group dynamics
The added spatial component of VEs allowed to form and vary

group constellations and sizes, which was a crucial beneût to a majority
of the participants: “The VR environment makes it much easier to
converse in small groups and easily switch between talking to different
people”, explained P07. P06 pointed out that especially “before and after
the meeting [interactions] were a lot easier and closer to in-person
interactions than they would be in a Zoom meeting.” The participants
described a large variety of interaction types, including 1-to-all as in
presentations, 1-on-1, small groups, large groups, the whole group, and
dynamic transitions between the constellations. Other than in Zoom,
small groups could split up and follow up on meeting topics in parallel,
which is “barely possible [. . .] next to the ofûcial round” (P12) without
blocking the meeting room for all others in a video call. Therefore, VR
meetings were described as more dynamic, allowing more attendees to
say something and contribute. On the other hand, Zoommeetings were
characterized as “static” (P14).

VEs also allow the users to position themselves in a third
dimension: elevation. This affords extended group arrangements
and was primarily used for presentations and other 1-to-all
communication. One participant experienced the group manager
hovering mid-air above the rest of the team as a status imbalance:
“It was beneûcial that we could all see him. But it also gave the
impression that he was ‘superior’ and talking down on us” (P18).

4.2.4 Spatial audio
The systems based on a VE are designed so that a conversation is

only audible to users standing close by. The further away a listener is, the
quieter the sound becomes. While this enabled several small groups to
have private conversations simultaneously in the same room, it was
perceived as cumbersome for the plenum when everybody should hear
everybody else by default: “In case of a presentation or group discussion,
sometimes you do not understand others and we used the ‘megaphone’
[to amplify voices in AltspaceVR] all the time” (P05). Furthermore,
attendees reported that, also in VR, “the main questions you hear are:
‘am I muted?’ or ‘can you hear me?‘. The spatial audio is completely
useless.” (P05). Manually equipping speakers with the ‘megaphone’ as
an ampliûer was referred to as “a burden” (P01), not only by the
participants who facilitated the meeting but also by observers. The
thresholds for the spatial audio were often experienced as inadequate
resulting in unnatural behavior: “Especially because of the spatial audio,
people gathered closely in clusters so they can hear each other better. In
reality, it would not be that condensed, and also not so hard to hear each
other” (P18). Instead, P05 suggested “to have regular audio [for the
plenum] and for private conversations sound bubbles.”

4.2.5 Lessons learned
The VEs allowed the attendees to gather in a virtual workspace.

Videoconference platforms, such as Zoom or Skype, recently
introduced features to create a similar impression by visually
cropping attendees and stitching them together in a shared room10.

However, this lacks intradiegetic possibilities to utilize this added
spatial component, for example, the eye gaze in turn-taking. When
designing a VR meeting platform, we consider it essential to foster
dynamic interpersonal interactions by supporting meaningful
movements, such as approaching others, forming groups and
queues, waving, pointing, or nodding. Non-verbal cues strongly
impact social interactions in VR but have not yet tapped the rich
potential familiar from ofûine behavior (Maloney et al., 2020;
Tanenbaum et al., 2020). In line with related research, our
participants reported spatial group arrangements and proxemics
similar to in-person meetings. As Williamson et al. (2021) point
out, elevation provides additional opportunities for an audience in
VEs to arrange for better visibility. While this can be beneûcial, we
advise caution when activating ûying features, as they might diminish
professionalism or affect the perception of social status differences.

For ûexible and realistic group dynamics, purposeful and
conûgurable spatial audio with carefully chosen volume reduction
parameters is required, as well as an option to hear everyone in a
plenum.We observed similar behavior of our participants as in a study
by Williamson et al. (2022), where users seemed to move close
together to hear each other best despite loud background
conversations. As our participants proposed, allowing users to
create a private sound bubble with visible boundaries to shield
their group might be helpful. Already in 1999, (Ståhl, 1999),
reported in a similar case study that the uncertainty of being
audible was one of two critical challenges for VR meetings. Even
today, we still observe the need for more explicit indicators of one’s
comprehensibility within the room.

4.3 Meeting atmosphere

We further observed that the spatial component strongly
inûuenced the meeting atmosphere. In the questionnaire before the
ûrst meeting in VR, P18 shared that the “feeling of working in the same
place is missing” during the long home ofûce directive. The potential
of immersively feeling “like being somewhere else” (P12) for the
meetings promised relief to some participants.

4.3.1 Co-presence and interpersonal interactions
Numerous attendees expressed excitement about “being in a room

together” (P06) and “chatting ‘face-to-face”’ (P12). For P18, in the VE,
it felt more like “coming together or gathering with the whole team” in
a shared virtual ofûce space than in video calls. P23 and P09 were
reminded of physical meetings, which included that “interactions felt
more like a real meeting” (P09). The effect was perceived to be stronger
when accessing the VE with an HMD: “I felt more immersed and part
of the group” (P09). P25 appreciated how “one has a better awareness
for the group, such as closeness or distance, attention or distraction,
etc., which is missing on Zoom.”While in VR, participants appreciated
seeing everyone around them at a glance, the videoconference tools
were repeatedly criticized for not displaying all attendees in large
meetings: “I frequently do not register that they are attending the
meeting” (P12). This is especially problematic when presenting as it
“gives a wrong impression about the number of participants” (P11).

P18 appreciated being “surrounded by my colleagues, but without
faces, it was not so personal. Like a coat of secrecy around everyone.”
With the cartoony avatars on AltspaceVR, to P23, it “felt like speaking
with very intelligent and responsive game characters”. This dilemma

10 https://blog.zoom.us/introducing-zoom-immersive-view

https://www.skype.com/en/blogs/2021-05-together-mode.
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was especially noticeable for guests. Several team members expressed
the wish to see a guest’s face “to get an idea of how [they are] as a real
person” (P28). On the other hand, the avatar representation allowed
guests to “visit” the meeting as equal to the other members.

4.3.2 Professional or playful
The initial atmosphere of the meeting was established mainly by

the visual appearance of the interface, the avatars, and the
environment. The setting of AltspaceVR was perceived as
“sometimes too cartoonish to be taken seriously [. . .] more like in-
game conversations” (P23). On the other hand, Engage was perceived
as more formal and “much more orderly than in Altspace because we
were seated” (P28). Both the professional and the playful styles have
received positive and negative feedback from the participants. Some
participants liked the professional atmosphere that Zoom or Engage
created because it is similar to physical meetings and makes it easier to
talk about serious topics. But it was also perceived as more boring and
formal, and therefore some rejected the approach of Engage: “I really
hated Engage. The uncanny avatars, technical difûculties, and overall
‘seriousness’ of the application did not work for me” (P09). Due to the
less formal setting in AltspaceVR, “even the student was completely
chilled–usually on Starleaf they’re more nervous and quiet” (P18). As
Engage allows for adding elements to the scene, it was soon “ûlled with
animals, objects, special effects, and sounds” (P18). This was described
as “absurdly funny” (P18) and “goofy” (P02) but during the meeting
also as “distracting” (P17), and “less effective” (P01). Although the fun,
interesting, and creative atmosphere in AltspaceVR, Engage and
Gather Town can be appealing and support hedonic qualities of
the system, it could be distracting from the subject of the meeting:
“fun to use but not very helpful for serious work” (P11).

4.3.3 Social norms
Social interactions in VR depend on shared norms in a group as in

reality. However, VEs enable behavior that is impossible in real life, such as
walking through people, due to different physical or perceptual restrictions.
The attendees shared experiences of how some social conventions translate
well to virtual encounters: “I instinctively wanted to hug their avatar.When
approaching, 1 m away, I noticed that this feels wrong. In reality, we would

never hug each other [. . .], so I expressed my compassion verbally only”
(P18). More often, participants reported novel social situations that might
require new conventions.We identiûed two types of violating social norms:
unintended impropriety and intended provocations.

Among the unintentional norm violations are situations in which, for
example, attendees “felt bothered because the others came to close” (P16),
or had unnatural postures due to the controllers sitting on the desk, causing
awkwardness. One attendee described another uncomfortable situation
due to technical challenges, in which he was concerned about having
offended somebody with a joke as they did not react. It turned out that the
other person was only staring at him quietly because they could not
unmute to share the laughter. Other disruptions, however, were intended
by users, such as an “eccentric avatar” (P18) that was seen as surprising at
the professional occasion, somebody attending in a space suit, or users
adding 3D models and effects to the scene. The most prominent example
for this was “the monster which appeared in the middle of a student’s
presentation” (P17). The whipping daemon shown in Figure 9 caught the
users’ attention, distracted them from the presentation, and crashed the
seriousness of the setting.

4.3.4 Lessons learned
The users appreciated the impression that their colleagues were in

one roomwith them, especially when using anHMD. Barreda-Ángeles
and Hartmann. (2022) found social presence to be a good predictor of
relatedness and enjoyment, which is in line with our participants’
reports. The high loading values of the overall meeting experience for
the factors F1 Involvement and F2 Co-Presence indicate a strong link
between the predictors. Analysis of qualitative data corroborates this
as especially those attendees, who appreciated the high presence of
others and feeling noticed by others in VR, were most fond of those
meetings. Still, attendees rated their Zoom experiences regarding
F2 Co-Presence higher than in VR. This ûnding is surprising
considering the high immersion of VR and that many participants
described the impression of being together in one room. However, the
attendees of the investigated meetings are not strangers but colleagues,
often for many years. Nevertheless, the avatars surrounding the user in
VR seem unfamiliar and need a name tag to identify who it embodies.
Without it, they could have been mistaken for intelligent game
characters. In contrast, the identity of the conversation partners
was unmistakable on video calls because of the visibility of familiar
faces, which we discuss in the following subsection. Further, the
ratings of the F1 Involvement factor were higher for video calls.
From an autoethnographic perspective, we suspect that the meeting
format has been adapted too tentatively to the medium. To exploit the
advantages of interpersonal interactions in VR, we emphasize that the
meeting purpose must beneût from high social presence, e.g., with
team building or socializing goals. Not every format should be directly
replicated virtually, as previous research supports (McVeigh-Schultz
and Isbister, 2021b).

The discomfort of the attendees with the uncanny degree of avatar
realism appeared to bemore pronounced than the increase in social presence
foundbyZibrek andMcDonnell. (2019) as a consequence of photorealism in
social VR. In line with related work, the effects of visual ûdelity of our test
platforms’ avatars seemmore complex and depend on other factors, such as
coherence, setting, and avatar behavior. We suggest focusing more on
expressive and versatile avatar designs than sheer photorealism.

We can assume that some of the observed social inadequacies
originated from technical overload or accidents. For example, the
sense of personal space is not transferred directly from in-person

FIGURE 9

A user inserted a daemon to the scene whipping a colleague’s

avatar in the middle of a student’s presentation.
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interactions to VEs and depends on various factors, such as using an
HMD or a desktop PC (Williamson et al., 2022). A prior training and
familiarization phase with the system McVeigh-Schultz et al. (2018) is
advisable. This may also reduce disruptions from users exploring features
that the platform affords. We urge interaction designers to create systems
that prevent users from awkward appearance or behavior by accident, e.g.
while taking off equipment or sitting down and standing up. Further, until
a common “VRtiquette” (Lahlou et al., 2021) is established over the years,
the attendees should agree on shared rules and conventions that might be
supported by regulations from the organizations–in the sameway as video
conferencing and hybrid meetings beneût from this (Saatçi et al., 2020).

4.4 Expression of emotions

The participants commented particularly much on the emotional
aspects of interpersonal interactions and how replacing a video with an
avatar changed their meeting experience. We must note that in the
case of the team meetings investigated, most attendees typically turn
on their cameras for the video call.

4.4.1 Facial Expressions and body Language
Seeing no facial expressions from the other attendees is one of the

issues of VR meetings raised the most by our participants: “It is so odd
to look at people and not see any reactions in their faces” (P12).
Especially users who accessed the VE without an HMD and therefore
lacked gesture and head tracking “looked a bit odd, less lively” to P12.
The lack of faces was perceived as “disconcerting” (P07), “awkward”
(P06), and “less direct, obtuse” (P10) compared to video calls.
Therefore, interactions on video calls were described as “more
expressive” (P14)—to “see people’s faces and emotions” (P30) was
important to connect for many. Several attendees have emphasized
this concern throughout the experiment: “This is essential!” (P12).
Above all, P02 missed the smiles and cats usually visible in the team’s
Zoom meetings. On the contrary, some attendees did not “need to see
people’s awkward or negative faces” (P13) and were relieved to be able
to hide behind their avatars. They highlighted the advantages of
missing cameras: “It looked more like a physical meeting because I
can see everyone at once and not just the face. I could see people

moving their heads and hands in VR” (P13). Several users addressed
the expressiveness through avatar style and gestures: “I like the body
language and the way people dress” (P08). One participant reûected on
the impact that the different forms of encountering guests or strangers
might have: “People present themselves differently. I even think you
might get to know them differently in VR” (P12).

4.4.2 Emojis
To compensate for the lack of facial expressions, AltspaceVR

allows spawning emojis above the user’s avatar to react visually
(see Figure 10). One attendee “expressed frustration with the
–.– emoticons over her head” (P18) while having audio issues and
no other means to communicate. A similar feature is also available on
Zoom, despite other, more immediate ways to react: “When [the
manager] asked the group to give quick reactions, most of the
participants did not speak or gesture as a response but used the UI
feature showing a thumbs-up or smiley” (P18). The participants
explained that they missed this feature on Engage and StarLeaf. On
Engage, they found the meetings “less ‘affective’ as I cannot show any
emotion with the icons” (P13) as on AltspaceVR.

4.4.3 Lessons learned
Regardless of the primary purpose of meetings being of productive

or social nature, the affective states of the attendees naturally have a
critical impact on the collaboration. Whether for working or
socializing with colleagues, it is essential to enable users to express
their emotions and recognize those of others. This is especially
pronounced with previously unknown people (Kirchner and
Nordin Forsberg, 2021). Moustafa and Steed. (2018) found similar
emotional states of users in social VR as in face-to-face settings that
need to be considered. Still, our participants complained about the lack
of facial expressions and other non-verbal communication, in line
with the analysis by Tanenbaum et al. (2020). We conjecture that the
missing faces are a signiûcant reason for the lower co-presence ratings
of VR compared to video calls in our exploratory factor analysis.
Considering the study by Abdullah et al. (2021), this could also explain
the participants’ decreased activity to maintain social connectedness
and less person-directed gaze in VR conversations compared to
videoconferencing. With rapid progress in research on the
recognition of facial expressions (Hamedi et al., 2018; Lou et al.,
2020; Cha and Im, 2022) and eye movement (Schwartz et al., 2020), as
well as their mapping to the avatar, more expressive face and gaze
representation will be available in the near future. We expect this to be
a crucial facilitator for authentic social exchange in VR. Until then, a
rudimentary way of sharing one’s emotions or reactions is needed for
successful interaction in VR, such as emojis.

4.5 Meeting productivity

As information exchange was a major aim of the meetings,
productivity was a central theme in the data. When participants
compared the VR meetings with in-person meetings or video calls,
they often referred to them as “less productive” (P05) and “inefûcient,
cumbersome” (P10). The reasons range from the inability to take notes
and technical issues to the restrictions in seeing everyone
simultaneously. Participants concluded that “the static meeting
format” (P18) of “regular reports and presentations do not beneût
fromVR” (P05). However, there were also some positive comments on

FIGURE 10

This ûgure shows the use of emojis to express emotions in the

AltspaceVR platform.
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the productivity of meetings in VR, as people listened “with less
distractions and multitasking” (P17) after a few AltspaceVR meetings.

4.5.1 Attention and distraction
Being in VR reduced distractions from other applications like mail,

web browsers, or instantmessaging for our participants. At the same time,
it introduced new distractions to the meeting as people explored the
features: “it can be distracting with all the non-meeting stuff you can do in
VR” (P14). Overall there is no consensus on which medium is more
beneûcial regarding (in)attention, as some people expressed the need for a
little diversion to focus on the meeting. Another aspect is the noticeable
(in)attention of the meeting participants. Especially for the speaker, it is
valuable feedback whether the audience actively listens. Some participants
found that “in VR, one has a better awareness of the group, such as the
closeness or distance, attention or distraction, etc., which is missing in
Zoom.” (P25). In contrast, others thought “it was hard to tell [in VR] how
distracted people were during the presentations [. . .] In the physical
meetings, it is more obvious who’s listening and who’s busy with
something else” (P18). P11 had the impression that on Zoom “the
participants were more focused and could follow the conversation better.”

4.5.2 Presentations
Giving and listening to presentations were reoccurring

aspects. It felt for some participants more like an in-person
setting. For the presenters, it was a more immersive and
realistic experience than in video-based presentations: “I could
walk in front of the screen and use my body. Felt like really
presenting!” (P18). Similarly, P07 appreciated the “more true-to-
life presentation environment with the projector screen and with
the ability to see the audience spread out in a semicircle”.
Nevertheless, for the audience, problems known from in-
person presentations, such as view-blocking or display
resolution, reduced satisfaction. Attendees reported a better
view of the slides in videoconferences.

4.5.3 Secondary tasks and tools
The access to notes had a substantial impact on the perceived

productivity of the meeting, and comments like “I missed note
taking” (P28) for VR were very common. Similarly, access to tools
like the calendar, search engines, and instant messengers for
discreet parallel exchange within the team was missed. The
lack of simultaneous messaging was mentioned frequently as it
led to “less interactive” (P17) meetings. In videoconferences,
“most interactions occurred ‘outside the meeting’” (P28)
simultaneously via instant messaging. Several attendees
mentioned that they could not do other productive tasks while
being “trapped in VR” (P28), such as answering emails during
personally irrelevant parts of the meeting. Also, the inability to
access physical objects as beverages during VR sessions was
criticized: “I miss my tea” (P13) and “my coffee got cold” (P18).

4.5.4 Lessons learned
For our work-focused meetings, the participants greatly

appreciated the possibility of taking notes and accessing additional
information. These aspects are not yet adequately provided by the VR
tools tested in the scope of this study or require an unreasonable
amount of individual effort. The accustomed workûow of a user
should be supported in virtual meeting environments without
allowing too many distracting elements into the VE. Recent

developments promise a smoother integration of physical
keyboards and applications from the desktop environment (Otte
et al., 2019; Oculus, 2021), which could help to bridge VEs and the
usual workspace of a user.

Although Sarkar et al. (2021) found parallel chatting in video
calls distracting and overwhelming for some users, they also
identiûed valuable beneûts from it that resonate with our
participants’ responses. More research needs to be done on
integrating discreet side communication in VR. On the other
hand, compared to video conferencing tools, participants valued
the high-ûdelity and engaging way of presenting in VR. This close
resemblance matches the ûndings by Ginkel et al. (2019) who
measured similar skill improvement in an oral presentation
training in VR as in a physical environment. But as similarly
shown by Yoshimura and Borst. (2021), the satisfaction with VR
presentations also depended for our participants on the (dis)
comfort with the equipment. Short and interactive talks can
beneût more from VR than long or many presentations.

4.6 User needs

The primary objective of the attendees in our meetings was to get
together once a week and exchange information. Their individual
needs for functionality, comfort, and appropriate self-representation
must be met.

4.6.1 Technical Literacy of users
The questionnaire answers revealed some aspects rooted in the

group’s diversity. Although most of the participants had considerable
knowledge of technology in general, some had serious technical
challenges that sometimes even prevented them from participating
at all, “because I was not able to set up the app” (P19), or required
considerable effort: “I needed nearly an hour to join the meeting (and
then just via [desktop PC]). And on top of that, I later needed help to
get the VR setup running.” (P25). Even for experienced users, it took
time to get familiar with the system as they encountered initial issues
with the setup, updates, or controls. This clearly shows that even when
using standard devices and commercially available applications, VR
meetings still pose challenges to people who do not use the technology
regularly. P09 was concerned about guests because “it is more of a
hassle as they have to get accustomed to the software as well.” In
particular, P23 worried about students presenting their thesis progress
as it “could add to the pressure that they are already under and make
them even more uncomfortable and stressed”.

4.6.2 HMD discomfort
One frequently mentioned theme was the discomfort related to the

VR headset. The participants reported motion sickness, headaches,
that the “headset felt heavy and uncomfortable after some time in the
meeting” (P15), and that it was “a bit stressful for my eyes” (P12).
Participants used different HMD models, and some were unsatisûed
with the visual quality. For example, P12 said about AltspaceVR: “the
slides were difûcult to read, the letters ûickering; this was
uncomfortable”. Furthermore, P17 mentioned that the Oculus
Quest “got quite laggy with so many people. I had to reset the
graphic settings. It gives me a headache and I’m more exhausted
afterward.” But using the desktop client was also not a good alternative
for some participants as they reported that “using 2D VR is a bit
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inconvenient for the control. It is somehow like [a ûrst-person
shooter], but I am not very used to that.” (P13)

4.6.3 Privacy
Some people described that they “felt observed” (P12) on video

calls because everybody could “see me and my living room” (P18).
Regarding personal privacy and discretion, the VR sessions received
positive feedback, as they allowed users to be invisible behind the
avatar. Therefore, they did not need to worry about a presentable
appearance or “need to show [their] facial expressions” (P13). Some
participants also felt more conûdent as it “kinda helps with anxiety”
(P14). However, users also reported that the spatial audio settings in
AltspaceVR were insufûcient for private conversations. P09 felt like
“intruding” in private conversations: “After the meeting, it was weird
as people talked in smaller groups, but one could hear everything”.

4.6.4 Lessons learned
While some appreciated the concealment of personal appearance,

emotional reactions, and the home ofûce environment, private
conversations could be heard from far away. After the effects of
Zoom fatigue (Shockley et al., 2021) during the pandemic, our
participants felt relieved from the stress of being observed.
Although the quantitative results did not show any differences
between the platforms in terms of factor F3 Privacy, privacy was of
concern in the qualitative data. The reason for this discrepancy is the
different interpretations of the term. While standardized
questionnaires and legal frameworks often consider privacy as the
protection of information from the service provider, our participants
were more concerned about the other attendees invading their privacy
or being visually exposed to others. Quantitative methods should
consider aspects of the personal privacy of meeting attendees beyond
data protection regulations.

The fact that attendees from an HCI research group struggled with
technical barriers clearly shows that meeting platforms must cater to
users’ diverse needs and abilities. Usability issues in many established
social VR platforms, including AltspaceVR, were also identiûed by Liu
and Steed. (2021). Using current off-the-shelf VR hardware and
software resulted in a stressful experience with technical issues and
HMD discomfort for some participants. Until the onboarding
experience is smooth and quick for everyone, organizers must
assume responsibility for providing support before the ûrst
meeting, as recommended similarly by Lahlou et al. (2021). It
seems that VR meetings are currently not as inclusive and
accessible as video-based platforms due to a higher technical entry
barrier, even if expensive equipment is provided.

4.7 Platform choice for future meetings

In the ûnal survey after the last meeting, we asked participants to
draw a conclusion comparing the different platforms and to choose a
long-term preference. Many participants enjoyed exploring the
possibility of meeting the team in VR: “it sure was fun and showed
the potential for the future” (P09). The users appreciated the
possibilities of “free spatial arrangement” (P12) with beneûts
especially for “engaging conversations between multiple actors”
(P05) as it allows “spontaneously splitting into groups and chatting
in clusters, without losing the overview of who else is present in the
global room” (P21). Nevertheless, only two survey participants

selected a VR platform as their preferred meeting medium.
P14 appreciated that it “is more fun and kinda helps with anxiety”.
P18 supported using VR for future meetings because “on Zoom, it
always feels like people cannot wait to get out again. Most participants
try to be as quiet as possible not to delay the meeting unnecessarily. In
VR, there was much more socializing, arriving early and staying
longer, personal and informal exchange, having fun, or enjoying
meeting with others.”

However, the vast majority argued for returning to desktop-based
video conferencing tools. Of the 15 participants who completed the
survey after the last session, 13 preferred to go back to Zoom or
StarLeaf. For most attendees, the “regular reports and presentations do
not beneût from VR” (P05) nor from the spatial component of Gather
Town. Although fun, VEs were perceived as “not very helpful for
serious work” (P11). P05 criticized the attempt “to replicate the reality
without adding speciûc value that comes from the medium.” On the
contrary, for VR, the preparations and technical issues were
disproportionately time-consuming, caused motion sickness for
some attendees, secondary tasks were unavailable, and it was
repeatedly described as inconvenient. For P19, the experience “was
like speaking on an old phone with multiple participants at the same
time, wearing a rock tied to my head, and watching some meaningless
cartoon simultaneously”. On the other hand, in video calls, it is
possible to see the faces of “people, and it works best. No
preparations. No nausea or headache” (P02). It was described as
“most convenient” (P09) and “more productive” (P13) with easy
“access for external visitors” (P11). As many others, P12 “learned
that seeing the faces of others is so important.”

5 Limitations and future work

We conducted this study in the wild during the regular team
meetings of the research lab. Therefore, it has some limitations.
Following an autoethnographic approach, the authors are part of
the team and participated in the study. However, we ensured that the
anonymization remained intact during coding and analysis. The study
sample represents a very heterogeneous group as some team members
have high technical literacy, and administrative staff was involved.
This is most likely not representative of the general population, but for
the domains that will be early adopters, this should be close to a
representative sample. We also point out that most meeting attendees
had no previous experience holding meetings in VR. Hence, the
ûndings apply to teams of novice users and should only be
extended to experts with caution. In addition, there was a trade-off
between the length of the questionnaire and the aspects to cover,
which inûuenced the direction of the results.

To keep the atmosphere and behavior of the participants as natural
as possible, we did not record the sessions. Consequently, no
systematic observations of the attendees’ behavior were possible,
and we can only report on aspects described in the questionnaires.
The selection, order, and frequency of the used platforms were team
decisions independent of the study objectives, and therefore, the
platforms were not explored evenly. Additionally, there might be
possible biasing effects for the VR platform used second (Engage), as
most users now had previous experiences with social VR.
Furthermore, the content, length, and need for follow-up
conversations varied every week due to circumstances, making it
challenging to compare the meetings directly. During the meetings,
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various system conûgurations were used, which created different
experiences for the individual users. We had a variety of HMDs
(HTC Vive (Pro), Valve Index, and Oculus Quest), operating
systems (Mac, Windows, Linux), and internet browsers (relevant
for Gather Town). While this limits comparability between users,
this case study was done in an authentic context with meetings that
would have taken place in this manner regardless. All this ensures an
authentic setting, leading to high external validity.

Based on the outcome of this study, further research is needed with
a clear separation of researchers and meeting attendees. At the cost of
the insights from an autoethnographic approach, the generalizability
can be higher with controlled, balanced, and diverse samples across
domains and prior experience. Moreover, as a result of the
independence of the meeting participants from the researchers, no
negative consequences of honest answers are to be expected, which
allows to lift the anonymity towards the data analysts and thus extends
methodological possibilities. With a team that accepts the given
parameters of the experiment, such as the choice of platforms and
hardware or video recording of the meetings, future work could rely on
more systematic and controlled circumstances enabling behavioral
and linguistic analyses with high comparability. Still, a careful balance
between external provisions and internal authenticity must be
achieved.

6 Conclusion

This in-the-wild case study on using social VR platforms and video
conferencing software for weekly team meetings over the course of
4 months provides authentic insights into the experiences of
32 participants. Through questionnaires, we collected responses to
open questions and Likert scale items after every meeting on various
topics related to social interaction, meeting productivity, and
individual experiences. In a thematic analysis of the qualitative
data, we found ûve prominent themes that cover spatial aspects,
meeting atmosphere, expression of emotions, meeting productivity,
and user needs. The results show that regarding realistic group
dynamics in gatherings before and after the ofûcial meeting, or for
the impression of being together in the same place, VR meetings
resemble in-person meetings more than videoconferences.
Nevertheless, at the same time, videoconferences provided a closer-
to-reality experience regarding seeing others’ real faces and emotions,
discreet side communication, and support of secondary tasks than VR
meetings. Furthermore, we performed a factor analysis on the
quantitative data, revealing the advantages of videoconferences over
VR platforms regarding ratings on involvement and co-presence. This
ûnding is in line with the assessments in the ûnal survey, in which
participants were asked to draw a conclusion comparing the different
platforms. Here, only two out of 15 survey participants selected a VR
platform as their preferred meeting medium for weekly meetings in
the future. Not being able to see the real faces of their colleagues was
one of the most decisive factors for many participants. Therefore, at
the end of the case study, the team decided to return to
videoconferences for the long term. Some aspects found in this
study have been discussed in related literature before. Still, this
authentic in-the-wild setting of intrinsically motivated exploration
of how suitable current commercial platforms are under natural
working conditions enabled us to bring practical issues into context
and highlight critical research gaps.

Our results indicate that the currently available off-the-shelf social
VR platforms tested in this study do not yet sufûciently meet the needs
and preferences of users to attend weekly team meetings like ours.
Although they provide advantages in certain aspects, limitations such
as time-consuming preparations, technical issues, HMD discomfort,
motion sickness, and unavailable secondary tasks were among the
main reasons for returning to video conferencing. Moreover, the
ûndings indicate that the meeting format was not ideal for fully
using the beneûts of social VR. Above all, our results reveal how
important it is for meeting attendees to see their colleagues’ facial
expressions and emotions and the current limitations of VR platforms
in this regard. We suspect this to be the strongest contributor to the
higher co-presence ratings of video calls compared to VR that we
unexpectedly measured.

Some of the problems we encountered on our journey might be
resolved within this decade thanks to technical advancements. As
outlined in the Lessons Learned subsections above, new technologies
using electromyogram and neuromuscular signals, as well as eye gaze
and facial reconstruction, will provide avatars with rich emotional
expressivity. Also, body language will be more realistic with advanced
sensors and inverse kinematics. Peripherals such as physical keyboards
and other components or applications of existing workûows will be
seamlessly integrated into the virtual meeting environment. This
considerably improves text input capabilities and the support of
secondary tasks. In the meantime, usability issues on the software
side will be resolved, and the devices will become lighter and more
convenient. Prospectively, if this case study had been conducted in a
few years, the outcome concerning these challenges might be
completely different.

However, other challenges we encountered in our study might not
be possible to overcome with technical progress and require careful
consideration when (1) preparing technical aspects of the VE, and (2)
planning and moderating the meeting. Considering our sample, these
insights apply particularly to users who are new to having meetings in
VR. First, as part of the technical setup, an onboarding tutorial before
the meeting must ensure that all attendants are familiar with the
application and that their system is up-to-date. Users with previous
experience should have had the opportunity to explore features in the
VE before the meeting starts so it would not distract them. Further, the
spatial audio should be conûgured for plenum situations in which
speakers are audible by everyone anywhere but also cater for private
(group) conversations with privacy-protecting sound bubbles and
little distraction from distant background conversations. Acoustic
parameters must always be transparent to users. The application’s
overall visual style and professional appearance should match the
seriousness of the occasion and the attendees’ preferences. We
recommend disabling permissions to insert distracting objects or
special effects to the scene when not required for the meeting goal.

Second, to adapt the meeting format to the platform, a code of
conduct should be agreed on to ensure a comfortable environment for
everyone. Among other conventions, it should address proxemics,
muting, recognizability, and modiûcations of the shared scene. In line
with relatedwork, we found it important to designate a person responsible
for technical support and facilitation, such as amplifying or muting
attendees. Generally, the format and goals of a meeting should be
adapted to the advantages of social encounters in VR. Ideally, the
reason for gathering is interpersonal interaction in dynamic group
constellations with rich opportunities for socialization and creative
exchange. Our participants appeared to appreciate situations before
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and after the meetings that afford the CoFIRe steps proposed by Erickson
et al. (2011): coalescence into small groups, focused interactions without
distractions, and eventually remixing with others. We recommend
making use of spatial advantages and meaningful movements, such as
forming queues, circles, and groups, ûying when appropriate, moderating
and taking turns with gaze and gestures, as well as organizing meeting
content systematically within the space as demonstrated by Luo et al.
(2022) for augmented reality.

We learned most of these lessons only as the study progressed.
Initially, videoconferences were a substitute for in-person meetings
due to the COVID-19 pandemic. The VR platforms were experimental
substitutes for the new status quo of video conferencing. The reason
for using any of these systems, however, was not to replicate in-person
meetings but to achieve the purpose of the meetings. How the group
aimed to achieve these goals was organically shaped within the
conditions of the respective platforms. Nevertheless, the meeting
format was not sufûciently adapted to the beneûts and restrictions
of social VR platforms. Technology does not break habits. And they
appear to have been strong from the inûuence of a traditional meeting
concept manifested over many years. The adjustment on-the-ûy was
not sufûcient. Instead, a more conscious and targeted adaptation
would have been required. Similarly, McVeigh-Schultz and Isbister.
(2021b) argue for using XR to deliberately deviate from direct
replication of face-to-face meetings, such as with augmentation of
social behavior (Roth et al., 2018; Roth et al., 2019) or “social
superpowers” (McVeigh-Schultz and Isbister, 2021a).

A potential direction for the future could be a seamless integration
of the different platform types to allow dynamic rearrangement
according to the meeting situation, which often changes depending
on the ongoing activities. This would allow using the most powerful
medium for each case. For example, interactivity, small group
interaction, poster sessions, or social events could take place in
immersive XR environments, and detailed presentations or one-to-
many announcements through video conferencing channels–with
immediate transition in between. Similar to the hybrid concept of
Gather Town, this proposal attempts to combine the best of two
solutions, although not limited to one device or a 2D world.

Overall, our case study provides authentic insights into conducting
team meetings on off-the-shelf virtual reality platforms that can
inform the appropriate choices and conûgurations of the platform,
adaptations of the meeting format, and future requirements of social
VR platforms.
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