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“Essentially, all models are wrong, but some are useful.”

George E. P. Box, Norman R. Draper
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Abstract
Flow behavior of rarefied gases and their interactions with surfaces is of great

interest in scientific fields like catalysis, gas separation membranes and space

technology. To describe such gas flows, expensive numerical simulations are

often needed. Simple, analytical models either cover very special cases or

need empirical parameters, reducing their predictive power. These numer-

ical as well as analytical modeling approaches are mostly concerned with

simple surfaces. In gas separation membranes, however, surfaces are often

treated with functional molecules, altering the interaction between gas and

surface. Additionally, membranes have irregular geometries. Therefore, us-

ing a defined geometry like a straight channel allows focusing on the under-

lying effects. In this work, an analytical model is developed to describe rar-

efied gas flow in straight channels for all rarefaction regimes. Experimental

flow data using plain and functionalized channels is acquired and compared

to the model. The combination of the model and experimental results helps

to interpret phenomena involved in rarefied gas flow in an intuitive way and

sheds light on general aspects of gas-surface interactions of rarefied gases.
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Zusammenfassung
Das Strömungsverhalten von verdünnten Gasen und ihre Interaktion mit

Oberflächen ist von großer Bedeutung unter anderem für Katalyseforschung,

Gastrennungsmembranen und Weltraumtechnik. Um solche Strömungen zu

beschreiben sind häufig aufwendige, numerische Berechnungen notwendig.

Einfache, analytische Modelle haben entweder einen sehr eingeschränk-

ten Gültigkeitsbereich oder benötigen empirische Parameter, die die Über-

tragbarkeit des Modells auf unbekannte Situationen schmälern. Diese nu-

merischen als auch analytischen Modelle beschäftigen sich hauptsächlich mit

einfachen Oberflächen. In Gastrennungsmembranen werden Oberflächen je-

doch häufig mit funktionalen Molekülen behandelt, die die Interaktion zwi-

schen Gas und Oberfläche verändern. Membranen haben zudem eine irre-

guläre Struktur. Eine definierte Geometrie in Form eines geraden Kanals hilft

dabei, sich auf die zugrundeliegenden Effekte zu konzentrieren. In dieser

Arbeit wird ein analytisches Modell entwickelt, das in der Lage ist Gasströ-

mungen über alle Verdünnungsbereiche in geraden Kanälen zu beschreiben.

Es werden Gasströmungen in unbehandelten und funktionalisierten Kanälen

experimentell untersucht und mit dem analytischen Modell verglichen. In

Verbindung mit den experimentellen Daten erlaubt das Modell eine intuitive

Interpretation der involvierten Phänomene und beleuchtet grundlegende

Aspekte der Gas-Oberflächen-Interaktionen von verdünnten Gasen.
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Chapter 1

Introduction

The term rarefied refers to a state where a gas behaves different to what is

expected when considering it as a continuum instead of as a collection of

discrete particles. The continuum assumption is valid in many common sit-

uations but breaks down at particularly low pressures, like in space and vac-

uum technology, or in very small geometries, like in membranes and cata-

lysts. A key parameter to quantify rarefaction is the Knudsen number, which

is defined as the ratio of the mean free path of the gas and the characteristic

length of the surrounding geometry. For example, this characteristic length

would be the pore diameter in porous media. The mean free path is the

mean distance a gas molecule is free to travel without colliding into another

molecule. The Knudsen number therefore gets larger for increasing rarefac-

tion. Rarefied gases are relevant to many technical applications and scientific

fields, like catalysis [1], space technologies [2], gas separation membranes [3]

and micro-electro-mechanical systems [4]. A more detailed overview about

rarefied gases and the corresponding phenomena is given in chapter 2.

An important range of rarefaction is the transition regime around Knud-

sen = 1, see figure 1.1a. This regime is particularly interesting because a major

challenge regarding rarefied gases is the fact that there is no simple, ana-

lytical and predictive model to describe the flow even in simple geometries

for all Knudsen numbers including the transition regime. However, such a

model is desirable to avoid costly numerical computations or experiments.

Chapter 3 of this work gives an overview on existing modelling approaches

and introduces an analytical model capable of predicting flows for all degrees

of rarefaction in simple geometries using an intuitive approach.

As mentioned above, an important technical application of rarefied

gases are gas separation membranes. These membranes are modified us-

ing molecules which are attached to the inner membrane surface, see figure

1.1b. This process is called functionalization. Such modification enables mem-

branes to selectively interact with specific gases. For membrane design, it is
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the importance of the scale of the surrounding geometry when considering

surface effects and allows general insight into gas-surface interactions of rar-

efied gases.
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Chapter 2

Rarefaction phenomena

This chapter provides an overview on rarefied gases and associated phenom-

ena, focusing on surface interactions which are crucial for modeling the gas

flow and interpreting experimental results.

The mean free path λ describes the average distance a gas molecule can

travel without colliding with another one. The mean free path of a molecule

can be calculated using its viscosity [7] by

λvisc =
µ

p

√

πRT
2M

(2.1)

where µ is the dynamic viscosity, p is the pressure, R is the ideal gas constant,

T is the temperature and M is the molar mass. λ can also be calculated using

its molecular diameter d [8, p. 716] by

λd =
kbT√
2πd2p

(2.2)

where kb is the Boltzmann constant.

Under many conditions, λ is very small compared to the surroundings

and the gas can be treated as a continuum. This means that the gas is not

considered as a collection of discrete particles, but as a continuous mass with

macroscopic properties like pressure and temperature [8, p. 53]. However,

when λ approaches the scale of the characteristic length LC of the surround-

ing geometry, the continuum hypothesis breaks down because an integral

definition of pressure and temperature for a volume element is not reason-

able anymore [9, pp. 15f]. In this case, gas flow cannot be described with

models based on that hypothesis. The characteristic length is dependent on

the geometry – in this work, it is the diameter for circular channels and the
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height for rectangular channels. The ratio of mean free path to the character-

istic length LC is called Knudsen number Kn

Kn =
λ

Lc
(2.3)

and divides the flow regimes into typical areas of viscous flow (Kn < 10−3),

where the continuum hypothesis is valid, slip flow (10−3
< Kn < 0.1) and

transition flow (0.1 < Kn < 10), where rarefaction effects have significant

impact, and free molecular flow (FM) (Kn > 10), where the intermolecular

interaction becomes negligible [10].

2.1 A brief history

An analytical description of gas flow dates back to 1840, where the so-called

Hagen-Poiseuille law was published [11] which is suitable to calculate con-

tinuum gas flow in circular channels and was later adapted to other geome-

tries. The first mathematical foundation to describe the chaotic nature of

gas molecules statistically was set by Ludwig Boltzmann, who published the

most important parts of his work 1896 in Vorlesungen über Gastheorie [12, 13],

which was later translated to English [14]. Boltzmann introduced the concept

of the probability density function f (t, r, c) which describes the number den-

sity of molecules at time t, position r and absolute molecular velocity c [15]

and which is defined by the Boltzmann equation. One of the formulations

[16, pp. 67, 72] reads
∂ f
∂t

+ c
∂ f
∂r

= Q( f , f ) (2.4)

where Q( f , f ) is the collision operator describing the interaction between

two molecules. This collision operator makes the Boltzmann equation inher-

ently hard to solve [16, p. 95]. A popular choice for modeling the collision

operator is the Bhatnagar-Gross-Krook (BGK) model introduced in 1954 [17],

which describes the magnitude of the collision proportionally to the devia-

tion of f from a Maxwellian distribution [16, p. 95], which in turn describes

a gas in its equilibrium.

Because of the invalidity of continuum models like the Hagen-Poiseuille

and Navier-Stokes equations for rarefied gases, a closed-form expression
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covering all Knudsen numbers has been addressed by many researches. Mar-

tin Knudsen, after whom the Knudsen number was named, described rar-

efied gas flow 1909 using interpolation between continuum and free molec-

ular flow [18]. His expression for the free molecular regime, originally stated

to be valid for all cross-sectional shapes, was then corrected 1910 by Marian

Smoluchowski [19], who presented an expression describing free molecu-

lar flow in arbitrary cross-sections for different gas-surface interactions and

showed that Knudsen’s original expression was valid only for circular cross-

sections. Clausing [20] extended 1932 what was only valid for very long

channels to channels with arbitrary length. More recent approaches to de-

scribe the whole Knudsen range introduced parameters which are to be de-

termined empirically and therefore lack predictive nature [21, 22, 23]. With

available computational power, numerical methods became established [24,

25, 26, 27].

While the before-mentioned works are mainly concerned with low-

pressure flows in larger geometries, work on micro flows in micro-electro-

mechanical systems began in the late 1980s [9, p. 24] with first experimental

results with micro-machined channels acquired in the 1990s [28, 29]. While

basic experimental investigations regarding the diffusion of gases through

various materials have been conducted by Thomas Graham in 1866 [30],

gas separation processes using membranes became of industrial relevance

in the 1980s [3, pp. 325f], involving rarefaction effects in their nano- and

mesoporous structures. The functionalization of gas separation membranes,

which aims to increase selectivity, introduce a surface interaction effect which

is still not completely understood today [31].

2.2 Surface phenomena

When a gas is confined by solid matter, gas molecules inevitably interact

with the solid surface. In the case of viscous flow, this interaction is macro-

scopically modeled by a no-slip boundary condition: the velocity of the gas

becomes zero directly at the surface. Using this boundary condition, it is pos-

sible to derive simple analytical expressions for the Navier-Stokes equations

for special cases.

At the molecular level, however, the interaction between gas and surface

atoms is more complex. While the reflection of molecules can be character-

ized using the tangential momentum accommodation coefficient, additional

effects like surface diffusion arise.
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2.2.1 TMAC

When a molecule hits a wall with a tangential velocity, part or all of the tan-

gential momentum is absorbed by the wall, which macroscopically manifests

as the before-mentioned no-slip boundary condition for viscous flow. The

tangential momentum accommodation coefficient TMAC describes the ratio

of diffuse to specular reflection [32]. A TMAC of 1 means fully diffusive

reflection, a TMAC of 0 means fully specular reflection. The diffusive reflec-

tion can be modeled using the Maxwell reflection model [33]. The TMAC is

usually extracted by fitting a first-order slip boundary condition model, see

section 3.1.2, to rarefied gas flow data [34].

The TMAC is discussed controversially in the literature. While often val-

ues between 0.75 and 1 are statet [35, 36, 34, 37], correlations with the Knud-

sen number [38], the surface topology [38, 39] and temperature [40] have

been observed.

The TMAC is important in modeling the slip boundary condition and the

free molecular flow and is therefore a crucial parameter for the description

of rarefied gases. The diversity of results for TMACs even for the same gas

species poses a big challenge for generally valid calculations.

2.2.2 Surface diffusion

Surface diffusion is a process relevant for technical applications like catalysis

and transport in porous media and membranes [41, 42, 43, 44] and can con-

tribute to great extent to the total mass transport [45]. For rarefied gases, it

is hypothesized that surface diffusion can have an influence even in microp-

orous systems [46].

Surface diffusion can be described as a three-step process with adsorp-

tion, diffusion, desorption, while the adsorption and desorption can be com-

bined in an adsorption isotherm [45] which describes the amount of adsorbed

matter as a function of the non-adsorbed concentration. Typically, a frac-

tional surface coverage Θ = cs/csat
s is used, where cs is the concentration

adsorbed onto the surface and csat
s is the saturated surface concentration, the

maximum concentration of the adsorbate. A popular way to describe Θ is

the Langmuir isotherm [47]

Θ =
bc

1 + bc
(2.5)
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where c is the bulk (non-adsorbed) concentration and b is the adsorption

affinity. The surface diffusion flux Js itself can be described by hopping mech-

anisms, hydrodynamic models or Fickian approaches like

Js = −Ds∇cs (2.6)

where Ds is the surface diffusion coefficient [45].

2.2.3 Surface functionalization

By attaching molecules onto the surface and thus functionalizing it, the gas-

surface interaction can be modified. This is applied to alter the selectivity of

gas separation membranes [48, 49] or gas chromatography columns [50]. Po-

lar functional groups like amino groups are used to capture carbon dioxide

[49, 51]. It can be observed that applying such a surface functionalization sig-

nificantly reduces the gas flow [52]. It was shown that in mesoporous media,

the length of the functionalization molecule is the determining factor for the

flow reduction even when taking into account the pore diameter reduction

of the functional molecules, while the chemical composition of the functional

group itself does not seem to have an influence [31]. To maximize an observ-

able effect, the impact of the functionalization should be as large as possible.

Therefore, a long C16 alkyl chain, Hexadecyltrimethoxysilane (HDTMS), is

used in this work for surface functionalization of the microchannels.
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Chapter 3

Analytical modeling of rarefied gas

flow1

This chapter introduces an analytical model describing rarefied gas flow for

all Knudsen numbers. The involved mechanisms and related concepts are

introduced in section 3.1 together with other typical modeling approaches

found in literature. An attempt to adapt an existing superposition model

is described in section 3.2. This model fails to generalize for different ge-

ometries but clarifies the importance of geometric scale when considering

surface diffusion-like effects. The actual model capable of predicting rarefied

gas flow in straight channels for arbitrary geometric scales is developed in

section 3.3.

3.1 Theoretical background

3.1.1 Molecular diameters

In many natural processes and technical applications, the size of a gas mol-

ecule is a key property. Since it is also crucial for the analytical model in-

troduced in section 3.3, an overview about different definitions of molecular

diameters is given here.

Molecular diameters influence the rate at which lungs can absorb oxy-

gen [53], affect chemical reactions [54], define the drag on wind turbines [55]

and limit diffusion across membranes [3], mainly because the size strongly

affects the mobility of a molecule. For unification, the size is often general-

ized as the diameter of an equivalent sphere. However, a molecule is neither

a rigid object nor has, in most cases, a spherical shape. Its volume is made

up of electron orbitals representing the probability of finding an electron at

a specific position. It is, therefore, impossible to state one definite diameter

1Parts of this chapter have been published verbatim in [6].
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of a molecule. As a result, different operationally defined diameters are used

for various scenarios.

The van der Waals diameter is a prominent measure and is typically used

to calculate the properties of condensed matter [56]. The van der Waals di-

ameter, see figure 3.1a, is obtained by crystallographic experiments such as

X-ray diffraction, zero point density data [56] or the molar volume of solids

[57]. This diameter is also applied in the van der Waals equation of state to

account for the nonideal behavior of gases under high pressure [58, 59].

Transport processes such as the absorption of oxygen in the lungs or gas

transport through a membrane are strongly influenced by diffusion effects.

The diffusion coefficients of molecules can be estimated based on their di-

ameter. Here, the kinetic diameter of a molecule is frequently used, which is

obtained from molecular sieving experiments [3], see figure 3.1b.

The drag on wind turbines is mainly a result of gas viscosity. Viscosity is

also an effect resulting from the molecular diameter of a gas. Measured vis-

cosity, usually obtained at normal pressure, can therefore be used to estimate

molecular diameters, see figure 3.1c, and to calculate the mean free path of a

molecule, see equation 2.1.

None of these diameters explicitly correspond to rarefied conditions. This

raises the question of the extent to which they are applicable for rarefied

gases and whether there is a more suitable diameter. The analytical model

introduced in this work will address this.

3.1.2 Slip flow

Slip flow is one of the transport mechanisms used in the analytical model

introduced in this work. The derivation and different implementations are

discussed in this section.

The convective flow, which is the mass flow due velocity forced by a pres-

sure gradient [8, p. 132], is characterized by the continuum assumption. A

common way to model convective flow is using the Navier-Stokes equations.

A solution to the Navier-Stokes equations in a circular channel is the Hagen-

Poiseuille equation [8, p. 116]

ṁcirc
HP = pm∆p

πD4

128L
M

µRT
(3.1)

where ṁ is the mass flow, pm = (p1 + p2)/2 is the mean pressure, ∆p =

p2 − p1 is the pressure difference between upstream and downstream, D is
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[33] proposed a boundary condition which results for round channels in

ucirc
s = −αλ

du
dr

∣

∣

∣

∣

r=D/2
= −α

λD
4µ

dp
dx

= α
λD
4µ

∆p
L

(3.3)

where us is the velocity difference between the wall and the gas directly at

the wall. du/dr is the directional derivative of the gas velocity normal to

the wall. λ is the mean free path of the gas and depends on the molecular

diameter via equation 2.2, and α is expressed as:

α =
2 − σ

σ
(3.4)

where σ is the TMAC, see section 2.2.1. This introduces a velocity offset at the

boundary in contrast to the classical zero velocity boundary condition, and

is therefore called slip boundary condition. An intuitive explanation of the

dependence of equation (3.3) on λ is that near the surface the macroscopic

velocity is the mean of the velocities of the molecules coming from the bulk

and the molecules coming from the surface. The molecules coming from the

bulk have the velocity of the place where they encountered their last collision,

this is around λ away from the surface [15, p. 204]. The velocity there is

defined by the velocity gradient du
dr at the surface.

The resulting flow due to the slip is the density-weighted slip velocity

over the cross-section:

ṁcirc
S = ρucirc

s
π

4
D2 (3.5)

= pm
M
RT

ucirc
s

π

4
D2 (3.6)

= pm∆p
πD3

16L
M

µRT
αλ (3.7)

The overall convective flow is the sum of the plain Hagen-Poiseuille flow,

see equation 3.1, and the flow due to slip:

ṁcirc
C = ṁcirc

HP + ṁcirc
S

= pm∆p
πD4

128L
M

µRT
+ pm∆p

πD3

16L
M

µRT
αλ

= ṁcirc
HP

(

1 + 8α
λ

D

)

(3.8)
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For a rectangular channel, equation 3.2 can be augmented with the slip

boundary condition [61] and results in

ṁrect
C = ṁrect

HP+
wh3

16L
M

µRT
(p1 − p2)

2 − σ

σ
Kn2p2

[

32
3

(

1 − 192
π5

(

h
w

) ∞

∑
n=1,3,5...

1
n5 tanh

(nπ

2
w
h

)

)

−256
π4

(

1 − h
w

) ∞

∑
n=1,3,5...

1
n4 tanh2

(nπ

2
w
h

)

]

.

(3.9)

To extend the validity of the Navier-Stokes equations for higher Knud-

sen numbers, second order and higher order slip expressions have been de-

veloped [9, pp. 66ff] introducing new empirical parameters. This makes a

general applicability hard. Other approaches include quite phenomenologi-

cal boundary conditions, e.g. [22], using three fitted parameters to adjust to

the slip limit, the FM limit and transition regime using DSMC simulations.

To maintain predictive power, the first order slip expression is used in the

analytical model introduced in this work.

3.1.3 Diffusive flow

Diffusive flow is another transport mechanism considered in the analytical

model introduced in section 3.3. Diffusion is the result of a concentration

gradient striving towards an equilibrium by intermolecular collision. In the

case of a single species A, this is the self-diffusion and can be modeled using

Fick’s first law [62]

JAA = DAA
∂c
∂x

(3.10)

where JAA is the molar flux, DAA is the self-diffusion coefficient and ∂c
∂x is the

concentration gradient along the channel which can be simplified as

∂c
∂x

=
∆c
L

(3.11)

when the gradient is assumed to be constant, where ∆c is the difference be-

tween the concentration at the inlet and the outlet and L is the channel length.

The concentration difference in turn can be expressed in terms of pressure as

∆c = ∆p
1

RT
(3.12)
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where ∆p is the pressure difference between inlet and outlet, R is the gas

constant and T is the temperature.

The self-diffusion coefficient is influenced by the frequency of inter-

molecular collisions and therefore the mean free path λ together with the

mean molecular velocity ν

ν =

√

8RT
πM

(3.13)

resulting in

DAA =
1
3

λν. (3.14)

The molar flux can then be used to calculate the mass flow by

ṁD,AA = MAJAA = ∆p
1
3

λν
A
L

M
RT

. (3.15)

3.1.4 Free molecular flow

For very high Knudsen numbers, the gas molecules basically do not inter-

act with each other anymore and have straight trajectories from surface to

surface. This is called the free molecular (FM) flow or regime. FM flow is

considered as one transport mechanism in the analytical model introduced

in section 3.3. The only interaction relevant for this regime is the one be-

tween gas molecules and the surface. This, again, can be described by the

Maxwell reflection model, characterized by the TMAC. The flow itself can be

described using an expression introduced by Smoluchowski [19]:

ṁFM = α
1

2
√

2π

√

M
RT

∆p
L

Λ (3.16)

where α is defined by equation 3.4 and Λ is a geometry-dependent expression

solvable numerically for arbitrary cross-sections. For circular cross-sections,

the analytical solution is

Λcirc =
2D3π

3
(3.17)
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and for rectangular cross-sections it is

Λrect =2

[

h2w ln

(

w
h
+

√

1 +
(w

h

)2
)

+ hw2 ln





h
w
+

√

1 +
(

h
w

)2




−
(

h2 + w2
)3/2

3
+

h3w3

3

]

.

(3.18)

A combination of free molecular flow and slip flow, connected by an in-

terpolation function, is given in [63].

3.1.5 Superposition of mass flow rates

The superposition of different mechanisms for the mass flow rate is an ap-

proach to account for the different phenomena present in different rarefac-

tion regimes. This method is used for the analytical model introduced in this

work incorporating slip flow, diffusive flow and free molecular flow. In the

literature, superposition is also used in different ways to describe rarefied

gas flow.

In [64], volume diffusion is combined with the Navier-Stokes equations

resulting in good agreement for Knudsen up to 4. In [23], this approach is

adapted by using an effective volume diffusion which takes into account the sur-

rounding geometry for high Knudsen numbers and thus extends the model

for high Knudsen numbers. However, three phenomenological parameters,

each controlling the slip flow, the Knudsen minimum and the free molecular

flow respectively, make the model hardly predictive.

In [65], convective flow without a slip boundary condition is combined

with Fickian Diffusion to produce a model valid up to the beginning of the

transition regime. An extension to this approach is given in [66] by adding

surface diffusion, extending the model up to the free molecular regime. In

[67], a second-order slip model is combined with free molecular flow to cover

the whole Knudsen range.

3.1.6 Variable viscosity

A different approach not used for the analytical model introduced in this

work is making the viscosity a function of the pressure which was proposed
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in [64] to describe the mass flow rate for higher Knudsen numbers. This

function consists of two empirical parameters which need fitting to experi-

mental data. Using this viscosity, it is possible to extend the validity of the

Navier-Stokes equations up to Knudsen numbers of 2 when combined with a

second-order slip boundary condition. In [68], the viscosity is modeled with

two empirical parameters covering the whole Knudsen range for circular and

rectangular channels. A general investigation of the influence of rarefaction

on the viscosity, denoted as effective viscosity, is given in [69] and phenomeno-

logically explains the mass flow rate up to high Knudsen numbers.

3.1.7 Numerical methods

In this work, numerical models for calculating the mass flow rate are used for

a comparison with the analytical model in addition to experimental data. The

well-established Direct Simulation Monte Carlo (DSMC) method [24] can be

used to calculate gas flows in accordance to the Boltzmann equation [70] by

dividing the space into cells and simulating representative particles resem-

bling the statistical behavior of a real gas. In contrast to DSMC, deterministic

approaches include the linearized S-model equation [71] and the linearized

Bhatnagar-Gross-Krook model equation which can be solved efficiently for

simpler geometries like straight channels with circular, rectangular or trape-

zoidal cross-section [25, 72]. The Boltzmann equation itself can be solved in

a linearized form as well [26, 27]. The analytical model introduced in section

3.3 will be compared to the linearized BGK model and the linearized S-model

because of their efficiency for the given geometries.

3.1.8 Dimensionless mass flow

To visualize the whole Knudsen range and to exclude the influence of chan-

nel size, the mass flows are shown relative to a mass flow often called "Knud-

sen diffusion". This is the self-diffusive flow, see equation 3.15 with a mean

free path equal to the hydraulic diameter DH = 4A/Π, where A is the chan-

nel cross-sectional area, and Π is the perimeter of the cross-section. This mass

flow recovers Knudsen’s original expression for free molecular mass flow in

circular channels [18, 73]. Normalizing yields the nondimensional mass flow:

G = ṁ
3ΠL

8A2∆p

√

πRT
2M

(3.19)
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larger, larger channels in a smaller dimensionless mass flow G for high Knud-

sen numbers. However, according to theory, the shape of the dimensionless

mass flow should be the same for different scales [68]. While it may be rea-

sonable that very small structures have a higher influence of surface diffusion

like discussed in 2.2.2, the example in figure 3.2 shows that for larger geome-

tries, the Knudsen minimum vanishes completely, which is not in agreement

with theory [68].

3.2.2 Surface concentration rise

Another problem with surface diffusion approaches is that the effects ob-

served in rarefied gas flow experiments, particularly the rise of dimension-

less mass flow after the transitional regime, occur also for inert gases like

helium or argon. This is in conflict with a model attributing these effects to

surface diffusion. Adsorption is the first step after which diffusion is possi-

ble. However, inert gases do not adsorb easily but would need high pressures

to do so. Therefore, a dimensionless mass flow rise after the Knudsen min-

imum should not be observed for inert gases if this is attributed to surface

diffusion.

Nevertheless, as observed in molecular dynamics simulations [75], gas

generally tends to accumulate near solid walls due to the interaction forces

between wall and gas molecules. The larger the Knudsen number, the higher

the concentration at the surface compared to the bulk concentration. This is

different from adsorption, because the gas does not stick to the walls but is

only statistically more abundant near the walls. This effect is arguably very

subtle, but can be used to model the same effects as in the surface diffusion

approach.

Lennard-Jones potential

In classical molecular dynamics, interaction between molecules is often mod-

eled by a force resulting from the Lennard-Jones potential [76]

VLJ = 4ϵLJ

[

(σLJ

r

)12
−
(σLJ

r

)6
]

(3.20)

where r is the distance between two interacting particles, ϵLJ is the depth of

the potential well and σLJ is the distance where the potential is zero. ϵLJ and

σLJ are parameters which need to be determined, e.g. using experimental

data or ab initio simulations.
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Model implementation

To calculate the actual concentration of gas molecules near the channel

surface, a continuum approach is used. The force due to the Lennard-

Jones potential acting on the molecules result in a velocity, also called

"drift". Additionally, gas molecules diffuse along a concentration gradient.

These two components can be simultaneously described using a steady-state

convection-diffusion differential equation without source term and constant

self-diffusion coefficient DAA [77, pp. 75f]:

0 = DAA∇2c −∇(vc) (3.21)

The left term of equation (3.21) is the diffusion, the right term is the convec-

tion. c is the concentration and v is the velocity, a drift resulting from the

force acting on the particles:

v = ∇VLJ (3.22)

While normally the drift velocity is calculated using the mobility as a propor-

tionality factor, this factor can be skipped because VLJ is already calculated

using the free parameter ϵ which in turn is a proportionality factor for v.

The force, modeled by the Lennard-Jones potential, would result in an

accumulation of gas near the surface independently of the Knudsen number.

The additional effect arising from a higher surface concentration, however,

should only be significant for higher Knudsen numbers, thus resulting in an

increased mass flow. To account for the fact that this effect does not occur at

smaller Knudsen numbers, a quite phenomenological approach is used: the

higher the concentration of molecules, the more they shield the potential of

the surface from expanding into the bulk. This results in a smaller concentra-

tion rise for smaller Knudsen numbers, which matches the observations in

[75]. For small Knudsen numbers, the shielding gets so large that the surface

concentration rise becomes negligible.

The shielding is implemented in an iterative manner: the convection-

diffusion equation is solved using an initial shielding strength. The shielding

at position a is calculated by integrating the concentration c towards the wall,

beginning at the center of the system at r and ending at a. This is then multi-

plied with the shield factor S, which in turn is a free parameter:

Fa = S
∫ a

r
c dx (3.23)
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3.3 SED model

In this section, a fully predictive, analytical model for describing gas flow

through straight channels for all Knudsen numbers is introduced and its im-

plications in terms of molecular diameters and surface interactions are dis-

cussed.

Depending on the Knudsen number, it is to be expected that the funda-

mental equations for describing mass flow are different. Therefore, superpo-

sition of these effects is a reasonable approach. For the continuum and slip

regime, gas can be modeled as a viscous flow using the Navier-Stokes equa-

tions, supplemented with a slip boundary condition. For the free molecular

regime, the Smoluchowski expression can be used. To extend its validity to

the transition regime, it is combined with self-diffusion, resulting in an effec-

tive diffusion. A superposition of these mechanisms results in the slip effective

diffusion model, where the actual mass flow is just the sum of convective and

effective diffusive flow:

ṁ = ṁC + ṁD,e f f . (3.27)

3.3.1 Effective mean free path and effective slip

The correction of a continuum model with a slip boundary condition is just

an approximation and therefore only valid for slightly rarefied gases [15, pp.

5f]. As soon as the mean free path calculated from the density of the gas gets

as large as the surrounding geometry, the walls begin to influence the actual

mean free path. This was already stated by Bosanquet and described by Pol-

lard and Present [78]: the free path of a gas molecule is either terminated by

a collision with another gas molecule or with the wall. These collision fre-

quencies can be added and are inversely proportional to the mean free path,

which leads to an effective mean free path:

λe f f =

(

1
λ
+

1
Lc

)−1

(3.28)
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This effective mean free path can be substituted into equation (3.8):

ṁcirc
C = ṁHP






1 + 8α

(

1
λ + 1

Lc

)−1

Lc







= ṁHP

[

1 + 8α

(

1
Kn

+ 1
)−1

]

= ṁHP

[

1 + 8α
Kn

1 + Kn

]

(3.29)

The effective mean free path can also be applied to the slip flow expres-

sion for rectangular channels by Jang et al. [61], see equation 3.9. Kn2 in the

original expression is replaced by
λe f f

h
pm
p2

= Kn
1+Kn

pm
p2

to introduce the effective

mean free path. Here, for the characteristic length, the height h of the chan-

nel is used. This results in the convective effective slip flow in rectangular

channels:

ṁrect
C = ṁrect

HP +
wh3

16L
M

µRT
(p1 − p2)

2 − σ

σ

Kn
1 + Kn

pm

[

...
]

(3.30)

with the term in the squared brackets being the same as in equation 3.9, rep-

resenting information about the width to height ratio of the channel.

3.3.2 Effective diffusion

Self-diffusion, see section 3.1.3, is generally used in non-rarefied conditions,

where the surface does not have a significant influence on the behavior of the

gas in terms of its mean free path. However, as soon as the Knudsen number

approaches unity, this assumption does not hold. In the extreme of a free

molecular flow, without any inter-molecular interaction, the gas flow can be

described using an expression by Smoluchowski, see section 3.1.4.

To combine the two mechanisms of self-diffusive flow, see equation 3.15,

and free molecular flow, see equation 3.16, an approach is introduced based

the reasoning of Bosanquet which is described in the derivation of the effec-

tive mean free path above. This is reasonable because the diffusion coefficient

is proportional to the mean free path [8] and the diffusive mass flows are pro-

portional to the diffusion coefficients [77]. This yields an expression for the

effective diffusive mass flow:

ṁD,e f f =

(

1
ṁD,AA

+
1

ṁFM

)−1

(3.31)
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3.3.3 Transition diameter

In the calculation of the effective mean free path, see equation 3.28, the clas-

sical mean free path is calculated using the molecular diameter, see equation

2.2. Therefore, the model has two free parameters: the TMAC and the molec-

ular diameter.

Surfaces need to be extremely even to have specular reflection [39] and

technical surfaces are likely to have diffuse reflection properties. This model

assumes total diffuse reflection and therefore a TMAC of 1. In literature how-

ever, the TMAC for rectangular channels often resides around 0.9 [38]. This

model therefore sets the TMAC just for the slip boundary condition for rect-

angular channels to 0.9, which results in good agreement with experimental

and numerical data, with the emphasis that this is not actually a representa-

tion of a fractional specular reflection, but rather of an imperfect slip expres-

sion. The TMAC for the free molecular term is 1 in all cases.

Since the TMAC is fixed, the molecular diameter is left as the only free

parameter. This parameter is used to extract what is called here transition

diameter using literature data. After the determination of the transition diam-

eter, which only needs to be done once for a certain gas, the model is fully

predictive and can be applied without further modification to other geome-

tries as shown further below.

For determination of the transition diameter, the free parameter of the

model is fitted to the experimental data by least square optimization. The

mass flow data is used in nondimensional form to avoid overweighting of

high absolute mass flows for small Knudsen numbers. The prediction inter-

val shown in figure 3.5 is calculated by

d ± tαs
√

1 + 1/N (3.32)

where s and N are the variance and number of data points, respectively. tα is

the percentile of Student’s t-distribution corresponding to a confidence level

of α [79]. In this case, α = 0.05 is used for a two-sided 95 % confidence

interval. The degree of freedom is N − 1 when fitting one parameter, the

diameter in this case.

3.3.4 Knudsen number for plotting

The Knudsen number for plotting is calculated using the mean free path de-

rived from the viscosity of the gas, see equation 2.1, instead of its diameter,
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to ensure uniformity, implying that the experimental data shown is indepen-

dent of the molecular diameter.

To compare two systems in a non-dimensional form, the de-dimensional-

ization must be applied in the same way for both systems. In this case, one

system would be the experimental mass flows, the other system would be

the analytical model with one of the diameters. The two important variables

for comparison are the pressure of the system and the mass flow itself. The

mass flow is uniformly de-dimensionalized using equation 3.19, where no

ambiguity arises. To de-dimensionalize the pressure, the Knudsen number

is used. However, the Knudsen number contains the mean free path and is

therefore dependent on the molecular diameter.

To compare the experimental data with the model, the same de-dimen-

sionalization of the pressure must be used, therefore the same Knudsen num-

ber and the same molecular diameter for calculating the mean free path is

needed. Using the respective diameter for de-dimensionalization of each

model version, for a meaningful comparison the experimental mass flows

would need to use that diameter as well for de-dimensionalization. This

would result in a mere x-axis shift. This x-axis shift would apply to both the

model and the experimental data in the same way. Also, to avoid a cluttered

plot, one would need to create a separate figure for each diameter, because

all experimental data points would have slightly different positions for each

diameter. To summarize, using the viscous diameter as an objective quan-

tity allows to uniformly de-dimensionalize all experimental data and model

results. Doing so differently would not change the determined sizes for a

transition diameter.

3.3.5 Validation on literature data

The validation of the model is performed in two steps. In a first step, the tran-

sition diameter is determined using gas flow data in channels with circular

cross-section. In a second step, the model is applied without further mod-

ification to rectangular channels. The data from literature is listed in table

3.1.

The data extraction from plots is done by using a software called WebPlot-

Digitizer [80] which is a very precise method because non-distorted images

directly from the online versions of the papers were used. These plots often

show a non-dimensional mass flow over the Knudsen number or something
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similar. To get the raw experimental data from this, the pressure ratio pr is

used to acquire the inlet and outlet pressures via

p2 =
2pm

pr + 1
, p1 = p2pr. (3.33)

The mean pressure pm in turn can be calculated from Kn. Fortunately,

neither the plots because of the form of the dimensionless mass flow nor the

method itself for determining molecular diameters is sensitive to the actual

pressure ratio. Therefore, in the cases where assumptions had to be made,

these assumptions are irrelevant to the result. Data of Knudsen [18] was

truncated to suppress an over-weighted influence of the viscous regime, see

table 3.1.

Table 3.1: Experimental data from literature used for the vali-
dation of the model.

Gas and Material and
source Extraction geometry

He, N2, Ar [37] from plot Silica
D = 49.6 µm
L = 1.82 cm

N2 [72] raw data Stainless steel
D = 16 mm
L = 1.277 m

CO2,
Röhre Nr. 4 [18]

raw data2 Glass
D = 6.66 mm
L = 2 cm

He [74] raw data Silica
h = 9.38 µm; w = 492 µm
L = 9.39 mm

He, N2, Ar [34] from plot Silica
h = 9.38 µm; w = 492 µm
L = 9.39 mm

The model is applied to the geometries of the experimental data using

different molecular diameters: the diameter calculated from viscosity, the ki-

netic and van der Waals diameter. The latter can be defined in two ways for

non-spherical molecules: the longitudinal and the transversal diameter. For

nitrogen and carbon dioxide, the van der Waals diameters used here are de-

rived from the van der Waals diameters found in literature for the elements
2Truncation of the first 8 data points of the viscous regime to focus the fit on the transition

regime. No pressure ratio given; assumption of a ratio of 5.
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Figure 3.6 shows the calculated mass flows together with the experimen-

tal results of gas flows through circular channels obtained from the literature

for helium and argon [37], nitrogen [37, 72] and carbon dioxide [18]. For

all diameters, the convective mass flow for Kn → 0 becomes identical, as in

this range, the flow is dominated by the macroscopic property viscosity. Ad-

ditionally, the free molecular mass flow for Kn → ∞ is equal because free

molecular flow does not depend on molecular diameters but on the interac-

tion with the geometry.

However, different diameters show distinct mass flows at approximately

Kn = 1 because here, the influence of slip is strong while the convective term

is still present and self-diffusion is the dominating mechanism for diffusive

flow. Both these terms are affected by the mean free path being in turn highly

affected by the molecular diameter: the larger the molecule is, the smaller the

mean free path. A smaller mean free path results in smaller diffusion and slip

contributions and, therefore, in a smaller mass flow. This influence of molec-

ular diameters is demonstrated by the mass flows resulting from the van der

Waals diameters (in case of nitrogen and carbon dioxide, the longitudinal di-

ameters), which are larger than the others (see figure 3.5), leading to a clearly

overpronounced minimum at Kn = 1. For argon, the deviation from data is

less distinct. For the nonspherical molecules nitrogen and carbon dioxide,

the smaller transversal diameter reproduces the data better than the larger

longitudinal diameter. The kinetic diameter is neither the largest nor the

smallest diameter. It is close to the van der Waals diameter for helium and

thus also predicts a very distinct minimum. In contrast, the kinetic diameter

of carbon dioxide is close to the small transversal van der Waals diameter

and overpredicts experimental data. For argon, the kinetic diameter yields a

slightly lower mass flow than the data, while it results in a good prediction

for nitrogen.

The diameter calculated from viscosity gives reasonable results for he-

lium and nitrogen. The mass flow for argon and carbon dioxide is slightly

underestimated. Of all the literature diameters, this diameter seems to be the

most suitable one even though showing deviations to experimental data.

Because of the predictive nature of the model, it can be applied to experi-

mental data of mass flows using the molecular diameter as a free parameter,

yielding a new type of diameter. Since the model is most sensitive in the

transitional regime, we use the expression transition diameter. For the whole

Knudsen range, the transition diameter-based model predicts the experimen-

tal mass flow data very well. Especially around the Knudsen minimum at
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Kn = 1, the transition diameter shows superior agreement with experimen-

tal data compared to the literature values of the established molecular di-

ameters. For Kn → 0, reasonable agreement with experimental data was

expected because the main transport mechanism, convection, is influenced

mainly by viscosity which is constant over pressure. The viscosity is taken

from the literature data where the values are obtained under continuum con-

ditions, rendering it a suitable property for describing gas flow under these

conditions. In addition, the mass flow for Kn → ∞ is convincingly predicted

as a result of the dominating Smoluchowski expression in the free molecular

regime, which is influenced only by the TMAC and the geometry of the chan-

nel and not by the molecular diameter, indicating that the TMAC is indeed

unity for technical surfaces. A smaller TMAC would result in a higher mass

flow for the free molecular regime, which is not represented by the experi-

mental data. The good prediction for Kn = 1 is the result of the superposition

of the different transport mechanisms at work. This agreement allows for the

determination of a valid molecular diameter in this region.

Furthermore, the validity of the model can be confirmed by transferring it

to rectangular cross-sections, as shown in figure 3.7. Here, transition diame-

ter values obtained before are used as well as data for helium [34, 74] and for

argon and nitrogen [34]. As discussed in section 3.3.3, the TMAC is set to 0.9

for the slip expression which provides good results. Since TMAC is defined

as the ratio between diffuse and specular reflection, the values should be

equal for surfaces with similar roughness made from a similar material. Ap-

parently, the TMAC for the slip expression is also a function of cross-sectional

shape, whose expression has not yet been established. To account for this

cross-section effect, the TMAC in the slip expression is adjusted, while the

TMAC for the free molecular flow is still unity. A clear indicator that the

TMAC should in fact be unity for technical surfaces is the mass flow in the

free molecular regime for Kn → ∞, as discussed above. This contradiction

could point to an imperfection in the slip expression for rectangular channels.

The well-known Knudsen minimum at Kn = 1 is properly predicted by

the model. The minimum is more pronounced for high-ratio rectangular

channels than for circular channels, which is a phenomenon widely known

in the literature [68]. The reason for this phenomenon is the geometry-

dependent behavior of free molecular flow as expressed by the Smolu-

chowski equation: the flow through an infinitesimal cross-sectional element

is proportional to the mean of its distances to equiangular spaced points on
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by the measurement principle for kinetic diameters, which are obtained by

molecular sieving experiments. Carbon dioxide can align lengthwise to pass

very small pores, but this size is not representative of diffusion because it

does not account for the longitudinal extent of the molecule. These inconsis-

tencies can be attributed to different molecules behaving very differently in

certain situations. On the one hand, the shape of molecules, which may be

nonspherical, can contribute to this. On the other hand, because of their non-

rigid nature, the diameter can be interpreted as an apparent size that changes

with environmental conditions and is not exclusively geometrical. These en-

vironmental conditions are dominated by intermolecular interactions for the

viscous regime, which become less significant for higher Knudsen numbers,

and by molecular-surface interactions for measurements of the kinetic di-

ameter, which are less considerable for smaller Knudsen numbers. In the

transitional regime of approximately Kn = 1, both of these effects in sum are

minimal. The transition diameter is, as all the other singular diameters, an ef-

fective diameter describing the flow and diffusion behavior and is therefore

capable of describing non-spherical molecules as well.

3.3.6 Discussion

An intuitive way for rethinking rarefaction effects

Phenomena like that of rarefied gases are often hard to grasp because they

are not relevant to or do not align with our day-to-day perception of macro-

scopic events. Describing those effects in a mathematical way like the Boltz-

mann equation may be correct, but is also abstract and not easy to develop an

intuition for. Numerical approximations and empirical parameters can add

to the confusion.

Each of the present model’s constituents are simple, easy to understand

and valid within their tight limitations. The superposition approach hardly

makes the model more complex since it only combines the single con-

stituents, thus increasing the limits of validity without sacrificing simplicity.

Intuition helps human beings to understand and qualitatively predict a

system’s behavior without having to calculate an accurate solution. One ex-

ample is the Knudsen minimum - why would the dimensionless mass flow

rise after a minimum? The dimensionless mass flow, in simple terms, de-

scribes the mass flow normalized to ∆p. Why would, for same pressure dif-

ferences but for smaller absolute pressures, the actual mass flow rise again?
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an actual description of the surface reflection behavior - it would be unrea-

sonable to have diffuse reflection in the free molecular regime but somehow

partly specular reflection for smaller Knudsen numbers, since the only influ-

ence on this behavior is the gas-surface interaction which is the same for a

given gas-surface combination.

The only possible explanation left for this is an imperfect slip flow expres-

sion for rectangular channels, possibly arising from the complex geometry

compared to a circular channel.

Scale invariance

The problem arising with surface diffusion, as discussed in section 3.2.1, is

well-handled by this model. When keeping the width-to-height ratio con-

stant, the G-Kn graph looks exactly the same for different channel sizes.

Limits

The model, like any closed-form analytical model, has a couple of assump-

tions. The flow needs to be laminar, the Reynolds and Mach numbers need

to be sufficiently small. The flow needs to be an isothermal pressure driven

flow, and the channels need to be straight, with a constant cross-section. Also,

to be fully predictive, the transition diameter needs to be known. For this,

rarefied gas flow measurements are needed. If not at hand, a good approxi-

mation may be using the diameter calculated from viscosity.

Fitting to less data and to rectangular channels

Theoretically, it would be sufficient to have data points just at Kn = 1 for

determining the molecular diameter. However, it is important to be sure that

the TMAC is set correctly, which can be validated by measurements in the

free molecular regime. Additionally, the more data points are available, the

smaller the uncertainty becomes. For example, the data for helium in circular

channels consist of 32 data points. If the transition diameter calculation is

performed only using 4 data points around Kn = 1, the result is dtrans =

210± 12 pm - not much different to the 209 pm using all data points, but with

a significantly higher uncertainty due to less data. The results for all four

gases are shown in table 3.3. The only deviation exceeding the uncertainty is

the one for nitrogen. This is because the truncated data only consists of data

from Perrier et al. [37] and that data is quite different to the data by Varoutis
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Table 3.3: Transition diameters in pm using different data. The
truncated data for circular channels only uses 4 data points near

Kn = 1.

Gas Circular Truncated circular Rectangular

Helium 209 ± 3 210 ± 12 208 ± 2
Nitrogen 369 ± 9 333 ± 10 362 ± 14
Argon 317 ± 3 312 ± 6 333 ± 6
Carbon dioxide 419 ± 8 423 ± 8 —

et al. [72], see figure 3.8c. Because only one of the two datasets is used in the

truncated version, this leads to a very different result.

Another approach would be to use data from rectangular channels in-

stead of circular channels to determine the transition diameter in the first

place. The results for this are also shown in table 3.3. For helium and ni-

trogen, the diameter are very similar to the ones using data from circular

channels. For argon however, there is quite a deviation exceeding the un-

certainty. A possible explanation is the amount of data for circular channels

which is little comprehensive and does not cover the whole transition regime,

the highest Knudsen number being 0.8. The data for the rectangular chan-

nels in turn covers a much larger Knudsen range while resulting in a slightly

larger uncertainty. Which of those values is correct is hard to determine with-

out further information like the general reliability of the experimental data.

3.3.7 Extension to arbitrary cross-sections

The model described above has explicit formulations for circular and rectan-

gular cross-sections. It is, however, generally possible to extend the model to

arbitrary cross-sections. For this, the implications for the model constituents

are discussed.

Numerically solving the Smoluchowski equation

For circular and rectangular cross-sections, it is possible to use an analytical

expression for the free molecular part, see section 3.1.4. When solving the

Smoluchowski expression numerically, it is possible to apply it to arbitrary

cross-sections. The procedure is implemented in Python using the shapely

package for geometric calculations.

For the subdivision of the cross-sectional area, a rectangular boundary

mesh is created using the maximum and minimum x and y coordinates of
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combined with the classical mean free path via equation 3.28. This effective

mean free path can be directly used to calculate the self-diffusive flow via

equation 3.15.

The effective mean free path also influences the slip flow, see for example

3.8. With a knowledge of the effective mean free path, the actual viscous

flow still needs to be determined, e.g. by numerically solving the Navier-

Stokes equations. This is still much more efficient that numerical methods

related to the Boltzmann equation which are much more expensive in terms

of computational power than the Navier-Stokes equations.
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Chapter 4

Rarefied gas flow in surface

functionalized channels1

To investigate the effect of surface functionalization on the mass flow of rar-

efied gases and to exclude the irregularity of porous media, mass flow rate

experiments in straight, rectangular channels with and without functional-

ization are performed. The results are analyzed using a novel methodology

and are compared to the previously introduced analytical model.

The preparations of the experiments, like channel manufacturing, char-

acterization and functionalization, are executed at the University of Bremen.

The mass flow experiments are conducted at two places for two different

channel geometries: at the Karlsruhe Institute of Technology, KIT, using the

TRANSFLOW facility for the large channels; and at the IUSTI laboratory in

Marseille for the small channels.

4.1 Mass flow rate measurements in literature

The most thoroughly studied rarefied gas flow is the one in the slip regime,

which is also the easiest to describe with analytical models [83]. Experimen-

tal data for slip flow in circular [63, 84, 85] and rectangular channels [86, 35,

87, 32] is found in abundance. Mass flow measurements extending into the

transition regime where conducted for circular tubes by [88, 89] and for rect-

angular channels by [90]. Data for circular tubes from the slip regime up

to the free molecular regime is given by [18, 91, 92, 93, 37, 94], for circular,

square, triangular and trapezoidal channels by [72], and for high-aspect rect-

angular channels by [95, 96, 97, 74, 34].

1Parts of this chapter have been published verbatim in [82].
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While measurements in microchannels are done with plain surfaces, func-

tionalization is well-known in the membrane community to increase selectiv-

ity [3]. An important result of measurements using irregular porous media

with functionalized surfaces is that applying such surface functionalization

significantly reduces the gas flow [52, 48, 49]. However, in [31] it was shown

that the length of the functionalization molecule is the determining factor

which impact the flow reduction. The chemical composition of the functional

group itself does not influence the gas flow.

4.2 Channel preparations

4.2.1 Manufacturing

To get geometrically well-defined channels, they are etched into silicon

wafers. For surfaces as smooth and regular as possible, wet etching [98, p.

237ff] is chosen over DRIE etching [98, p. 255ff], even though this leads to

trapezoidal channel cross-sections. Because of the large width to height ra-

tio of around 30, an effect of non-perpendicular side walls is negligible. The

wafers are etched from both sides to create a stack with half of the channels

on one side and half of the channels on the other side.

The channels are aligned on the wafer as shown in figure A.1 and figure

A.2. After etching the channels, their dimensions are measured (see 4.2.2).

The channels are then closed by anodic bonding of borosilicate glass which

acts like a ceiling on a room. Finally, the wafer is cut at defined positions to

get the needed channel length.

Two different channel geometries are used, see table 4.1. For the mass

flow measurements at the IUSTI laboratory, a stack of 100 parallel small chan-

nels is manufactured because of preceding experiments with different re-

quirements. However, to perform single-channel measurements, 99 channels

are closed by using epoxy glue (UHU Plus Endfest). For the KIT laboratory,

a stack of 20 large channels in parallel is used for increasing the mass flow

Table 4.1: Channel characteristics.

Height h Width w Length L Parallel
Channel Laboratory [µm] [µm] [mm] channels

small IUSTI 5.21 ± 0.1 145.22 ± 0.21 12.07 ± 0.06 1
large KIT 48.2 ± 0.3 1469 ± 6 12.56 ± 0.06 20
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Figure 4.1: A stack of channels glued into a metal socket. A
single channel is filled with water, visible as a darker vertical

line near the center of the stack.

to meet the facility’s requirements. To confirm that closing 99 channels was

successful, water droplets are put on the channel stack under a microscope

using a mirror configuration shown in figure 4.5a. Here, it could clearly be

seen that the water only enters the single open channel because of capillary

forces. This is also visible without a microscope, see figure 4.1.

For integrating the microchannels into the measurement setups, they are

glued with the same epoxy into a socket with KF (ISO quick release) flanges

on each side for the experiments at the IUSTI, see figure 4.2a, and into a

CF (ConFlat, cooper-sealed) flange for the experiments at the KIT, see figure

4.2b. The TRANSFLOW facility can be connected to by using a CF250 flange.

Because the microchannels are much smaller than this and because each stack

of channel will need its own flange, CF63 flanges are used as a socket for

the channel stacks. The CF63 flanges are attached to the CF250 flange by a

custom-made adapter by Vacom.

(a) (b)

Figure 4.2: Channel sockets for (a) the IUSTI experimental facil-
ity and (b) the TRANSFLOW experimental facility.
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4.3.1 TRANSFLOW

For the large channels, the TRANSFLOW facility at KIT is utilized, see figure

4.7a. Details about the facility can be found in [105]. The volume of the

upstream reservoir including adapter flange is V1 = 0.606 ± 0.012 m3. In the

downstream reservoir, two turbomolecular pumps keep up a vacuum. The

volume of the downstream reservoir is V2 = 1.2m3. The whole facility can be

heated and kept isothermal within 1 degree.

The TRANSFLOW facility originally uses a constant mass flow technique.

By applying a constant mass flow to the upstream volume, steady state is

reached after a while when the gas flow through the channels is as large as

the applied mass flow and the equilibrium pressures can be measured. The

time to reach this equilibrium depends on several factors, like the mass flow

and the channel size. Another factor which can’t be changed for the given

facility is the upstream volume. The larger this volume is, the longer it takes

to reach equilibrium. Because the TRANSFLOW facility was designed to

work with macro channels [105], the upstream volume is correspondingly

large. Because the channels are so small, the needed pressure difference for a

given mass flow needs to be large compared to larger channels, which means

that the upstream pressure needs to be quite high. To get to such a high

pressure, it takes a long time using a constant mass flow in agreement to

the relatively low mass flow through a microchannel. As an example, let’s

consider an experimental run at Knudsen = 0.7 for the large channel with

helium. The corresponding inlet pressure is about 1300 Pa, and mass flow

through the channels is about 6e-10 kg s−1. At 1300 Pa and 20 °C, there are

1.3e-3 kg of helium in the upstream vessel. Setting the MFC to the predicted

mass flow rate through the channels, it would take at least 25 days to reach

this pressure, and that is without any flow through the channel, which would

reduce the pressure rise more and more, therefore significantly increasing the

needed time.

Because these time scales are unfeasible, a heuristic approach to reduce

the time until equilibrium is used: using analytical models, the approximate

pressure needed for a given mass flow is calculated. High mass flow is then

used to get to that pressure. When the pressure is reached, the actual mass

flow is applied. Using this approach, the pressure just needs to adapt a little

until equilibrium is reached. However, even using this enhancement, the

time scales are way too long for the many data points needed.

As an alternative, the constant volume method is used. By starting with

a given inlet pressure (reached by using high mass flows to introduce the
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flanges with a pipe piece. In this pipe piece, the microchannels are attached.

The KF flanges are then connected to their counterparts in the experimen-

tal setup to allow for an easy change of channels without disassembling the

facility.

The pressure sensors are connected to the facility with KF16 flanges.

There is only one sensor connected to each volume to minimize the volume.

Therefore, depending on the experimental conditions, the sensors need to be

swapped to stay within the measurement range of the sensor.

During each experimental run the room temperature is measured by K

type thermocouples in combination with four-wire Pt100 for cold junction

compensation. The temperature is stable within 3.1 K during an experimen-

tal run with a maximum length of around 17 hours and corresponds to room

temperature.

With this setup it is possible to measure pressures in the range of 10 to

100 000 Pa with capacitance diaphragm gauges having an uncertainty of 0.2

%. Two gases are used, helium and carbon dioxide, provided by Air Liquide

(France) with a purity of 99.999 %. The available pressure range corresponds

to a Knudsen number range of 0.03 to 10 for helium and of 0.01 to 3 for carbon

dioxide. A detailed description of a similar setup using the same measure-

ment components is given in [106].

4.3.3 Facility volumes

To determine the volumes of the facility, two techniques are applied.

For the IUSTI facility, pressure equilibration is used in combination with

a known volume V2 to calculate an unknown volume V1. Both volumes have

different initial pressures p1 and p2. The volumes are connected by a valve,

which is opened and the equilibrium pressure peq is measured. V1 can then

be calculated by

V1 = −∆p2

∆p1
V2 (4.1)

where ∆pi = peq − pi is the difference between initial pressure and equili-

brated pressure in volumes 1 and 2, respectively.

The IUSTI facility consists of 4 volumes: the known volume, an interme-

diate volume and the upstream and downstream volumes which are to be

determined. First, the intermediate volume was calculated by filling up the

known volume with gas up to a known pressure p2. That volume is then

closed with a valve, and the rest of the facility is evacuated to p1. The up-

stream and downstream volumes are closed. Then, the known volume is
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opened again to equilibrate the pressure of the known volume and the in-

termediate volume to peq. With this information the intermediate volume

is determined. Using the same technique, this time using the sum of the

originally known volume and the intermediate volume as the new known

volume, the upstream and downstream volumes are determined one by one.

Each volume including the intermediate one is determined 3 times for un-

certainty calculation. Using error propagation, this results in an upstream

volume of 17.57 ± 0.37 cm3 and a downstream volume of 17.2 ± 0.58 cm3.

For the TRANSFLOW facility, a calibrated mass flow controller is used to

inject a constant mass flow rate into the upstream volume while monitoring

the pressure rise. The slope of the pressure can then be used to calculate

the volume when the mass flow is known. The uncertainty of the volume is

due to the uncertainty of the mass flow controller provided by the calibration

certificate. This results in an upstream volume of 0.606 ± 0.012 m3.

4.4 Method for optimized mass flow rate measure-

ment

Because measurements of the mass flow rate of rarefied gases in microchan-

nels are inherently noisy and unstable due to the very small mass flow and

accordingly small pressure chances, a method for making optimal use of the

acquired data is developed. For the preceding conversion from measured

Volts to Pascals, see A.3.

4.4.1 General mass flow rate calculation

When the pressure in the volumes is changing due to the mass flow through

the channel and it does so slowly in relation to the time needed to reach an

equilibrium, the system is in a quasi-stationary state and the change of the

system can be considered as a succession of local equilibria.

Because the temperature during an experiment is kept stable, the mass

flow rate ṁ is simply

ṁi(t) =
Vi

RT/M
ṗi(t). (4.2)

If both valves A and B (see figure 4.6) are closed, which is the case for

the IUSTI facility but not for TRANSFLOW, the mass conservation between

volume 1 and 2 results in

ṁ1(t) = −ṁ2(t) (4.3)
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using the convention of a negative mass flow for a reduction of mass inside

a volume.

To calculate the mass flow rate the pressure variation in a tank over the

time is measured. At the IUSTI laboratory, the pressure in both upstream and

downstream volumes changes: the higher upstream pressure decreases over

time while the lower downstream pressure increases, until an equilibrium

pressure, peq, is reached in both tanks. At the KIT laboratory, the down-

stream volume is continuously evacuated, therefore only the upstream pres-

sure change is used for mass flow rate calculation.

These pressure variations in time can be fitted using either a linear func-

tion or more generally using an exponential function. To be able to cover

a larger experimental range where the mass flow might not be constant, an

exponential function is chosen here, as proposed in [107, 108]:

pi(t) = peq + (p∗i − peq)e
−t/τi , (4.4)

where peq is the equilibrium pressure for t → ∞, p∗i is the initial pressure, and

τi is the pressure relaxation time, which characterizes the speed of pressure

rise or drop. The measured pressure variation in time is fitted using equation

(4.4) with τi and p∗i as the fitting parameters. peq is approximated using the

initial pressures and the tank volumes. The pressure derivation in time is

calculated as

ṗi(t) = −
p∗i − peq

τi
e−t/τi (4.5)

The mass flow rate is then calculated from

ṁi(t) =
Vi

RT/M

p∗i − peq

τi
e−t/τi (4.6)

which simplifies for t = 0 to

ṁi =
Vi

RT/M

p∗i − peq

τi
(4.7)

to get the mass flow rate at the beginning of the experiment. The Knudsen

number associated to this mass flow is calculated using p∗m = 0.5 (p∗1 + p∗2).

The measured mass flow rate is corrected with a previously measured

leakage or outgassing mass flow rate by addition or subtraction when the

leakage or outgassing is significant. The leakage mass flow rate is deter-

mined by setting the pressure equally low in both volumes and by monitor-

ing the pressure rise over time. The magnitude of the influence of the leakage
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correction varies strongly and is quantified in A.4.

Because the mass flow is calculated using the pressure drop in the vol-

umes, the experiments need to run for a certain time to have a significant

change in pressure compared to the sensor noise. However, too long mea-

surement times introduce external influences like temperature fluctuation

which can impact the assumption of isothermal conditions required for equa-

tion 4.2. Too short measurements in turn can lead to a high uncertainty due

to the small amount of data available for a fit.

To find the ideal amount of data, the measurement uncertainty is min-

imized. The measurement uncertainty consists of two parts: one part de-

scribing the reliability of the chosen amount of measurement data using data

fragments, and the other part describing the physical uncertainties of pressure

sensors, temperature fluctuations and channel and facility geometries.

4.4.2 Variability of data fragments

The variability of data fragments methodology differs for the IUSTI and the

TRANSFLOW facilities. In case of the IUSTI facility, an important criterion

for a successful run is the match of inlet and outlet mass flows, see equa-

tion (4.3), which are independently calculated using the respective pressure

drops. This criterion is not fulfilled if the signal-to-noise ratio is too low

which would introduce randomness to the mass flows and make them likely

differ. Also, temperature fluctuations would create a mismatch because a

temperature rise decreases the calculated mass flow rate in volume 1 and

increases the calculated mass flow rate in volume 2.

Accordingly, the issues above can be addressed by looking at the differ-

ence of the mass flow rates calculated in volumes 1 and 2. One single, long

experimental run is used. Only parts of this run are analyzed to simulate

different lengths of experimental runs. These parts are taken at different po-

sitions and are of different length, resulting in time windows as depicted in

figure 4.8. This results in a two-dimensional array of fictive experiments,

each having their analyzed mass flow rates and their mass flow difference

between volume 1 and volume 2. An example of a two-dimensional array,

visualizing the relative difference between volume 1 and volume 2 mass flow

rates, is shown in figure 4.9a.

For the runs with small width, very low deviations are right next to

very high deviations. This is the result of a low signal-to-noise ratio of lit-

tle data. Simply choosing the data fragment having the smallest deviation
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Figure 4.8: Depiction of two time windows. A time window is
defined by a start and a width. One window consists of the
data with white background. Another window consists of the
data with white and light gray background: it has an earlier

start and a larger width.

would therefore be a matter of chance and not a reliable choice.

To tackle this problem, a second criterion is imposed: not only does a

single fragment need to have a low difference between inlet and outlet, but

an area of fragments should stay below a certain deviation. This is done by

applying a threshold to the array of mass flow differences and searching for

an area large enough to host a circle with a radius of 20 % of the width of the

time window at the circle’s center. This corresponds to a possible shift of the

window by 20 % of the window width and a scaling of the window by 20 %

while staying within the threshold. To avoid noise problems, a minimum of

3 time windows should be covered by the radius. To include as much data as

possible for the fit, longer runs are prioritized if ambiguity arises.

The threshold is increased until an area fulfilling the 20 % criterion is

found. That process is depicted in figure 4.9b to 4.9d. The Knudsen num-

ber and the dimensionless mass flow rate, defined by equation (3.19), are

taken from the run in the center of the circle.

In case of TRANSFLOW, there is no difference between mass flow rates

of volumes 1 and 2 because only volume 1 is considered, so the methodology

is slightly different. Each entry of the array of data fragments is investigated

one by one. For each entry, the difference to all other fragments is calculated.

This results in an array of mass flow differences - not between volumes 1

and 2, but between the current and all other data fragments, see figure 4.10a.

To this difference a threshold is applied like above and a check for an area
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The pressure drop is calculated for each sample. This process is repeated

with many samples until a convergence of the mean of the pressure drops

resulting from the samples is reached. The standard deviation of the pressure

drop between the samples is the uncertainty of the pressure drop due to the

pressure sensor uncertainty. In figure 4.11a and 4.11b, it can be seen how the

amount of data influences the deviation of the samples. In figure 4.11b, the

different samples show very different slopes, while in figure 4.11b, they are

quite similar.

4.4.5 Error propagation

The influence of the uncertainties of pressure drop (see section 4.4.4), temper-

ature (see section 4.4.3), facility volumes (see Section 4.3.3) and channel ge-

ometry (see section 4.2.2) on the dimensional and dimensionless mass flow

rates is determined using standard error propagation of independent vari-

ables. This is implemented using the Python package uncertainties [111].

4.4.6 Minimization of total uncertainties

The total uncertainty is the sum of the uncertainty coming from the data

fragment analysis, see Section 4.4.2, and the uncertainty calculated by error

propagation, see Section 4.4.5. To minimize the total uncertainty, the best

data fragment needs to be determined for which an optimization of the un-

certainty with the threshold as a free parameter could be performed. But,

as seen in figure 4.12, while there is a clear trend of the total uncertainty de-

creasing until a point end then increasing again, the shape of the uncertainty

over the threshold is very jagged, so a local optimization would get stuck in

a local minimum. While global optimization is a possibility, it proved easier

to just sample the thresholds logarithmically and perform the complete cal-

culation of the total uncertainty for each threshold. Thresholds with no valid

20 % area are discarded. The threshold with the lowest total uncertainty is

chosen, and the data fragment associated with this threshold is determined

as the optimal data fragment. If this total uncertainty is still larger than 20 %,

that experimental run is discarded. This is by no means a polishing of data,

but rather as a tool to identify experimental runs which have issues at the

execution level, like excessive adsorption and desorption effects or leakage.
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modification or adaption to the experimental data acquired here. As dis-

cussed before, while the model uses a TMAC of 0.9 for the slip flow in rect-

angular channels, the actual TMAC should be 1 for all Knudsen numbers.

The TMAC of 0.9 is attributed to a supposedly imperfect slip expression for

rectangular channels. There seems to be a complicating influence of the more

complex rectangular geometry. A strong evidence that this is indeed the case

is that if the TMAC was originally 0.9 for plain channels, it should become

1 when HDTMS is applied to the channel surfaces. HDTMS would steri-

cally prevent any specular reflection, for which an even surface is needed

[39]. Because the mass flow does not change with functionalization, how-

ever, this means that the TMAC is 1 even for the plain channels. Both the

calculations of the linearized S-model and BGK equations use a TMAC of

1, further strengthening this claim because of the good agreement with the

experimental data and the analytical model.

4.6 One volume versus two volumes

As described in section 4.4.2, the methodology for calculating the uncertainty

of experiments differ depending on whether both upstream and downstream

volumes or only one volume is used. For the data acquired at the IUSTI lab-

oratory, two independent data sets are produced, one for the upstream, one

for the downstream volume. For the TRANSFLOW facility, the downstream

volume is continuously evacuated, therefore only data for the upstream vol-

ume is available.

The great benefit of having two volumes is that this makes sure that the

experiment is intrinsically valid. If there was any leakage or outgassing in

the facility, this would result in a rise of pressure in both volumes, reducing

the calculated mass flow in the upstream volume and enhancing it in the

downstream volume, therefore resulting in a divergence of the theoretically

same mass flow rates. This, in turn, results in a larger uncertainty because a

larger threshold in the data fragment method would be necessary to find a

sufficiently large area in the array.

That control instance is not available when using only one volume, be-

cause the mass flow rate of a single fragment is compared to the data from the

same data set. This results in two challenges: first, because the mass flow rate

of one fragment is compared to the mass flow rate of other fragments using

other window starts, the initial pressure is not the same in both cases. Be-

cause of a different upstream pressure (and possibly a different downstream
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Conclusion

Modeling a system can have two goals - use the model to predict the out-

come, and get a better understanding of underlying principles. Purely em-

pirical models fall into the first category, while models based on physical

foundations add the latter. The model presented in this thesis allows de-

scribing rarefied gas flows in a simple, analytical form. It not only allows

to predict those gas flows outside the boundaries used to derive the model -

its simple form makes it possible to develop an intuition about the processes

involved.

This does not mean that it correctly describes the reality in an absolute

way. It is, like all models, an approximation, which is not valid for all cases:

in this work, only straight channels are considered - with circular and rectan-

gular cross-sections at that. But in combination with the experimental data

acquired in functionalized microchannels, it is possible to draw some general

conclusions which may even exceed the scope of the model itself.

A central aspect is the importance of geometric scale. From a gas kinet-

ics perspective, the scale of the channel should not have an influence on the

dimensionless mass flow. This is indeed the case when considering surface

interactions which can be described by the TMAC. But as soon as those sur-

faces are functionalized, effects arise which are not only dependent on the

Knudsen number. The fact that in small geometries on the nanometer scale,

the gas flow is strongly influenced by functionalization opposed to gas flow

in the micrometer channels considered here shows that there must be an in-

fluence of the surface-to-volume ratio. This is an intuitive outcome when

applying the same logic as with the surface diffusion, where the absolute in-

fluence is proportional to the available surface. But it is no trivial result by

any means - for example, the pressure is lower in larger structures for the

same Knudsen numbers, which could in turn influence the interaction with

the surface functionalization. If such an effect is present, however, it is ob-

scured by the surface-to-volume ratio influence.
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A quite general result of this work is that technical surfaces are likely to

have a TMAC of 1. The model uses a TMAC of 0.9 for the slip expression be-

cause of a potential imperfection of the slip expression. The slip flow regime

is generally used to extract the TMAC which could explain the general mis-

conception in the literature and results for the TMAC smaller than 1. A very

clear indicator, however, is the data for the free molecular regime, which

clearly does not represent any TMAC smaller than 1. The consequence of

this is that there is potential for improvement for slip expressions for rectan-

gular channels and, potentially, for more complex geometries.

This generalization of the slip expression would also be needed for a gen-

eralization of the whole model. If the generalization could be performed

numerically, the superposition approach may be an option to approximate

arbitrarily complex gas flows using very easy to solve equations, compared

to established numerical methods.

Finally, the data fragment method proved to be a reliable way of analyz-

ing rather noisy and unstable pressure drop data and could be adapted to

different situations for extracting a subset of a data series fulfilling certain

requirements not only by chance.
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Appendix B

Student’s work

In this dissertation, no results of students’ works are included.
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