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The primary focus of the current thesis is on the development of numerical simulation for debinding
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Chapter 1

Introduction and Motivation

Metal Additive Manufacturing (AM) processes present the opportunity to fabricate products and com-
ponents that were previously unattainable or economically unfeasible through other manufacturing
technologies. Metal AM has been experiencing substantial growth potential, driven by the need for
customized and complex products as well as shorter lead times, across various industries, including
aerospace, automotive, and medical sectors [1–8].

As a metal AM technology, Metal Binder Jetting (MBJ) can print multiple parts layer-by-layer in a
single print job, resulting in faster build rates than other metal AM technologies. The printed parts are
subjected to debinding and sintering to achieve the desired material properties. The advantages of MBJ
over other metal AM technologies include but are not limited to faster build rates, the absence of residual
stress throughout the printing process, good surface quality, and supportless manufacturing. These
benefits make MBJ well-suited for integrating optimized and functional-based designs into industrial
components for small to medium-sized serial productions [9–12].

The debinding and sintering stages are faced with several technical challenges in MBJ. In general,
Powder Metallurgy (PM) parts with binders typically undergo a strength reduction during debinding
when a substantial portion of the binder is burned off, resulting in brittle parts. Improper debinding
regimes, density variations, non-uniform temperature gradients, vibrations, and geometry effects may all
contribute to debinding/sintering failures and the formation of cracks [13–19]. In MBJ, larger and more
intricate parts are commonly produced, which increases the likelihood of damage and failure compared
to other PM processes. Additionally, the relatively low green part density of MBJ components results in
reduced green part strength, making them more susceptible to failure. In Fig. 1.1, an MBJ part exhibits
cracks after the debinding and sintering.

Figure 1.1 Cracks (marked with arrows) are observed after debinding/sintering of an MBJ part.
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Moreover, the densification of printed parts during sintering is accompanied by significant shrinkage,
resulting in a noticeable dimensional change. Anisotropic shrinkage and distortion can occur during
sintering for various reasons, such as inhomogeneous density distribution, gravity, and friction. These
factors pose a major challenge for manufacturing MBJ parts with high dimensional accuracy, which
is crucial for industrial applications [10, 11, 20–28]. Fig. 1.2 depicts a sintered geometry exhibiting
distortions due to its unique shape versus the intended target shape of the geometry.

Figure 1.2 Left: A distorted MBJ part after sintering, and right: the desired shape of the same
geometry.

The present study focuses on addressing the challenges related to debinding/sintering failures and sinter-
ing deformations in MBJ technology with the aim of advancing its technological readiness level. Hence,
new approaches are investigated for predicting debinding/sintering failures and compensating for sinter-
ing deformations in MBJ components.
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Chapter 2

State of the Art

2.1 Metal Binder Jetting
In the process chain of MBJ, Computer-Aided Design (CAD) files of the intended products are first
provided to a slicing software, which then, along with the printing parameters, enables the printing
process. The metal powder particles are usually spread onto the printing chamber from a powder
reservoir or material feeder using a roller during printing. Subsequently, the binder is selectively applied
through print heads to bond the powder particles within each layer. This process is repeated until the
complete part geometry is generated layer by layer. Depending on the type of printer or binder used, the
binder may require different curing techniques after printing to provide adequate bonding strength in
the finished parts. The resulting cured powder-binder-void skeleton, as shown in Fig. 2.1, is referred to
as the green part and is then extracted from the loose powder in a depowdering stage, requiring careful
handling [12, 25, 29–33].

Figure 2.1 The cross-section of a green part shows the interaction between powder (gray parti-
cles), cured binder (marked with red arrows), and void (black) [34].

The Relative Density (RD)1 of green parts in MBJ is reported to be in the range of 50 % to 64 % [28,
35–43]. To increase this low density to nearly full density, the green parts are placed on a ceramic
plate, commonly known as a sintering setter, and subjected to a sintering process in a furnace. However,
performing a debinding stage before sintering is crucial to eliminate residual binder from the green parts
and prevent carbonization at high sintering temperatures [37, 44–46].

1RD refers to the ratio of a porous material’s density to that of the same material in a fully dense state.
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2.2. SINTERING THEORY

For high-melting-point materials like steels, debinding and sintering are typically carried out in a single
furnace under a controlled atmosphere such as vacuum, nitrogen, or hydrogen. Dependent on the binder
employed in the production of green parts of Stainless Steel 316L (SS316L), the binder typically burns off
at temperatures below 600 °C. Sintering of SS316L parts is conducted at temperatures between 1200 °C
and 1400 °C, with the holding time being determined by the desired final density [11, 33, 37, 47, 48].
Fig. 2.2 displays the process chain of MBJ schematically.

Retract the bed, print next layer

Loose powder

Energy

Green

Spread powder Print agent
Green Green

Evaporation

Green

Cure the bed

Green

Green

Furnace

SolidGreen

Energy Energy Energy

Green

Depowdering Debinding Sintering Cooling

Furnace Furnace

Figure 2.2 The process chain of the MBJ; the figure is adopted from [34].

The densification of green parts during sintering is influenced by various factors, including Powder Size
Distribution (PSD), powder morphology, Green Part Density (GPD), and sintering parameters [23,
47, 49–55]. The densification process is accompanied by significant shrinkage, resulting in a noticeable
dimensional change. The shrinkage in MBJ parts is anisotropic, where the green parts usually experience
a larger dimensional change in the powder stacking direction (build direction) due to the available gaps
between the layers [10, 11, 24–26].

In addition to shrinkage, sintering can distort MBJ parts. At high temperatures where the material
is presenting a viscous behavior, distortion (interchangeably referred to as ”warpage” in this thesis)
can occur due to various reasons, such as gravity, friction between green parts and sintering setter,
inhomogeneous density distribution within green parts, anisotropic shrinkage, and non-uniform shrinkage
of green parts due to their geometry [20–23, 26–28].

2.2 Sintering Theory
Sintering is a heat treatment process that irreversibly bonds particles in porous materials, resulting
in the densification of materials. During the sintering process, the reduction of surface energy and
surface area, as well as the minimization of curvature gradients, lead to the growth and strengthening
of the interparticle bonds. The bonding of particles is initiated through forming and growing the so-
called sintering necks between them. During the early stages of neck growth between particles, the
primary driving force is the curvature gradients. The sinter driving force or stress on curved surfaces
is inversely proportional to its curvatures. Upon heating, atoms undergo motion along these gradients.
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CHAPTER 2. STATE OF THE ART

The temperature required to initiate atomic motion depends on both the material properties and the
particles’ size [19, 56–58].

The neck region of the particles transforms into a concave shape, which further expands to reduce tension
in the structure. Conversely, the surrounding convex region experiences opposing stresses, causing atoms
to migrate away from this region towards the neck region. This results in filling the gaps between
particles, reducing overall stress gradients, and promoting the formation of sinter bonds. As the sinter
bonds grow, the surface area and curvature gradients of the particles decrease, which slows down the
rate of sintering [15, 19, 49, 56, 58, 59].

During solid-state sintering, atomic movements happen through different transport mechanisms. These
mechanisms can be classified into two main categories: surface and bulk transport. Surface transport
mechanisms, such as surface diffusion, lattice diffusion from the surface, and evaporation-condensation,
lead to the neck formation between particles without substantial densification. In contrast, bulk transport
mechanisms, such as plastic flow, grain boundary diffusion, and volume diffusion, result in the material’s
neck formation and densification [59–63].

In polycrystalline materials, the reduction of interfacial energy due to minimizing free surface area
results in not only densification but also grain growth through the movement of grain boundaries and
consumption of other grains. Grain boundaries play a significant role in determining the shape of grains
and pores, as well as influencing material transport during sintering. The growth rate of grains is
influenced by factors such as initial Grain Size (GS), sintering time, and temperature [64–70].

Classical sintering theories, based on phenomenological observations, propose that the sintering process
can be divided into three distinct stages: initial, intermediate, and final (See Fig. 2.3 and assume each
particle in the figure has a single crystal or grain. For polycrystalline materials, each particle contains
several grains). In the initial stage, neck formation and growth occur, but there is limited densification.
Moreover, grain growth is negligible [15, 19, 49, 71]. Fig. 2.4a illustrates the neck formation of the
particles during the initial stage at porosity values of about 38 %.

Neck formation

Grain boundary

Particle

Pore

Loose powder Initial stage

Intermediate stage Final stage

Figure 2.3 Densification process, pore, particle, and grain changes at different stages [59].
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2.3. DEBINDING/SINTERING DAMAGE

In the intermediate stage, the pores transform into smoother and interconnected tubular shapes. Den-
sification progresses rapidly, but the rate slows as the degree of curvature and surface area decreases.
In the later phase of the intermediate stage, grains start to grow [19, 49, 71–73]. The transformation of
the pore structure and the diffusion between particles can be observed in Fig. 2.4b.

Upon reaching the final stage of the sintering process, which occurs at porosity levels of approximately
8 %, growth of the grains can be observed. Furthermore, the pores undergo a transformation in which
they become elongated and decrease in diameter, ultimately collapsing into spherical, isolated, and
closed shapes. As a result of the increasing densification and grain growth, the available surface energy
decreases significantly, leading to the eventual cessation of the sintering process towards the end of the
cycle [19, 49, 71–73]. At the final stage, the grain morphology changes into idealized tetrakaidecahedron,
14-sided geometries consisting of squares and hexagons (See Fig. 2.4c) [59].

(a) (b)

(c)

Figure 2.4 The evolution of sintering in different stages, (a): the initial stage, (b): the interme-
diate stage, and (c): the final stage.

2.3 Debinding/Sintering Damage
One of the significant challenges in the production of PM components is the occurrence of cracks and
damages that may be first detectable after the sintering process. The literature survey indicates that
cracks primarily originate during the formation, handling, and debinding of green parts [13, 14, 16–18,
74–78]. The root cause of these cracks and damages is attributed to inadequate interparticle bonding.
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Zenger et al. have classified the possible causes of cracks into four categories: improper material
composition, interparticle sliding action, improper release of elastic strain, and high tensile/shear stresses
[16]. During the debinding process, the interparticle bonds become weaker, and a backbone polymer
structure primarily holds the particles together. The weakened bonding structure is vulnerable to damage
during debinding and the initial stage of sintering due to various factors, such as the part’s geometry,
thermal shocks and expansions, non-uniform density distribution, and external loads or vibrations [46,
75, 76, 78].

For viscoplastic porous materials, a deterministic microstructure-based model is presented to describe
the interaction between the creep behavior and fracture [79, 80]. The model can be utilized to predict
damage of porous media at high temperatures, where material shows a viscous and ductile behavior
comparable to sintering.

In the course of debinding, on the other hand, the material is brittle. Due to the sensitivity of brittle
materials to the existing cracks, defects, and stress concentrations, as well as the heterogeneous nature of
green parts, deterministic damage models are not recommended [81, 82]. In fused filament fabrication,
BASF introduced a guideline to avoid debinding failure of SS316L by setting a stress threshold [83].
According to the method, the stress of the parts under their own weight is calculated by Finite Element
(FE) simulations, and in case of exceeding the stress threshold, redesign is suggested. The effect of
different print directions is also considered in the guideline. The method presented by [83] is also
implemented in a study by Rosnitschek et al. to predict debinding failures [84]. Rosnitschek
et al. also propose that the accuracy of failure predictions can be increased with the use of Weibull
statistics, as proved by [85, 86] for brittle materials.

Weibull Distribution
According to the Weakest Link Theory introduced by Weibull, a system made up of multiple single links
fails when the weakest link fails [87]. The theory can be applied to brittle materials to estimate the
probability of failure [88–90].

A Cumulative Distribution Function (CDF), which includes uniaxial uniform tensile stress σ, is defined
by Weibull:

Pf (σ) = 1− exp

[
−V

(
σ

σsp

)m]
, (2.1)

where Pf is the probability of failure, V is the volume of the specimen suffering from stress σ, m is the
shape parameter, and σsp is the scale parameter [88].

For brittle materials, a three-parameter (3-p) Weibull CDF with uniaxial uniform tensile stress σ is
formulated by adding a stress threshold to the standard Weibull distribution:

Pf (σ) =


1− exp

[
−V

(
σ − σu

σsp

)m]
, σ > σu

0 , σ ≤ σu,

(2.2)

where σu is a stress threshold for failure [88]. In case of uniaxial non-uniform stress, the 3-p Weibull
CDF is defined by [88]:

Pf (σ) = 1− exp

[
−
∫
V

(
max (σ − σu, 0)

σsp

)m

dV

]
. (2.3)
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Based on the Principle of Independent Action, which accounts for each principal stress independently,
and by neglecting the threshold σu, the Weibull distribution can be expanded to a 3-p Weibull CDF
with multi-axial non-uniform tensile stress σ as presented by:

Pf (σ) = 1− exp

{
−
∫
V

[(
σ1

σsp

)m

+

(
σ2

σsp

)m

+

(
σ3

σsp

)m]
dV

}
, (2.4)

where σ1, σ2, and σ3 are the principle stresses [89, 91, 92].

Maximum Likelihood Estimation is an effective approach to fit the data with the Weibull distribution
[93]. By maximizing a likelihood function, which is a composition of a probability distribution function
at each data point, data fitting is performed. Using the simplest form of the Weibull model (Eq. 2.1),
the probability distribution function is defined by taking the derivative of σ:

f(σ) =
dPf (σ)

dσ
= V

m

σsp

(
σ

σsp

)m−1

exp

[
−V

(
σ

σsp

)m]
. (2.5)

For the collected experimental data, stress σ and its distribution is known. The points of experimental
data are then

(σn, f(σn)),

0 < n ≤ N, n ∈ Z,

where N is the number of collected data in the experiment. The likelihood of each data point is

Λn(m,σsp) = f(σn) = V
m

σsp

(
σn

σsp

)m−1

exp

[
−V

(
σn

σsp

)m]
. (2.6)

The corresponding likelihood function Λ is consequently explained by:

Λ(m,σsp) = log

n∏
i=1

Λi(m,σsp) =

n∑
i=1

log(Λi(m,σsp)). (2.7)

By taking partial derivations of Λ with respect to m and σsp and by setting each derivative to 0, the
corresponding m and σsp can be found.

2.4 Sintering Numerical Models
Numerous experiments have been carried out to examine the mechanical properties and dimensional
accuracy of objects produced through sintering in MBJ [38, 50, 53–55, 94–96]. However, due to the
impact of various influential factors, such as uneven distribution of pores, gravity, and friction, it is
difficult to achieve the desired outcomes through experiments alone [21, 22, 94, 97–101]. As a result,
numerical simulations can be used as they provide a cost-effective way to overcome these challenges
and gain valuable insights into sintered components’ mechanical properties and dimensional accuracy
[102–109].
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2.4.1 Sintering Models Over Scales
The mathematical techniques used for simulating the sintering process or sinter-induced deformation
can be classified into four categories: atomic scale, mesoscopic (particle) scale, macroscopic (compo-
nent) scale, and multi-scale models. Atomic-scale models analyze a particle cluster at the atomic level,
accounting for chemical composition and atomic arrangement to obtain information about atom trajec-
tories and diffusion coefficients. Mesoscopic-scale simulations, such as Monte Carlo methods, can model
microstructural changes such as grain growth and diffusion mechanisms in different stages of sintering.
However, the computational limitations associated with atomic-level and mesoscopic-scale simulations
constrain their ability to scale up in size and time, despite providing a comprehensive understanding of
the sintering process [110–124].

Atomic-scale and mesoscopic-scale simulations are utilized to investigate the mechanisms of interparticle
interaction in sintering, with a particular focus on local kinetics. These simulations enable the description
of the densification process, which should then be generalized for macroscopic porous bodies. Using a
multi-scale approach is advantageous for studying sintering processes, as it allows for combining various
scales. By incorporating diffusion parameters and densification kinetics at a higher scale, multi-scale
models can build a representation of the continuum mechanics of porous media in a macroscopic state.
This allows for the prediction of distortion and densification of sintering bodies. However, these models
heavily depend on precise modeling of lower scales, the initial Green Part Property (GPP), and other
macroscopic factors such as the sintering furnace and atmosphere [102, 110, 112, 115, 118, 123–131].

GPP is mainly determined by powder characteristics, printing, and curing in binder jetting [25, 33, 36–
39, 41, 96, 132, 133]. Numerical methods have been employed in different studies to investigate different
material and process parameters to determine the properties of powder compaction and green parts in
powder-based AM. Nevertheless, these studies have been conducted mainly on a representative volume
element and need to be scaled on a component scale [11, 134–140].

2.4.2 Continuum Mechanics Sintering Models
Phenomenological macroscopic models, which require fewer parameters and have lower computational
costs than multi-scale approaches, are commonly used in the industry to predict sintering deformation;
despite their inability to consider microstructural evolution [112, 118]. The continuum theory of sintering
posits that sintered bodies are composed of a two-phase structure comprising a skeleton and voids. The
skeleton of a porous material is made up of particles that exhibit nonlinear, viscous, and incompressible
behavior. The pores are assumed to be evenly distributed throughout the material, resulting in an
overall isotropic response. Porous materials exhibit deformation under hydrostatic stress, unlike fully
dense materials. Therefore, the continuum theory assumes that sintering results from the structure’s
response to the inherent hydrostatic potential, commonly referred to as sinter stress, sinter potential, or
sinter driving force [110, 141–146].

The continuum theory of sintering enables the modeling of sintering deformation in porous materials
by applying an appropriate rheological framework capable of describing the viscoplastic behavior of
such materials. A thermo-elasto-viscoplastic material model can capture the thermally induced creep
deformation and volume swelling that occur during free-sintering. The viscoplastic portion of the model
accounts for these effects, while the thermo-elasto part models elastic and thermal deformations that
occur at lower temperatures. [67, 103, 147, 148].
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The total strain rate ϵ̇ is explained by:

ϵ̇ = ϵ̇e + ϵ̇th + ϵ̇vp, (2.8)

where ϵ̇e is the elastic strain rate, ϵ̇th is the thermal strain rate, and ϵ̇vp is the viscoplastic strain rate.
Defined by the Hooke’s law, elastic strain rate ϵ̇e is calculated through elastic compliance matrix Ce and
stress rate σ̇:

ϵ̇e = Ceσ̇. (2.9)

The thermal strain rate ϵ̇th can be expressed by:

ϵ̇th = αtec ṪI, (2.10)

where αtec, Ṫ , and I are the Thermal Expansion Coefficient (TEC), temperature change rate, and the
identity matrix, respectively.

During the sintering of SS316L, grain boundary diffusion is one of the prevalent mechanisms for bulk
transport [64, 66, 149]. At a macroscopic level, the sintering process can be modeled using continuum
mechanics-based constitutive sintering models, which accounts for grain boundary diffusion. Among
the available models described by [110, 142, 150, 151], the Skorohod Olevsky Viscous Sintering (SOVS)
model, using the FE method, can effectively characterize the densification and viscous behavior of
porous SS316L bodies during sintering. This effectiveness is attributed to the model’s reliance on fewer
phenomenological parameters that are physically interpretable [144, 146]. According to SOVS, the
viscoplastic strain rate is calculated by the following equation:

ϵ̇vpij =
σ

′
ij

2ηs
+
σm − σs

3ηb
δij . (2.11)

In the first term of the right-hand side of Eq. 2.11, which captures the creep deformation, σ′
ij is the

deviatoric stress, and ηs is the shear viscosity. The second term denotes the volumetric shrinkage, where
σm is the hydrostatic stress, σs is the sinter stress, δij is the Kronecker delta, and ηb is the bulk viscosity
[110, 144].

In free-sintering, the elastic strains are several orders of magnitude smaller than thermal and viscoplastic
strains, and therefore, they can be neglected [144, 152]. Densification of the powder skeleton is calculated
by

ρ = ρ0 exp[−ϵvpii], (2.12)

where ρ0 is the initial density, and ϵvpii is the trace of the viscoplastic strain tensor.

To put it briefly, macroscopic densification during sintering, which is the result of microscopic mor-
phological changes, can be modeled by explaining grain growth mechanism, viscosity, and sinter stress
phenomenologically [153, 154]. Below, the explanation and phenomenological modeling of these physical
parameters are given.

Grain Growth
Definition: The minimization of available interfacial energy describes the densification of sintering
bodies, which is accompanied by grain growth in polycrystalline materials. Through grain growth,
smaller grains turn into bigger ones, resulting in overall surface area reduction, leading to lower available
surface energies for sintering [64, 66–68, 70, 155].

10



CHAPTER 2. STATE OF THE ART

Phenomenological modeling: Grain growth for the austenitic polycrystalline steels can be described
in an Arrhenius-type expression as a function of temperature T , current grain size G, and activation
energy for grain growth Qg as follows:

dG

dt
=
Ag exp

[
−Qg
RT

]
G

, (2.13)

where dG
dt

is the rate of grain growth, Ag is a pre-exponential constant, and R is the universal gas
constant [64, 144].

Viscosity
Definition: Viscosity is the resistance of a material to densification and distortion during sintering,
relying on material porosity, GS, and temperature [20, 156–160]. Shear and bulk viscosity of materials
play a central role in theories of viscoplasticity.

Phenomenological modeling: Previous studies have suggested different models for porous materials
to determine shear and bulk viscosity [20, 110, 145, 161]. For instance, for bulk viscosity ηb, a summary
of the models is given by Olevsky as presented in Tab. 2.1.

Model Norm. Bulk Viscosity Model Norm. Bulk Viscosity

[162] (q+1)(1+θ)(1−θ)
2

q+1

3θ
[20] 1−θ

2Gθp

[163]
[1st stage] (1− θ)5.26

[163]
[2nd stage]

(1−θ)5.26

Gθp

[164, 165]
[166, 167] 2

3

(
1−θq

qθq

) 2
q+1 [168] 3(1−θ)2(θ0−θ)

θ0

[
16

√
3θ0

27π
√
θ0−θ

]q
[169, 170]
[1st stage]

(1−θ)(θ0−θ)2

Gθ02

[169, 170]
[2nd stage]

1−θ
G
√
θ

[171] 27(1−θ)
2

q+1

8θ
[172] (1− θ) exp[−2θ]

[173] 2(1−θ)3

3θ [174] ln θ+0.5(1−θ)(3−θ)
G(θ−1)

Table 2.1 Derived equations for normalized bulk viscosity as a function of porosity of loose powder
θ0, current porosity of sintering body θ, material constant p, q, and grain size G from
different researches [110].

Due to diversity and the large number of empirical model constants in the equations introduced by these
studies, several experiments are required, making these studies hard to use. Using an elastic-viscous
analogy, Olevsky explained shear and bulk viscosity, respectively by:

ηs = η0 ρ
2
rel, (2.14)

and
ηb =

4

3
η0

ρ3rel
(1− ρrel)

, (2.15)

where η0 is the apparent viscosity of a fully dense body and ρrel is RD [110]. According to Eq. 2.14
and Eq. 2.15, the apparent viscosity and density evolution should be determined. Density evolution or
porosity values with respect to time and temperature can be easily measured by different experimental
approaches, such as sintering dilatometry. On the contrary, the determination of apparent viscosity
requires laborious experiments.
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To measure apparent viscosity, Rahaman et al. and Zuo et al. used sinter-forging (loading dilatome-
try) experiments to determine the shear and bulk viscosity of porous soda-lime-silica and Al2O3, respec-
tively [158, 172]. In sinter-forging experiments, a constant load is applied to the dilatometry specimen to
study the creep and densification of the porous material at the same time. Since the specimen remains
under a permanent load in this experiment, the density and the microstructure evolutions differ from
those in free-sintering. Furthermore, the specimens shrink anisotropically under the effect of the con-
stant load [158, 172, 175, 176]. The impacted density, microstructure, and anisotropy in sinter-forging
experiments result in an overestimated viscosity as of that in free-sintering [175].

It is possible to measure free-sintering strain and loaded strain using cyclic loading dilatometry. An
external force is repeatedly applied to and removed from the specimen in the cyclic loading sintering.
Therefore, the occurred free shrinkage due to free-sintering can be measured in the unloading steps,
while viscosity can be determined in the loading steps [156, 175, 176].

Another approach to measure viscosity is the 3-point bending creep test using simply supported beams.
The viscosity is measured using the deflection of the middle point on the specimens. It is assumed in
the test that the middle point deflects purely downwards due to viscosity changes without any lateral
movement. Song et al. performed creep tests on Metal Injection Molding (MIM) green specimens in
consecutive sinter runs at different temperatures for two heating rates (5 K/min and 10 K/min) [106].
Every time a specimen was heated to a specific temperature and then cooled down. The deflection
of the beam in the middle was measured at Room Temperature (RT) after each sinter run. To find
the corresponding densification (porosity amount), separate dilatometry experiments were performed in
their research. Since the specimens could freely slip on their supports due to densification and because
of possible vibrations (displacements) while loading/unloading the specimens in the furnace, deflection
measurements could be influenced. On the other hand, measuring at discontinuous temperatures in-
creases the degree of non-repeatability in the study by Song et al.

To tackle the mentioned problems, Lee et al. measured the beam deflections on ZrO2 samples in a
tube furnace using a camcorder with 5 °C intervals [157]. The measurements were made for different
pre-sintered samples to investigate the effect of density on viscosity. They also studied the effect of the
grain sizes and reported that the viscosity is the function of relative density and GS.

Sinter Stress
Definition: Sintering of a porous body generates capillary forces from its surface energy, leading to
inherent stress termed ”sinter stress”. In other words, mechanical stress must counterbalance the internal
surface tension forces arising during sintering to achieve equilibrium. Sinter stress is the mechanical stress
that counteracts capillary forces originating from surface tension and ensures total energy equilibrium
of the porous media during sintering [59, 153, 177, 178].

Phenomenological modeling: Similar to the efforts made in determining viscosity, a significant
amount of research has been dedicated to developing expressions for determining sinter stress. Tab. 2.2
presents a summary of these expressions as compiled by [110].

By taking GS evolution into account, Olevsky proposed the following expression for sinter stress:

σs =
6γs ρ

2
rel

G
, (2.16)

where γs is the surface tension of the powder, and G is the GS [110].
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Model Norm. Sinter Stress

[169]
[1st stage] (1− θ)2

[
2(1−θ)−(1−θ0)

θ0

]
[169]
[2nd stage]

3

√
6(1−θ)

θ

[168] (1− θ)
5
3

[179] ( 3
√
1− θ)

(
ps
3√
θ
+G

)
[173] (1− θ)2

Table 2.2 Derived equations for normalized sinter stress as a function of porosity of loose powder
θ0, current porosity of sintering body θ, material constant ps, and grain size G from
different studies [110].

2.4.3 Conservation Laws
Despite the volume change of sintering bodies, mass is conserved during sintering by assuming that the
binder is totally removed before the start of the sintering. After the complete debinding of sintering
bodies and neglecting the mass of air confined in pores, mass conservation is guaranteed by density
evolution. The momentum conservation is also fulfilled by considering the free-sintering boundary con-
ditions, leading to the formation of the Cauchy stress tensor [152]. By neglecting the dissipated energy
as the result of viscoplastic work, the conservation of energy is described by:

ρ ceff Ṫ − div(keff ∇T ) = 0, (2.17)

where ρ is the density, ceff is the effective specific heat capacity, and keff is the effective thermal
conductivity of the sintering body. T and Ṫ are the temperature and the temperature rate, respectively.
The effective specific heat capacity and thermal conductivity of porous bodies are functions of the density
[152, 180–184] and have been empirically calculated from those of fully dense material, respectively, as
given by:

ceff = c0 ρ
2
rel, (2.18)

and
keff
k0

=
1− θ

1 + 11 θ2
, (2.19)

where c0 and k0 are the specific heat capacity and thermal conductivity of a fully dense material. The
specific heat capacity of a fully dense material is determined experimentally. Thermal conductivity is
extracted by:

k0 = αd ρ c0, (2.20)

where αd is the thermal diffusivity of a fully dense material and is measured experimentally.

2.4.4 Implementation of Sintering Simulations
Several research works have developed and employed constitutive equations to simulate the sintering of
ceramics and metals at the component scale, specifically for MIM parts [102, 103, 106, 110, 142, 144,
148, 185, 186].
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2.5. DEFORMATION COMPENSATION

In MBJ, to investigate the sintering behaviors of SS316L parts, Zhang et al. have developed a macro-
scopic FE model based on a phenomenological approach inspired by the SOVS model. The essential
material properties, including viscosity, surface tension, and grain growth, were gathered primarily from
literature related to other PM technologies. The study demonstrated that the FE model could predict
the experimental deformation of cantilever and bridge-shaped coupons produced by MBJ with accept-
able accuracy. However, they identified the need for more precise material properties, particularly at
high temperatures, to improve the accuracy of sintering models [161]. Moreover, the research by Zhang
et al. did not address issues such as reproducibility and part complexity in metal AM [26, 28, 187,
188].

2.5 Deformation Compensation
To achieve dimensional accuracy, manufacturing distortions should be either removed or compensated.
Following design guidelines [189–191] and developing reactive binders [192] can mitigate sintering distor-
tion. To compensate for distortions, experimental-based methods are used in Selective Laser Sintering
[187, 193] and Laser Powder Bed Fusion (LPBF) [194] technologies. Experimental-based methods are
utilized in MBJ as well. In a study by Zhago et al., a model is introduced to predict the dimensional
accuracy of parts printed in different directions [94]. However, such methods are only able to compensate
for sintering shrinkage but not for distortions. Numerical-based methods are used in LPBF and directed
energy deposition to compensate for manufacturing distortions. FE analysis is employed to calculate
deformations, and the distortion directions are inverted to achieve dimensional accuracy [195–197].
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Chapter 3

Objectives

Given the complex nature of industrial MBJ parts, the product development phase can be both com-
plicated and costly. To mitigate the expense of trial-and-error experimentation and facilitate the eco-
nomical development of new industrial designs, there is a need for prompt probabilistic approaches that
can predict the likelihood of product failure. These approaches can serve as guidelines during product
development to minimize failure rates. As a result, further development of the probabilistic models
presented in Sec. 2.3 to predict debinding/sintering damage of MBJ parts is essential for reducing lead
times.

Numerical modeling of sintering deformations based on phenomenological macroscopic models is per-
formed for manufacturing technologies such as MIM in different studies. However, compared to PM
components processed by compaction techniques, green part densities in MBJ are lower, typically rang-
ing from 50 % to 64 % of a fully dense body [11, 43, 198]. As a result, MBJ parts experience higher
shrinkage and distortion during sintering. In contrast to sintered parts produced by other PM processes,
which generally range from 10 mm to 100 mm in size [15, 18], or MIM parts with an average mass of 15 g
[199], MBJ parts exhibit the potential for greater dimensional extents and intricate geometries including
channels, lattice structures, undercuts, and overhang areas. These attributes of MBJ components result
in increased effects of gravity, friction, and non-uniform shrinkage during sintering, leading to significant
distortion and reduced dimensional accuracy. Moreover, due to interlayer gaps in the build direction,
shrinkage occurs inhomogeneously, particularly along the build direction in MBJ [10, 11, 94, 192, 200,
201].

Due to the distinctive characteristics of MBJ parts compared to other PM components, it is crucial
to validate the use of phenomenological macroscopic models, such as the SOVS model used in MIM,
for MBJ to accurately predict the sintering-induced deformation. The assumption of isotropic pore
distribution in the SOVS model for sintering bodies should be carefully studied due to evidence from
previous studies on MBJ components, indicating that pores are distributed non-uniformly, especially in
the build direction [10, 11, 40, 94, 110, 140, 202, 203].

Although the thermal elastic-viscoplastic constitutive law presented by Zhang et al. demonstrated
satisfactory agreement with experimental results for simple geometries, it is suggested that the material
model be calibrated with MBJ-specific specimens to enhance model accuracy [161]. Moreover, the exist-
ing models do not account for the unique challenges posed by MBJ technology, such as reproducibility,
part complexity, anisotropic shrinkage, and variations in green part properties. Thus, it is necessary
that these issues are investigated and incorporated to ensure accurate prediction of sintering-induced
deformation in MBJ technology.
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Furthermore, a method to estimate the GPP should be included in the material models. However,
there is a lack of research to determine GPP. The sensitivity of the initial packing density on the final
predictions has been investigated in the literature. In particular, studies have suggested that accurate
assumptions of GPP are crucial for predicting the shrinkage of sintering bodies [28, 96, 161].

Currently, there is a lack of sufficient research to validate the accuracy and efficacy of sintering defor-
mation models in compensating for deformations in industrial MBJ parts. As such, it is necessary to
develop a framework that can compensate for the sintering deformation of MBJ parts to fabricate parts
that meet the dimensional accuracy required by industrial tolerances.

In summary, this research aims to address the aforementioned challenges of MBJ technologies by pursuing
the following three objectives:

1. development of a probabilistic model to predict the likelihood of debinding/sintering failure,
2. development of a macroscopic-scale phenomenological material model that incorporates the interstice

characteristics of MBJ parts to predict their sintering deformation,
3. establishment of a systematic framework to compensate for the sintering deformation of industrial-

related MBJ parts, which ensures compliance with industrial-required tolerances.

Fig. 3.1 outlines the main objectives of the present research.

Objectives

Prediction of
Debinding/Sintering Failure

Numerical Simulation of 
Sintering Deformation

Compensation for 
Sintering Deformation

Figure 3.1 The main objectives of the thesis.
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Chapter 4

Methodology

This chapter describes the methods employed in this study to realize the objectives. The first section
introduces the utilized manufacturing machines, conventions, and measurement devices. The second
section presents the procedure for developing a debinding failure model. The third section gives the
implemented approach for the numerical simulation of sintering deformation. Finally, the last section
introduces the method for compensation of sintering deformations.

4.1 Measuring Devices, Manufacturing Machines, and Material
Unless stated otherwise, the following measuring devices and standards are used for the experiments in
this work.

Measuring Devices
PSD is determined according to ISO 13322-2 using a Camsizer XT PSD analyzer from Microtrac
Retsch GmbH [204]. 3D-scanning is performed with the optical 3D-scanner VL-550 from Keyence
Corp [205]. Metallographic analyzes are inspected with the optical digital microscope VHX-5000 of
Keyence Corp [206]. Horizontal dilatometry experiments are conducted with the DIL L75 apparatus
manufactured by Linseis Messgeräte GmbH [207]. Using a DSC404C Pegasus calorimeter from Net-
zsch GmbH, Dynamic Scanning Calorimetry (DSC) is performed [208]. Laser Flash Analysis (LFA) is
carried out by LFA 427 apparatus from Netzsch GmbH [209].

Powder and Binder-Jetting Printer
At the time of writing this thesis, a pre-production series model of MetalJet printer manufactured by HP
Inc. is used to produce specimens [210]. The pre-production series model is tested by Volkswagen AG
within a cooperation project. Fig. 4.1 illustrates the employed print chamber dimensions of the printer
and the convention used in this work for the different directions. The X direction is assigned to the
moving direction of the printheads, while Y represents the recoater direction. The Z direction refers to
the build or stacking direction.

In the present study, the development process is performed for SS316L, equivalent to stainless steel
1.4404 in DIN EN 10088-1 [211]. Tab. 4.1 provides the specifications for the printer, PSD, printing layer
thickness, and curing temperature utilized in the experiments outlined in this thesis.
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Figure 4.1 The used convention to define, recoater, print head, and build directions, as well as
the utilized print chamber dimensions in this research.

Printer PSD Layer thickness Curing Temp.

[µm] [µm] [°C]

HP Metal Jet 7 (D10), 15 (D50), 27 (D90) 50 130

Table 4.1 The used PSD and printing parameters.

Sintering Furnace
For heat treatment processes, two furnaces are available: a Nabertherm VHT 40/16-MO with a tem-
perature limit of 1600 °C and a Nabertherm NR 50/11 with a limit of 1150 °C [212]. Due to the required
temperature range for the sintering process of SS316L, the VHT 40/16-MO (marked as F1) can be used
for both debinding and sintering, while the NR 50/11 (marked as F2) is employed solely for debinding
in this thesis. Fig. 4.2 displays the furnaces and the levels of each furnace, which can be filled with
appropriate ceramic or molybdenum trays containing specimens.

1
2

3

4
5

6

VHT 40/16-MO (F1) NR 50/11 (F2)

Figure 4.2 The furnaces and their loading levels.
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4.2 Prediction of Debinding/Sintering Failure
To develop a reliable debinding/sintering failure model, it is essential to determine at which stage of the
process damage occurs. This can be achieved through Thermal Gravimetric Analysis (TGA), enabling
observation of the point at which the binder is completely burnt off from the powder skeletons. It
is hypothesized that debinding/sintering failure typically occurs when the binder is removed from the
green parts. To confirm this hypothesis, in-situ thermo-optical observations are conducted on self-loading
specimens during debinding/pre-sintering, and any instances of failure are carefully documented. This
approach will provide valuable insights into the underlying mechanisms of failure and allow for the
development of more accurate debinding/sintering failure models.

In the next step, a Design of Experiments (DoE) is required to identify the most influential factors
on failures. Print direction, furnace, position in furnace, debinding/sintering atmosphere, and stress
are chosen as the study factors. A remarkable number of samples should be produced to investigate
the effect of study factors in detail. However, considering the manufacturing costs and the production
line capacity, random sampling and positioning are chosen for producing the specimens. Two types
of self-loading specimens, bending and tension samples, are printed. Due to the design flexibility of
AM technology, different stress values can be imposed on the samples. The samples are printed and
debound in two furnaces under an N2 or H2 atmosphere. The damaged specimens are documented, and
a sensitivity analysis is performed to rank the importance of study factors in debinding/sintering failure.

The failure probability during debinding/sintering is predicted using the Weibull equation based on
the collected data. To calculate stress distributions for arbitrary geometries, static FE simulations are
conducted, and a simulation-based Weibull model is proposed for predicting the probability of debind-
ing/sintering failure. The accuracy of the model is assessed through validation with various geometries.

4.3 Numerical Simulation of Sintering Deformation
The methodology to model sintering deformation is described in the present section. At first, the SOVS
approach is explained. The second subsection introduces a data-driven simulation framework based on
SOVS.

4.3.1 Skorokhod and Olevsky Viscous Sintering
As discussed in Sec. 2.4, SOVS phenomenological model has been used for the prediction of sintering
deformation of parts manufactured by MIM or die-casting technologies. Considering the major differences
between MBJ technology and the other mentioned manufacturing processes, the SOVS model should be
evaluated for MBJ parts. To make use of the SOVS model, several material model parameters should be
calibrated. Firstly, GPD is considered a constant value and estimated by averaging between measured
densities of previously manufactured parts. Dilatometry sintering is carried out for a given thermal cycle
to model the TEC and the sintering stress. Eq. 2.14 and Eq. 2.15 show that another important physical
property to capture the sintering deformation of power aggregate is apparent viscosity. At this stage, a
cyclic loading experiment is performed to measure apparent viscosity.
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With DSC, the Specific Heat Capacity (SHC) of a fully dense material is determined with respect to
temperature. Eq. 2.20 shows that Thermal Diffusivity (TD) should be known to measure thermal con-
ductivity. TD of a fully dense material is determined by LFA. Using the calibrated material model, two
specimens are simulated, and the final sintering deformations are compared with experiments. Addition-
ally, a sensitivity analysis of the physical parameters in the model is performed to detect and rank the
influence of the parameters on simulation results, with a focus on deformation and density. The results
from sensitivity analysis and the comparison between simulation and experiments enlighten the required
research areas for optimizing the model.

4.3.2 Data-driven Simulation of Sintering Deformation
Considering the technological readiness level of MBJ and the spotted research areas from in-depth
analysis of the SOVS approach, a Data-Driven Numerical Simulation (DDNS) approach is developed
to predict the deformation and density of MBJ components during/after sintering. The introduced
constitutive equations in Sec. 2.4.2 employed for the SOVS model remain the governing equations for
the DDNS approach. However, the determination of GPP, TEC, sinter stress, and apparent viscosity
is accomplished through a wider range of laboratory measurements. Moreover, a method to measure
sintering anisotropy is introduced and integrated into the material model.

Pure experimental data can be used to anticipate the density and dimension of green pars. In this
respect, standard cubes are printed with two different distributions across the print chamber. The
cubes are distributed in such a way that they cover nearly the entire print chamber. After printing,
the mass and dimensions of the cubes are measured. The collected data at various locations are treated
as individual nodes for calculating the variation of green part density and dimensions across the print
chamber. A continuous field is then created through 3D interpolation between the nodes, which is termed
the Green Part Property Field (GPPF) in this study.

Dilatometry experiments with specimens printed in two directions (build and print head directions)
are performed with seven distinct sinter cycles. These experiments are used to develop a more general
material model. For determining apparent viscosity, the design flexibility of AM is exploited, and
apparent viscosity is indirectly measured by beam deflection analysis.

Even though the proposed material model is constructed on experimental data, and the accuracy of
the model generally increases with the number of collected data, the following facts should be noticed:
Primarily, time and economic constraints limit the number of experiments that can be conducted. Addi-
tionally, laboratory machines may have different capacities, nature, and functionality, which could lead
to results that differ from those in the workshop. Therefore, the model created based on laboratory
measurements will be further refined with experimental data gathered from the workshop. Finally, the
accuracy of the proposed model will be evaluated by simulating two specimens.

4.4 Compensation for Sintering Deformation
In order to achieve precise dimensional accuracy in MBJ parts, it is necessary to develop a compensation
procedure for sintering deformations. The first step of this process involves introducing an algorithm
that utilizes numerical simulations to compensate for predicted deformations iteratively.
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The algorithm should be both computationally efficient and compatible with the developed simulation
methods of sintering deformation. Specifically, the algorithm utilizes the predicted deformations from
simulations to invert the deformation vectors, creating a pre-deformed configuration. This pre-deformed
configuration is then simulated once again, and the results are compared with the target geometry, with
the process continuing until a convergence criterion is met.

However, considering the numerous influencing factors on sintering deformation and the potential lim-
itations of FE simulations (such as their degree of precision being dependent on assumptions, simpli-
fications, boundary conditions, and element size and type [213, 214]), numerical-based compensation
methods may not be sufficient on their own. Therefore, an experimental-based approach can also be
employed to achieve tighter dimensional tolerances. This approach involves utilizing deviation vectors
from the numerical simulations to refine the experimental procedure. This minimizes the impact of
external factors that may influence the final product and are not captured in numerical models. Finally,
MBJ samples are produced and tested to validate the effectiveness of these two approaches.

The methodology proposed for achieving the stated objectives is presented in Fig. 4.3. A detailed ex-
planation of the procedure for each objective is provided in distinct sections, with Sec. 5 describing
the model for predicting debinding/sintering failure, Sec. 6 elaborating on the numerical simulation of
sintering deformation, and Sec. 7 outlining the framework for compensating for sintering deformation.

Chapter 5 Chapter 6 Chapter 7
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Figure 4.3 The proposed methodology for achieving the objectives of the thesis.

21





Chapter 5

Prediction of Debinding/Sintering Failure

The first section of this chapter outlines the experimental procedures used to identify the stage of
the debinding/sintering process at which failure occurs. Subsequently, experiments with self-stressing
samples are conducted to identify factors that influence failures. The second section presents an analysis
of the results obtained from self-stressing specimens, through which parameters that significantly affect
failure are identified with a sensitivity analysis. The third section expands on the triaxial form of the
Weibull equation to consider the effect of process parameters. The fourth section develops a modified
Weibull model to be compatible with the extracted stresses from numerical simulations. Stress values
are determined through FE simulations for specimens available in the dataset, and the Weibull model
parameters are subsequently derived. In the proof of concept section, the effectiveness of the proposed
method is tested using two different geometries, followed by a concluding statement.

5.1 Experiments

5.1.1 Identification of Failures’ Stage
Thermo-Optical Measurement (TOM) experiments are conducted to monitor and detect the time/tem-
perature at which failures occur during debinding. Subsequently, TGA experiments are performed on
green parts to confirm whether the identified failures correspond to the removal of the binder.

Insitu Thermo-optical Observations
A bending geometry (See Fig. 5.3b) is chosen for TOM and debound in a graphite furnace under H2 with
a 2 K/min heating rate. Fig. 5.1a depicts the specimen at RT in a furnace equipped with thermo-optical
recording. Owing to constraints related to the size of the recording tunnel, only one of the specimen’s
arms is entirely visible. In contrast, only the base of the arm and its connection with the middle bar can
be captured for the other arm. During the heating process, one of the arms is broken at 204 °C, while
the other fails at around 300 °C (See Fig. 5.1b and Fig. 5.1c, respectively).

Thermal Gravimetric Analysis
A small portion of a green part with a starting mass of 98.42 mg is prepared for TGA. Fig. 5.2 illustrates
the mass change during a sintering cycle with an included debinding stage. The sintering cycle is also
superimposed in the figure.
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5.1. EXPERIMENTS

(a) (b) (c)

Figure 5.1 In-situ TOM observation of a bending geometry with Darm = 2mm, Larm = 25mm,
and Bm = 3mm, (a): at RT, (b): broken left arm at 204 °C and, (c): broken right
arm at 300 °C.
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Figure 5.2 Mass change of a green part with respect to time, superimposed with a sintering cycle.

The presented data illustrates that the tested specimen undergoes a mass loss of approximately 1 %
before reaching a temperature of 400 °C. A further notable mass drop occurs at the isothermal sintering
stage, with the final mass loss of the sample being around 2 %. One theory to explain the failures
observed in Fig. 5.1 is the reduction in strength of the green parts during debinding, making the parts
more prone to damage [45, 78, 215, 216]. The TGA results can confirm this theory by indicating the
mass loss values that occur around 400 °C, which is primarily attributed to the removal of the binder.

Based on the analysis of TGA and TOM observations, it has been inferred that failures take place
during the debinding stage, prior to the commencement of sintering. As a result, henceforth, the term
”debinding/sintering failure” will be replaced by ”debinding failure” in this thesis.

5.1.2 Self-stressing Specimens
The upcoming goal of this section is to identify the effect of selected process parameters on part defects
due to debinding. Two types of geometries are designed for this study: a tensile-type specimen and a
bending-type specimen. Four process parameters: print direction, sintering furnace, debinding/sintering
atmosphere, and furnace level are considered. Part stress induced by self-weight is added as an additional
parameter. The input parameters are further explained below.
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CHAPTER 5. PREDICTION OF DEBINDING/SINTERING FAILURE

Stress
Different stress values can be designed by varying the self-weight by changing the samples’ geometrical
size and attribution. No external load is applied to the geometries. The specimens are designed as
follows:

• Tensile specimen: The attributes and dimensions of the tensile specimen are shown in Fig. 5.3a.
Two geometrical parameters, the diameter of the smallest neck Dn and the volumetric parameter
Vt, can be set to create different stress values. The normal stress on the neck area is calculated by:

σ =
ρgVt

π(0.5Dn)2
, (5.1)

where ρ is the green density, g is the gravitational acceleration, and Vt = π ht (0.009)
2 [217]. The con-

sidered GPD is 4570 kg m−3, which is the average GPD of experiments, presented later in Sec. 6.2.1.
By assigning values between 2 mm and 4 mm to Dn and changing Vt between 650 mm3 to 7800 mm3,
18 different stress values from 2 kPa to 70 kPa on the neck area are generated.

• Bending specimen: The bending specimens are designed to form a more complex uniaxial stress
state to expand the data set. The bending specimen possesses two cantilever-like arms with hanging
masses at the end of the arms to impose the bending moment. By controlling three geometrical
parameters shown in Fig. 5.3b, a wide range of stress values can be generated at the connecting
points of each arm. The diameter of the arm Darm, the length of the arm Larm, and the width of
the hanging mass Bm are the geometrical parameters. The maximum normal stress caused by the
bending moment is analytically calculated by:

σmax =
32ρg[Larm − 0.004][Varm

2
+ Vm]

πD3
arm

, (5.2)

with
Vm = 0.002 ·

[
0.005Bm + 0.5π(0.5Bm)2

]
,

and
Varm = π(0.5Darm)2(Larm − 0.004),

where Vm is the volume of the hanging mass at each end of the arm, and Varm is the volume of
the arm [217]. 22 various bending specimens are produced, by changing Darm between 2 mm and
5 mm, varying Larm between 10 mm and 20 mm, and Bm between 0 mm and 8 mm. With these
combinations, the maximum stress at the root of the arms alternates between 1 kPa and 60 kPa.

Part Orientation
The properties of binder jetting parts (e.g., bending strength [202], shrinkage [94], and dimensional
accuracy [28]) are dependent on the part orientation and, therefore, anisotropic. The anisotropic behavior
of green parts in the course of debinding is also reported by [83] and [84]. Therefore, part orientation
is considered to be one of the process parameters in this study. However, the disparity in the property
of MBJ parts between the X and Y directions is relatively small compared to the difference observed
between the parts printed in X and Z directions [40, 94, 203, 218]. This allows to limit the number of
parameters, and it is assumed that the green part property is the same in X and Y directions; thus, the
specimens are manufactured just in X and Z directions (Refer to Fig. 4.1 to see the used convention).
The orientations for tensile and bending specimens are shown in Fig. 5.4a and Fig. 5.4b, respectively. All
specimens are printed with an integrated Depowdering Protective Cage (DPC) to minimize the risk of
potential damage during the depowdering procedure [219].
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Figure 5.3 Technical drawing of (a): tensile specimen and (b): bending specimen. For each
specimen, the provided isometric view is displayed at a scale that is half the size of
the other three given views. All dimensions are given in mm.
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Figure 5.4 The convention used to define the orientation of (a): tensile specimens and (b): bend-
ing specimens.

Sintering Furnace and Debinding Atmosphere
The described F1 and F2 furnaces in Sec. 4.1 are utilized for the debinding experiments. In the workshop,
F1 can be operated under 100-Vol.% H2 or 100-Vol.% N2, while F2 works only with 100-Vol.% N2.

The sintering cycle for debinding failure experiments is chosen to be shorter than the normal sintering
cycle (See Fig. 5.5). As observed in Sec. 5.1.1, the failures are expected to occur at temperatures below
and around 400 °C, where the main portion of the binder is burnt off. Therefore, analog to the regular
sintering cycles, the furnace is heated up to 400 °C and held for two hours. After the holding time, the
debound green parts (so-called brown parts) are extremely fragile. In the case of unloading the brown
parts directly after debinding, there is a high risk of damaging the parts and influencing the experiments.
Thus, the parts are directly heated up to 1050 °C, at which initial particle-particle bonds take place,
and the strength of the specimens increases. Without any holding time, the furnace is then cooled down
immediately.
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Figure 5.5 The used debinding cycle vs. a typical sintering cycle for SS316L parts in MBJ.

Level of Furnace
To evaluate whether the temperature gradient inside the furnaces has any effect on debinding failures (if
any temperature gradient is present at all), the specimens are placed on different levels of the interior
chamber of the furnaces. Each furnace has six levels, equidistantly distributed at height with the same
surface area for part positioning. Three levels, i.e., 1, 3, and 5, are chosen for the failure experiments
(See Fig. 4.2).

Results
In total, 853 specimens have been prepared for the debinding failure analysis. Each specimen has five
input parameters mapped into a numerical range (See Tab. 5.1). After recording the failure status of the
specimens, a binary failure indicator is assigned to the specimens: +1 for the failed specimens and 0 for
the intact ones.

Input parameter Variable type Range of values Mapped values

Stress Continuous [0, +70] kPa [0, 1]

Direction Discrete X, Z {0, 1}

Furnace Discrete F1, F2 {0, 1}

Atmosphere Discrete H2, N2 {0, 1}

Level of furnace Discrete 1, 3, 5 {0, 0.5, 1}

Table 5.1 Variable type and value range of the input parameters.

For example, Fig. 5.6 illustrates two failed tensile and bending specimens. The Scanning Electron Mi-
croscope (SEM) images of the broken cross-sections of two bending and tensile specimens, depicted in
Fig. 5.7, display evident particle bonds and neck formation. Thus, the assumption that failure occurs
before the onset of sintering is validated, and the observed brittle fracture can be associated with the
weak interparticle bonds that exist before sintering [220–222].
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Figure 5.6 Two broken specimens (a): a tensile specimen and (b): a bending specimen.
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Figure 5.7 Fracture surface of (a): a tensile specimen and (b): a bending specimen.

Fig. 5.8 plots the distribution of the collected data, excluding stress. To interpret the distribution, the
number of specimens distributed with respect to each process parameter can be compared directly with
any desired parameter on off-diagonal plots of the matrix. The diagrams on the matrix’s main diagonal
show the total number of specimens sorted by the values of a single parameter. For instance, in total,
469 specimens are manufactured in the X direction, while 384 in the Z. 450 specimens are debound under
H2, whereas 418 parts with N2. Among the produced parts in the X direction, 296 remain intact.
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Figure 5.8 Symmetric matrix illustration for the distribution of specimens with respect to each
input parameter and the number of broken/intact parts sorted by the parameters.

An unbalanced distribution between the furnace and the atmosphere is observed. Because of the following
reasons, the distribution is not uniform:

• The collected data shows a strong dependency between the furnace and the atmosphere. Since F2
is solely operating with N2, to balance the data, the main portion of specimens in F1 is debound
under H2.
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• The design exploration and sampling are done with respect to the available capacity of the machines
in the workshop. In this study, the samples are randomly chosen and tried to be evenly distributed.
Furthermore, the specimens with higher stresses are more prone to fail during depowdering, leav-
ing fewer specimens for further debinding. Consequently, re-balancing nonuniform distribution is
complex, and using typical sampling methods such as Latin Hypercube is not plausible [223, 224].

5.2 Failure Influential Parameters
Tab. 5.2 reveals the correlation ρcor between the input parameters and the debinding failure. However,
the conventional correlation analysis is generally valid for properly distributed samples. On the contrary,
Elementary Effect (EE) method, or Morris’s one-at-a-time method, can deliver global sensitivity results,
even with an unbalanced distribution of the collected data [225, 226]. To rank the input parameters by
their importance, the parameters are assessed by the absolute value of EE sensitivity µ̂i. Taking the
µ̂i values and the strong relation between ”Furnace” and ”Atmosphere” into account, stress and print
direction are considered the most vital factors for debinding failure.

Input parameter Values ρcor µ̂i

Uniaxial normal stress [0, +70] kPa 0.50 4.47

Direction X, Z 0.20 0.44

Furnace F1, F2 0.13 -0.14

Atmosphere H2, N2 -0.16 -0.35

Level of furnace 1, 3, 5 0.05 0.03

Table 5.2 The sensitivity of debinding failure to the input parameters.

Fig. 5.9 plots the failure rate of specimens with respect to stress and grouped by the print direction. The
specimens printed in the X direction show a more clear pattern of failure rate with increasing stress.
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Figure 5.9 The failure rate (above) and number of studied specimens (below), grouped by print
direction.
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5.3 Simulation-based Weibull Model
As seen in Sec. 5.1.2, besides stress, other process parameters show an impact on the failure rate of
specimens. However, the conventional Weibull only considers stress as the input and allows data fitting
by three parameters (σsp, m, σu). Nonetheless, by rewriting the conventional form of the 2-p Weibull
CDF into a linear combination form, more input parameters can be inserted into the function. Let

x1 = ln(σ)

m = ω1

σsp = exp

[
−ω0

ω1

]
,

(5.3)

then Eq. 2.1 can be rewritten as:

Pf = 1− exp [−V ( exp[ω0 + ω1x1] ) ] , (5.4)

where x1 is the nonlinear transformation of stress σ, while ω0 and ω1 represent the combination and
transformations of m and σsp. In a vector form Eq. 5.4 can be presented as:

Pf = 1− exp
[
−V ( exp

[
ωTx

]
)
]
, (5.5)

where ω = [ω0, ω1]
T and x = [1, x1]

T . The vector form is preferable since further input parameters can
be added to input vector x as additional weights in ω. The result of debinding experiments indicates that
the print direction of the specimens should be considered the second most important input parameter
for the prediction of debinding failure. This input parameter contains two discrete values {”X”, ”Z”},
which are mapped to {0,+1}. The mapped values {0,+1} can be regarded as an indicator of the angle
between the stress vector and the XY plane (See Fig. 5.10). The print direction indicator x2 is defined
as:

x2 =
θσ
π
2

, x2 ∈ [0, 1],

where θσ ∈ [0, π
2
] is the absolute angle between the stress vector and the XY plane. x2 = 0 refers to the

stress vector which lies in the XY plane, while x2 = 1 means that the stress vector is the same as or
opposite to the Z direction.
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Figure 5.10 Three-dimension and two-dimension visualization of θσ for one principal stress in a
differential volume.
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Eq. 2.3 proposes to include a stress threshold, above which there is a possibility of failure. Thus, the
smallest normal stress of specimens with a failure rate of higher than 10 % is probed from Fig. 5.9. It is
observed that the stress threshold for the specimens printed in the XY plane is around 7.4 kPa, while for
those in the Z direction, the threshold drops to 2 kPa. The input parameter x1 can then be formulated
as

x1 =

ln(σ − σu), σ > σu

−∞ , σ ≤ σu,

where the threshold stress σu is defined by:

σu = 7.4(1− x2) + 2.0, x2 ∈ [0, 1],

which enables a linear change between the threshold within the XY plane and in the Z direction. The
threshold performs as another layer of nonlinear transformation of stresses, representing the effect of
print direction.

Due to the complex shape of MBJ components, the stress states should be obtained by FE simulation.
Hence, the prediction model should be developed based on simulations. By assuming that the stress is
uniformly distributed within each element, the integral form Eq. 2.4 is presented as:

Pf = 1− exp

[
−

K∑
i=1

vi

{(
σ1i

σsp

)m

+

(
σ2i

σsp

)m

+

(
σ3i

σsp

)m}]
, (5.6)

where K is the number of elements for each specimen. The σ1i , σ2i , and σ3i are the averaged principal
stresses, read in the centroid of the ith element. By transformation of input parameters, Eq. 5.6 can be
rewritten as:

Pf = 1− exp

[
−

K∑
i=1

vi {exp[ωx1i ] + exp[ωx2i ] + exp[ωx3i ]}

]
, (5.7)

where x1i , x2i , and x3i are the input vectors corresponding to the averaged principal stresses, while vi is
the volume in the ith element. By introducing ϕi = vi

(∑3
j=1 exp[ωxji ]

)
as an element-wise importance

factor, Eq. 5.7 is compacted with:

Pf = 1− exp

[
−

K∑
i=1

ϕi

]
. (5.8)

The element-wise importance factor ϕi is used to help identify failure-prone zones. This factor varies
in a range of [-inf, 0], making interpretation difficult. Given in Eq. 5.9, the equivalent element-wise
importance factor ψi is presented as a general form of ϕi which varies within the range of [0, 1]:

ψi = 1− exp[−1000ϕi]. (5.9)

ψi is introduced as Failure Indicator (FI) for an equivalent part with a volume of 1 cm3.

5.4 Finite Element Simulations
The tensile and bending specimens are discretized and simulated with the commercial FE solver
Abaqus/CAE 2020. The stress states on the elements are extracted and can be regarded as input
parameters for data fitting. To reduce the computational cost, only the area of interest in the parts
is modeled. For the tensile specimens (See Fig. 5.11a for example), only the neck of the specimens is
simulated. The mass under the neck is substituted by force Fsub at the lower surface of the neck.
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Similarly, for the bending specimens (See Fig. 5.11b), only one arm of each specimen is modeled, and
the symmetry boundary condition is applied. The weights causing the bending moment at the end of
the arms are replaced by an equivalent force Fsub.

Fsub

XY

Z

(a)

Fsub

XY

Z

(b)

Figure 5.11 The FE model of a typical (a): tensile specimen and (b): bending specimen.

The varied surface loads on the specimens are calculated with the determined GPD of 4570 kg m−3.
Apart from the substitute load of the weights and the self-weight of the specimens, no other load is
considered. To avoid stress calculation inaccuracies due to the element sizes, the adaptive re-meshing
technique is utilized by enabling the Mises stress error indicator MISESERI in Abaqus/CAE [227, 228].
Second-order tetrahedral elements with an initial seed size of 0.3 mm are used for meshing.

Analog to the manufactured parts, 40 types of specimens (18 tensile and 22 bending specimens) are
simulated. For each simulation, the stress tensor σi at the centroid of each element i (i = 0, 1, ...,K) is
calculated. Principal stresses σ1i , σ2i , and σ3i and their angle to the XY plane θiσ1 , θiσ2 , and θiσ3 are
then derived from σi. Together with the volume vi of each element, the principal stresses and the angle
values are exported to the Weibull model as input parameters.

5.5 Data Fitting
To determine the ω weights and data fitting, the negative log loss function can be utilized, considering
the nature of the probability prediction problem [229]. For a prediction model Pf (x), its point-wise error
at point (xn, yn) is:

en = e(xn, yn) = −{yn ln [Pf (xn)] + (1− yn) ln [1− Pf (xn)]} . (5.10)

Its loss function is then

E =
1

N

N∑
n=1

en

n = 1, 2, ..., N,

(5.11)

where N is the number of data points collected. By plugging Eq. 5.8 to Eq. 5.11, the log loss function
for simulation-based Weibull is given as:

E(w) = − 1

N

N∑
n=1

{
yn ln

[
1− exp

[
−

K∑
i=1

ϕn
i

]]
+ (1− yn)

(
−

K∑
i=1

ϕn
i

)}
. (5.12)
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The principal stresses, their angle with XY plane, and the volume of the elements from the simulations,
along with the print directions of the specimens, construct the input vectors x. The information about
the failure rate of each specimen is also available in the experimental dataset. Finally, the ω weights are
determined by the minimization of Eq. 5.12 with the minimize function in Scipy [230].

In order to mitigate the influence of potential outliers during the optimization process, the dataset
is restricted to specimens that have been produced at least five times. The resulting weights, ω, are
obtained as a solution to the optimization problem and are presented in Tab. 5.3.

ω0 ω1 ω2

[−] [−] [−]

-6.0 0.8 1.2

Table 5.3 The determined weights ω of the input parameters in the optimization problem.

5.6 Proof of Concept
The validation process is performed with two geometries: a bending part with four inclined elements
and a manifold geometry. The technical drawing of the 4-member part is shown in Fig. 5.12, and its
dimensions are provided in Tab. 5.4. The members are marked from one to four, and each member
experiences a different stress field at its root due to dissimilar lengths, angles, and masses at the tips.
With the design, it is possible to collect more data within a single part and validate the failure probability
with higher accuracy.

15°

2

230

16

2
3

4

1

25°

30°

Se

AeLe

Figure 5.12 The 4-member part with dimensions. All dimensions are given in mm.
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Member Length Le Angle Ae Side length Se

[mm] [°] [mm]

Member-1 20 45 5

Member-2 25 30 5

Member-3 15 70 5

Member-4 25 30 0

Table 5.4 The parametric dimensions of the 4-member part.

The FE model of the 4-member part is prepared as prescribed in Sec. 5.4. The resulting principal stresses
along with the volume of the elements, are fed into the failure probability function Eq. 5.8. As shown in
Fig. 5.15a, the part should be printed in two directions: in X and Z. Fig. 5.13 illustrates, the failure-prone
zones identified by the equivalent element-wise importance factor ψi as well as the expected failure rate
of each member, printed in the X and Z directions.
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Figure 5.13 The failure probability as well as the detected failure-prone zones of each member,
predicted by the simulation-based Weibull model for (a): member-1 printed in X,
(b): member-2 printed in X, (c): member-3 printed in X, (d): member-4 printed in
X, (e): member-1 printed in Z, (f): member-2 printed in Z, (g): member-3 printed
in Z, (h): member-4 printed in Z direction.

As part of a further validation, the manifold geometry is studied to evaluate the accuracy of predictions
on complex parts (See Fig. 5.14). The failure probability is calculated after simulating the geometry for
both X and Z directions (See Fig. 5.15b for the print orientations). Fig. 5.16 shows the expected failure
likelihood and the failure-prone zones.
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20.
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Figure 5.14 The manifold part with dimensions. All dimensions are given in mm. The isometric
view presented is displayed at a scale of 2/3 compared to the other two provided
views.
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Figure 5.15 The print direction of (a): 4-member specimen and (b): manifold specimen.
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Figure 5.16 The failure probability by the detected failure-prone zones predicted by the
simulation-based Weibull model for the manifold printed (a): in the X direction
and (b): in the Z direction.

To validate the simulation predictions, in total, 40 of the 4-member parts, 20 in Z and 20 in X, are
printed. Due to the part’s complexity, a limited number of specimens are manufactured for the manifold
geometry. Ten manifold parts are printed in the X and Z directions (evenly distributed). All the parts
are debound with the given cycle in Fig. 5.5 with H2 atmosphere in Furnace F1 by positioning the parts
on the designed sintering bases.
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The broken members/parts are recorded after the heating cycle. Fig. 5.17a shows a sample with the
broken member-2, whereas a broken manifold is shown in Fig. 5.17b. Tab. 5.5 weighs the observed failure
rate against the anticipated failure likelihood by simulations.

(a) (b)

Figure 5.17 (a): A bending 4-member part, with the broken member-2 (Left: a part in DPC,
Right: a part after manually removing the DPC for better visibility) and (b): a
broken manifold part printed in the Z direction.

Part Print
direction

Predicted failure
likelihood

Reported
failure rate

[%] [%]

X 7.5 0.0
Member 1

Z 23.4 10.0

X 19.3 10.0
Member 2

Z 36.0 25.0

X 0.0 0.0
Member 3

Z 6.1 0.0

X 5.0 0.0
Member 4

Z 12.2 0.0

X 80.4 60.0
Manifold

Z 99.0 100.0

Table 5.5 The documented failure rate of 4-member and manifold parts, compared with the
predictions by the simulation-based Weibull model.

The comparison of prediction results from the simulation-based Weibull model with the experimental
data illustrates that the model generally predicts a higher failure likelihood than observed in experiments.
Specifically, no failure is reported in the experiments for the members with low expected failure prob-
ability (Pf < 15 %). However, for the manifold geometry printed in the Z direction, the expected and
reported failure rates are in good agreement. Notably, the simulation-based Weibull model successfully
identifies the failure-prone zones in cases where failures occur.
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5.7 Conclusion
An in-situ TOM study was conducted on T-shape geometries, which revealed that failures occur during
the early stages of the debinding process, even at temperatures as low as 200 °C. TGA measurements
confirmed that a significant proportion of the binder burnt off at temperatures around 400 °C, resulting in
the reduction of the green part’s strength. Before achieving the initial stage of sintering (approximately
950 °C), weak inter-particle bondings and the remaining backbone from the binder keep the powder-void-
skeletons together. When accompanied by high stresses, the poor strength of the brown parts endangers
the failure-free debinding of MBJ components.

A DoE was implemented to determine the influencing factors on debinding failure. Stress state and
intensity, print direction, furnace, position in the furnace, and the debinding atmosphere were identified
as possible parameters which may affect debinding damage. Considering the limitations imposed by
the manufacturing capacity and the required number of experiments, a random sampling method was
used according to the available resources. Self-stressing specimens with varying uniaxial tensile stresses
and bending stresses were printed in two different directions. Distributed on three levels in two different
furnaces, the specimens were debound under two atmospheres: N2 and H2. After recording the debinding
damage as binary values, the sensitivity analysis indicated that after stress, print direction plays a critical
role in debinding failure. The Z direction specimens exhibited lower green part strength due to gaps in
the build direction, making them more susceptible to failure when exposed to stress. A strong correlation
was observed between the furnace and the atmosphere in the DoE, which complicated the interpretation
of the sensitivity analysis.

To account for stress and print direction, a simulation-based Weibull model was developed. The manufac-
tured geometries used in the DoE were modeled statically in a FE solver with gravity, and the resulting
principal stresses and volume of each element were fed into the simulation-based Weibull model. The
weight factors required for predicting failure likelihood in the model were determined by fitting to the
experimental data.

The weight factors were employed to predict the failure likelihood of both simple self-stressing specimens
and a manifold geometry. The experimental results showed that the simulation-based Weibull model
overestimated the failure likelihood but correctly identified the failure-prone zones and expected regions
of failure. To further validate the accuracy of the model, a larger number of validation experiments should
be conducted to analyze the failure likelihood statistically. Furthermore, additional input parameters,
such as the impact of the furnace and atmosphere, could be incorporated into the model to improve the
accuracy of the predictions.
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Chapter 6

Modeling of Sintering Deformation

This chapter is dedicated to developing an approach for the simulation of the sintering deformation of
MBJ parts. In the first section, the SOVS model is employed, and its applications and accuracy are
analyzed. Building on the analysis results, the second section introduces a data-driven approach based
on the SOVS model.

6.1 Olevsky Sintering Deformation Model
This section begins with experiments to determine the material constants of the SOVS model. Subse-
quently, the SOVS material model is implemented in a FE framework, and two geometries are analyzed
using the model. A sensitivity analysis is performed to identify significant material model parameters.
Finally, an evaluation of the model is presented to specify the critical areas for the advancement of
sintering deformation models.

6.1.1 Experiments
Considering the given equations in Sec. 2.4.2, dilatometry measurement, metallographic analysis, TOM,
DSC, and LFA are crucial to determine the empirical material constants of the SOVS model. Each exper-
iment is explained separately. The employed printer, PSD, print layer thickness, and curing temperature
for the experiments of this section are listed in Tab. 6.1.

Printer PSD Layer thickness Curing Temp.

[µm] [µm] [°C]

ExOne Innovent 17 (D10), 38 (D50), 53 (D90) 50 180

Table 6.1 PSD and printing parameters, used for the SOVS experiments.
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Dilatometer
The thermal expansion coefficient and the shrinkage behavior of MBJ cylindrical samples are measured
by horizontal dilatometry. Two dilatometry experiments are carried out under 100-Vol.% H2 atmosphere.
The green part cylindrical samples are printed with their axes of symmetry parallel to the build direction
with the dimension of � 12 mm x 20.0 mm. The density of the green parts is measured by the Mass to
Volume (MtV) method. The volume is calculated from the 3D-scan of each specimen. The average
density is about 4820 kg m−3. After a debinding stage, the samples are heated to 1385 °C and kept for
180 minutes. The heating and cooling rates after the debinding stage are 5 K/min. The dimension
change of specimens superimposed with the thermal regime is shown in Fig. 6.1 [188].
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Figure 6.1 Shrinkage behavior of the printed cylinder specimens with the thermal cycle super-
imposed [188].

Metallographic Analysis
In order to capture the densification behavior and grain size evolution of sintering bodies in the course of
sintering, further dilatometry experiments are performed under 100-Vol.% H2 atmosphere. Cylindrical
samples with the same size, printing direction, debinding cycle, and heating rate as those mentioned in
6.1.1 are heated to 1100 °C, 1200 °C, 1300 °C, and 1385 °C. After that, the samples are quickly cooled
down to RT with a rate of 40 K/min without any holding time.

First, the density of the samples after sintering dilatometry is determined by a MtV method. The
volume is calculated from the 3D-scan of each specimen. For observing the porosity of the samples,
Metallographic Analysis (MA) is performed. Proceeded by cutting, grinding, and polishing, the poros-
ity/density of the samples is measured under a microscope. GS analyses are performed on the same
specimens. After etching with Nital (5 %) solution, samples are inspected under the microscope. Using
the linear line interception method prescribed by DIN EN ISO 643 [231], GS is calculated from the
average of five measurements on each specimen. For the GS of the virgin powder at RT, an SEM is used
[188] (See Fig. 6.2). The GS evolution with respect to temperature is demonstrated in Fig. 6.3.
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10 μm
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Particles Grain boundaries 

Figure 6.2 The grain structures inside the virgin powder particles.
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Figure 6.3 Microstructure evolution at (a): 1100 °C, (b): 1200 °C, (c): 1300 °C, and (d): 1385 °C
[188].

Viscosity
Using a cyclic loading approach in a TOM apparatus, the uniaxial viscosity of the material is determined
[156, 160, 175, 232]. For this purpose, with a heating rate of 5 K/min, a cylindrical MBJ specimen (with
a density of 4794 kg m−3) is heated to 1395 °C; and a load of 1.15 N is applied and released on the
specimen in cycles of 5 minutes. After measuring the shrinkage in radial and axial directions, the
uniaxial (apparent) viscosity is determined, which is plotted in Fig. 6.4. Occurring liquid phase sintering
and sudden densification complicate the calculations for temperatures above 1390 °C.
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Temperature GS Porosity by MA Porosity by MtV Holding time

[°C] [µm] [%] [%] [min]

21 5.0 40.0 40.8 0

1100 6.1 31.0 30.2 0

1200 20.5 29.0 30.0 0

1300 25.6 11.5 17.0 0

1385 44.6 11.1 15.3 0

1385 86.0 3.0 2.5 180

Table 6.2 The measured GS and porosity of the samples at different temperatures.
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Figure 6.4 The measured apparent viscosity with temperature for SS316L [188].

Specific Heat Capacity
DSC is used to determine SHC with respect to temperature for fully dense materials. Five samples
are heated up to 1000 °C with a rate of 15 K/min under argon. By machining, the cylindrical sintered
samples are sized to � 5 mm x 1 mm. The density of the specimens is measured by Archimedes’ principle
at RT, according to DIN EN ISO 2738 [233]. The average density is equal to 7810 kg m−3. Fig. 6.5
shows the measured values. Due to the heating dynamics of the furnace in the range below 100 °C, the
SHC values in this range were extrapolated to RT. Slight discoloration is observed on the surface of the
samples after heating, which is a sign of an oxidation reaction. Because of the existing limitations for
measurements above 1000 °C, SHC values are extrapolated later for simulation studies.

Thermal Diffusivity
TD is measured with LFA. Three sintering samples are machined to the size of � 12.8 mm x 2.2 mm.
Using Archimedes’ principle at RT (DIN EN ISO 2738), the average density is found to be 7770 kg m−3.
The TD values are determined for the samples at RT, 400 °C, 800 °C, 900 °C, 1000 °C, 1100 °C, 1200 °C,
and 1300 °C. Fig. 6.6 shows the measured TD values.
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Figure 6.5 The average of the measured SHC, together with the standard deviation shown in
black bars with respect to temperature.
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Figure 6.6 The average and the standard deviation of the measured TD values with respect to
temperature.

6.1.2 Material Model Calibration
The experimental data given in the previous section is used to calibrate the SOVS model. Each material
model parameter is separately explained in the following subsections.

Thermal Expansion Coefficient
Dilatometry experiments shown in Fig. 6.1 are used to approximate TEC. The expansion portion of
the displacement behavior (temperatures below 950 °C) is considered for this purpose. A second-degree
polynomial function can estimate TEC with respect to temperature as below:

αtec = atec T
2 + btec T + ctec, (6.1)
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where the calibrated values of material constants atec, btec, and ctec are given in Tab. 6.3.

atec btec ctec

[°C−3] [°C−2] [°C−1]

2.159 × 10−11 2.012 × 10−8 1.339 × 10−5

Table 6.3 The calibrated material constants to determine TEC with respect to temperature.

Apparent Viscosity
The experimentally measured apparent viscosity η0 in Fig. 6.4 is estimated with a linear model and is
defined as below:

η0 = aη T + bη (6.2)

where aη and bη are material constants. The calibrated values of the material constants for different
temperatures are listed in Tab. 6.4.

Temperature aη bη

[°C] [107 Nm−2s°C−1] [1010 Nm−2s]

T < 950 0.0 1.4

950 ≤ T < 1100 -4.0 5.1

1100 ≤ T < 1230 2.0 -1.5

1230 ≤ T < 1390 0.0 0.5

Table 6.4 The calibrated material constants to determine apparent viscosity with respect to
temperature.

Grain Growth
Grain growth model parameters defined by Eq. 2.13 are calibrated with the experimentally measured
grain sizes with respect to temperature, listed in Tab. 6.2. The calibrated parameters are presented in
Tab. 6.5.

Temperature Qg Ag

[°C] [kJ mol−1] [10−13 m2 s−1]

T < 1100 316 11.4

T ≥ 1100 20 11.4

Table 6.5 The calibrated material constants to determine grain size with respect to temperature.
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Sinter Stress
To facilitate and enable the calibration process of sinter stress in three stages according to the classical
theories of sintering, Eq. 6.3 is modified and given by

σs =
β
(

ρrel
ρref

)ζ
G

+ σ0, (6.3)

where ρref is introduced as a material constant depending on green part properties and printing pa-
rameters such as layer thickness and PSD. β and σ0 are material constants dependent on the surface
energy of the material, and ζ is an exponential factor. To determine the material constants in Eq. 6.3,
the experimental data introduced in Sec. 6.1.1 is used. The calibration of parameters is conducted with
respect to the actual density of the sintering body, i.e., RD lower than 65 %, between 65 % and 92 %,
and higher than 92 %, representing the initial, intermediate, and final stages of sintering, respectively.
Tab. 6.6 shows the calibrated values for each parameter.

Relative density β ζ σ0

[%] [N m−1] [−] [MPa]

RD < 65 0.6 15 0.10

65 ≤ RD < 92 0.1 15 0.45

92 ≤ RD 25.0 2 0.10

Table 6.6 The calibrated material constants to determine sinter stress in the SOVS model.

Specific Heat Capacity
By a linear fit to the average of the measured SHC given in Sec. 6.1.1 and introducing ashc and bshc as
material constants, specific heat capacity c is defined as below:

c = ashc T + bshc, (6.4)

where ashc and bshc are given in Tab. 6.7.

ashc bshc

[J K−2 g−1] [J K−1 g−1]

1.210 × 10−4 4.877 × 10−1

Table 6.7 The calibrated material constants to determine SHC with respect to temperature.

Thermal Conductivity
A linear relation between temperature and TD is formulated by:

αd = atd T + btd, (6.5)
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where atd and btd are material constants. By the fit to the average of the TD values plotted in Fig. 6.6,
atd and btd values are determined and given in Tab. 6.8.

atd btd

[mm2 s−1 K−1] [mm2 s−1]

1.920 × 10−3 3.840

Table 6.8 The calibrated material constants to determine TD with respect to temperature.

By plugging Eq. 6.5 into Eq. 2.20, thermal conductivity is achieved by:

k = (atd T + btd) ρ c. (6.6)

6.1.3 Model Implementation and Accuracy Analysis
By modeling the viscous behavior of sintering deformation with Hypela2 user-defined material model
in MSC Marc solver [234, 235], the calibrated SOVS model is studied in this section. At first, the
dilatometry specimen is modeled and simulated with the sintering cycle shown in Fig. 6.1, excluding the
debinding stage. The resulting shrinkage with respect to temperature in the simulation is compared
with dilatometry experiments in Fig. 6.7, showing a good agreement.
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Figure 6.7 The measured and calibrated shrinkage on the sinter dilatometry specimen [188].

The densification evolution of the specimen in the simulation and the revealed experimental results in
Tab. 6.2 are plotted in Fig. 6.8. Although the final density matches well with experimental evidence, the
simulation underestimates density values at temperatures between 1300 °C and 1385 °C.

To analyze the prediction accuracy of the model, two samples (a double-cone and a bracket model)
are chosen. Fig. 6.9 shows the samples and their dimensions. The double-cone model is meshed with an
average element size of 4 mm and the bracket with 2 mm. The thermal cycle (the same as the dilatometry
experiment) is applied on all the nodes to facilitate the simulation process by omitting the heat transfer
analysis.
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Figure 6.8 RD evolution, model predictions and experimentally measured values [188].
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Figure 6.9 FE mesh and dimensions (in mm) of the (a): double cone and (b): bracket model
[188].

The sintering substrate is modeled as a rigid baseplate for positioning the sintering body and to capture
the contact behavior between the sample and the sintering substrate. The contact is represented by a
bilinear Mohr-Coulomb method and a friction coefficient of 0.2. Other than gravity, no other boundary
condition is considered. The deformation results, as well as the final density distribution of the double-
cone and the bracket models, are seen in Fig. 6.10 and Fig. 6.11, respectively [188].

To assess the accuracy of the simulations and by considering the manufacturing reproducibility of the
technology, both models are manufactured seven times. Fig. 6.12 shows the final deformed shapes of
the specimens after sintering. All samples are scanned and compared with the final deformed shapes
extracted from the simulations. Preceded by an initial 3-point alignment on the basement of the models,
the best-fit method is used to align the scanned surface of each experiment with the simulation result
in GOM Inspect V8. Next, the surface deviation of the simulation result from each sintered sample is
determined.
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Figure 6.10 (a): The final RD and (b): deformation in Z of the double-cone model [188].
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Figure 6.11 (a): The final RD and (b): deformation in Z of the bracket model [188].
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Figure 6.12 The final sintered specimens (a): double-cone and (b): bracket [188].

By setting a tolerance span of 1 mm, the total area of the surfaces that lay within the tolerance is
measured. Averagely, the simulation prediction is in-tolerance with 76.4 % of the surface envelope in the
double-cone specimens. This value increases to 96.9 % for the bracket samples. The standard deviation
of in-tolerance surfaces is 5.3 % for the double-cone samples, whereas 3.15 % for the bracket specimens.
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The surface deviation of simulations from the sample, with the best agreement (the highest in-tolerance
percentage), is demonstrated in Fig. 6.13a and Fig. 6.13b for the double-cone and bracket, respectively.
Furthermore, the metallographic analysis on different sections of the samples proves the predicted final
density by simulations, which is around 97.4 % for both geometries [188].
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Figure 6.13 Comparison of predicted and measured deformation for the sample, with the highest
in-tolerance area of (a): the double-cone and (b): the bracket model [188].

6.1.4 Sensitivity Analysis
To study the effect and importance of each material model parameter on shrinkage, warpage, and
density predictions of simulations, a sensitivity analysis is required. This step is crucial to appraise the
effect of any possible inaccuracy or uncertainty quantitatively originating from experimental errors and
limitations, simplifications, assumptions, extrapolations, or data fittings. All the independent material
model parameters, which are directly determined by experiments, are considered study-parameters.

The study-parameters are relative density, thermal expansion coefficient αtec, apparent viscosity η0,
specific heat capacity c, and thermal diffusivity αd. Furthermore, sinter stress is calibrated indirectly
and is composed of several material constants. For the sake of simplicity, sinter stress is considered
an independent parameter in the sensitivity analysis. As mentioned in Sec. 6.1.2, grain size is also
determined experimentally. However, this parameter is only involved in the calculation of sinter stress,
which is already considered in the sensitivity study.

For the sensitivity analysis, using response surface methodology, a design surface is fitted to the response
values of a predefined set of design points. All the mentioned study-parameters are considered to build a
combination set of design points i, chosen by the D-Optimal approach. 172 design points with different
values for the study-parameters are specified, and the numerical simulations are run for each set of the
design points. A bracket-like geometry is designed for this study, as shown in Fig. 6.14. The dimensions
and areas to measure shrinkage (marked with Lbr) and warpage (marked with Wbr) of the bracket-like
model are also shown in the figure. The warpage is measured on the middle point of the bracket’s bridge.
The final density is computed by averaging the final density of all elements.

The values for each study-parameter assigned by the D-Optimal sampling approach are distributed within
a minimum and maximum range. For the RD, the lower limit is set to 52 %, whereas the upper is 60 %, as
reported by [28, 236] for SS316L in MBJ. For the other study-parameters, the introduced approximation
functions given in Sec. 6.1.2 are kept unchanged, and therefore an offset variable is considered. The offset
variable can change by a margin of 10 % from the respective calibrated function for each study-parameter.
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Figure 6.14 The bracket-like geometry for sensitivity analysis (all dimensions in mm).

By introducing a general offset variable λi at any design point i, an offset to the function f(x) is made
through:

f(x)i = (1 + λi) f(x), (6.7)

where f(x)i is the value of the offset function at design point i.

Analogous to Eq. 6.7, the determining equations for TEC (6.1), sinter stress (6.3), apparent viscosity
(6.2), SHC (6.4), and TD (6.5) are transformed to the following equations to set the value of the study-
parameters at any design point, respectively:

αi
tec =

(
1 + λi

αtec

)
[atecT

2 + btecT + ctec]

σi
s =

(
1 + λi

σs

) β
(

ρrel
ρref

)ζ
G

+ σ0


ηi0 =

(
1 + λi

η0

)
[aηT + bη ]

ci =
(
1 + λi

c
)

[ashcT + bshc]

αi
d =

(
1 + λi

αd

)
[atdT + btd].

(6.8)

The bracket-like model is simulated with the same sintering cycle and material model introduced in
Sec. 6.1.2 and Sec. 6.1.3 by replacing the calibrated values of the study-parameters with the chosen
values from the 172 design points. To consider heat transfer analysis and investigate the relevance of
SHC and TD, the thermal cycle is applied just on the surface nodes. As an example, Fig. 6.15 illustrates
the sintering deformation of the bracket-like model for two design points, with the given study parameters
on the figures.

The response values, i.e., shrinkage, warpage, and density, are extracted from each simulation run.
Next, a polynomial metamodel with quadratic order is constructed on the given design points and the
extracted responses. Finally, to assess the effects of each parameter, Sobol global sensitivity analysis is
performed. Ls-OptVersion 6.0 is used for the sensitivity analysis [237, 238]. The Sobol analysis result
is introduced in Fig. 6.16. It can be observed that RD, sinter stress, and the apparent viscosity have
the most significant influence on the response values (shrinkage, warpage, density). In contrast, the
contribution of SHC, TD, and TEC is almost zero.
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Figure 6.15 The deformation behavior of the bracket-model, left: at design-point 2 and right: at
design-point 164.
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Figure 6.16 The influence of each study-parameter on shrinkage, warpage, and final density.

6.1.5 Evaluation of the SOVS Model
The validation study for the calibrated SOVS model reveals that the approach is able to capture the
sintering deformation/densification of MBJ samples. However, the simulations exhibit a deviation of
more than 1 mm from experimental results in some cases. In addition, it was observed that the density
evolution predicted by simulations did not exhibit good agreement with the experimental measurements
during the intermediate stage of sintering. Furthermore, the validation studies with the SOVS model
have identified several characteristics of MBJ parts:

• The anisotropic properties of the printed parts result in non-uniform shrinkage, leading to uneven
deformation during sintering [28].

• The validation experiments involving bracket and double-cone geometries reveal that the sintered
shape of the geometries differs, despite using the same geometry and manufacturing parameters for
all samples. This highlights the lack of reproducibility in the MBJ process.
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• Variations in GPD within print jobs can decrease prediction accuracy, especially if the assumed GPD
in simulations differs from the actual parts. In addition, the accuracy of predicting final deviations
can also be affected by deviations between as-print and CAD models when simulating geometries.

Hence, besides the above-mentioned MBJ characteristics, the most influential properties on sintering
deformation identified by the sensitivity analysis (sintering stress, apparent viscosity, and GPD) should be
further studied to increase the accuracy of simulations. In addition to improving the accuracy, developing
a general sintering deformation model would help minimize the impact of dissimilarities between labor
and workshop machines, which can lead to different results for calibration and implementation.

6.2 Data-driven Simulation of Sintering Deformation
A generic computational framework will be introduced in this section. Experiments are performed
to determine green part properties and to model a universal sintering model for MBJ parts. After
performing experiments, an approach is developed to predict GPP. The MBJ sintering deformation
framework is developed and implemented in a FE code. To tune the material model and adapt it for
any set of manufacturing parameters, an adjustment method is proposed.

6.2.1 Experiments
The required samples and parts for the development of the DDNS method, presented in this section, are
printed with the given parameters in Tab. 4.1. A substantial amount of experimental data is necessary
for the development of the DDNS approach. Because the manufacturing elements for the investigation of
the SOVS method are different from those for the DDNS approach development (Compare Tab. 6.1 with
Tab. 4.1), the experiments previously presented in Sec. 6.1.1 cannot be utilized and must be repeated.
This is crucial to avoid any possible inconsistencies due to different manufacturing parameters. The
performed experiments are introduced in this section.

Green Part Properties
Cubes with the target dimensions of 22 mm, 20 mm, and 18 mm in the X, Y, and Z directions are
considered to evaluate the GPD and dimensional accuracy. At first, 84 cubes are distributed within
the print chamber in two levels, i.e., 42 cubes positioned at the bottom and 42 cubes stacked directly
on top, with a gap of 12 mm. To reduce the experimental costs, a maximum print height of 48 mm is
studied here (See the print chamber’s dimension in Fig. 4.1). For higher printer jobs, it is assumed that
the performance remains similar to that of the second level. Since it is not plausible to cover the whole
print chamber with the mentioned cubes, one further job is printed with 60 cubes distributed in the
vacancies of the previous print job in the same rows. Fig. 6.17a and Fig. 6.17b depict the distribution of
the cubes for both jobs.

The printed cubes are weighed and 3D-scanned for the determination of current (as-print) dimensions.
The obtained data is divided into two series based on the Z coordinate of the samples, namely the first
and second levels. These data sets are considered nodes that contain values for GPD and dimensions.
To interpolate the values between the nodes, a cubic interpolation function is employed using the Scipy
package [239]. This interpolation method is used to determine the respective values at each level.
Additionally, a further cubic interpolation is performed within and among all the nodes at both levels
to estimate the field for the whole print job.
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Figure 6.17 The distribution of the cubes in the print chamber for (a): the first configuration
with 84 cubes and (b): the second configuration with 60 cubes. (dimensions in mm)

Density
Fig. 6.18 illustrates the green part density distribution within the print chamber with respect to the X-Y
coordinates in the two levels. The average GPD equals 57.85 % with a standard deviation of 0.53 %.
The density values vary between 55.7 % and 58.5 % at the first level. At the second level, densities lay
mainly between 57.0 % and 58.6 %; therefore, a lower discrepancy is seen.

Dimension
The dimension deviation of green parts is analyzed by comparing the as-print dimensions with their
respective nominal dimensions in all three directions. The same methodology as the GPD analysis is
utilized to determine the dimension deviations with respect to the print chamber coordinates. The
deviations of the first and second levels for the X, Y, and Z dimensions are illustrated in Fig. 6.19.
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Figure 6.18 The green part density distribution in the first and the second levels, shown in the
XY plane.
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Figure 6.19 The deviation between as-print and nominal X, Y, and Z dimensions with respect

to the X-Y coordinates at the first and second levels.

The dimensional accuracy and quality of the printed parts are mainly affected by printing elements
such as powder characteristics, print orientation, binder application, printing speed, and curing [11, 218,
240–242]. Thus, it is assumed that the deviations do not depend on the parts’ dimensions and cannot
be determined relatively. So, deviations should be given in the unit of length. The observed deviations
in the Z direction are between 0.11 mm and 1.48 mm, which is significantly higher than that of in the X
and Y directions. Tab. 6.9 contains the average and Standard Deviation (StD) of the measured values
for each direction. As also seen in Fig 6.19, for dimensions in Z, the first level shows a much higher
deviation in comparison to the second level.

Dilatometer
To define a generic sintering model independent from a specific thermal cycle, a noticeable amount
of dilatometry experiments is required. However, considering the available resources, seven different
cycles are designed by changing the heating rate, intermediate holding stage, maximum temperature,
and holding time at maximum temperature.
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Direction Average StD

[mm] [mm]

X 0.001 0.059

Y 0.091 0.041

Z 0.595 0.439

Table 6.9 The green part dimensional deviation from nominal dimensions.

Tab. 6.10 summarizes the main characteristics of each cycle. For each cycle, two dilatometry specimens
are studied, one manufactured in the Z direction and the other in X. The specimens are initially debound
for four hours at 400 °C and then sintered with the respective cycles under an H2 atmosphere. In total,
14 samples are sintered and measured. The thermal cycles and the corresponding dimension changes of
the X and Z specimens are shown in Fig. 6.20.

Cycle Heating
rate

Holding time at
1050 °C

Max.
temp.

Holding time at
max. temp.

Figure

[K/min] [min] [°C] [min]

Cycle-1 5.0 120 1380 120 6.20a

Cycle-2 5.0 120 1385 120 6.20b

Cycle-3 5.0 0 1380 120 6.20c

Cycle-4 5.0 0 1380 210 6.20d

Cycle-5 2.0 120 1380 120 6.20e

Cycle-6 2.0 0 1380 120 6.20f

Cycle-7 5.0 120 1400 120 6.20g

Table 6.10 The characteristics of the sinter cycles.

Metallographic Analysis
To determine the grain size and density evolution, five samples printed in the Z direction are heated to
1050 °C, 1100 °C, 1200 °C, 1300 °C, and 1350 °C; they are held for 120 minutes at these temperatures
and cooled down to RT. The cycles are called A, B, C, D, and E, respectively. The porosity of each
sample is measured by the MA method, and grain size is specified according to DIN EN ISO 643. GS
and porosity are inspected using two cuts on the samples: one parallel and one perpendicular to the
print direction of the samples. Then, on each cut, three images are taken, and the analysis is performed
on each image. Finally, the average measured values on each specimen define the GS and porosity. The
average, StD, and Coefficient of Variation (CoV) of the values are given in Tab. 6.11. The evolution of
densification and GS for the mentioned cycles are demonstrated in Fig. 6.21.

Looking at Fig. 6.21a, it is observable that at 1050 °C, still the separate particles are easily recognized,
and therefore no grain growth can be detected. First, at 1100 °C, inner-particle grains form bigger grains
(See Fig 6.21a).
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Figure 6.20 The shrinkage behavior of X and Z samples for (a): Cycle 1, (b): Cycle 2, (c): Cycle
3, (d): Cycle 4, (e): Cycle 5, (f): Cycle 6, (g): Cycle 7.
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Porosity Grain size

Sinter
cycle

Max.
temp.

Average StD CoV Average StD CoV

[°C] [%] [%] [%] [µm] [µm] [%]

Cycle A 1050 34.2 1.7 5.0 - - -

Cycle B 1100 26.8 1.5 5.6 17.4 3.8 21.8

Cycle C 1200 23.2 0.7 3.0 26.6 4.9 18.4

Cycle D 1300 18.4 0.6 3.3 29.9 3.0 10.0

Cycle E 1350 8.8 0.3 3.8 39.3 2.4 6.1

Table 6.11 The porosity and grain size studies with respect to temperature.
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Figure 6.21 The GS and porosity evolution of sintering dilatometry samples for (a): Cycle A,
(b): Cycle B, (c): Cycle C, (d): Cycle D, and (e): Cycle E.

It is also worth noticing that determining grain size is still more difficult for lower temperatures since the
grains are not perfectly formed in comparison to 1350 °C. The difficulty of measurements explains the
higher CoV values for lower temperatures. Furthermore, the specimens sintered at 1050 °C and 1100 °C
are still showing an anisotropic structure, resulting in higher uncertainties for porosity measurements
(See the higher CoV values for these temperatures in Tab. 6.11).

All presented dilatometry experiments in Fig. 6.20 are also metallographically analyzed. Tab. 6.12
presents each sample’s initial length, GPD, Sintered Part Density (SPD), final shrinkage, Sintering
Activation Temperature (SAT), and GS. Green density is calculated by the MtV approach, whereas
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sinter density is determined by MA, approved by MtV. The standard deviation of SPD values is under
0.5 % for all samples. SAT is specified at the temperature where thermal elongation is at its maximum
state, and from this state on, the specimen starts to shrink.

Grain size

Sinter
cycle

Print
direction

Initial
length

GPD SPD SAT Final
shrinkage

Average StD

[mm] [%] [%] [°C] [%] [µm] [µm]

X 19.99 56.1 94.8 921.8 -16.42 43.7 1.7
Cycle 1

Z 20.36 56.9 95.1 922.5 -18.92 44.1 2.2

X 19.96 56.2 98.3 924.9 -16.78 47.9 2.4
Cycle 2

Z 20.45 56.4 97.8 928.1 -18.80 49.1 2.0

X 20.04 58.7 94.5 962.0 -15.49 41.5 1.8
Cycle 3

Z 20.16 57.9 95.9 968.9 -18.11 40.9 1.6

X 20.06 58.6 98.3 962.3 -16.20 52.7 2.2
Cycle 4

Z 20.03 57.9 98.5 963.0 -19.39 52.3 3.0

X 20.03 59.5 96.1 964.8 -15.57 45.9 2.9
Cycle 5

Z 20.16 58.5 98.4 970.0 -18.52 47.6 3.4

X 20.04 58.5 97.2 946.9 -15.86 47.0 1.4
Cycle 6

Z 20.09 59.3 97.7 951.4 -18.33 45.7 4.9

X 20.02 55.5 98.1 927.6 -17.00 49.3 3.5
Cycle 7

Z 20.55 55.7 98.3 928.0 -19.26 48.9 3.1

Table 6.12 The properties of the sintering dilatometry samples, before and after sintering
dilatometry.

Because the samples sintered with the quoted cycles almost reached the full density, no anisotropic
structure is seen in the inspections. Therefore, the determined values for each cycle are approximately
the same for both specimens printed in X and Z. No correlation is found between GPD and SPD, as
also reported by [33]. The determined GS for cycle-1, using the same powder, matches well with the
previously reported value by [42]. The average GS of the virgin powder is measured and found to be
4.9 µm. Finally, the average mass change before and after sintering for all dilatometry experiments is
1.4 % of the printed mass, indicating the mass of the removed binder from the green parts.

Apparent Viscosity
To determine the apparent viscosity of the sintering bodies, the cyclic loading approach was employed in
Sec. 6.1.1. Although in the cyclic loading, some effects such as densification, shrinkage anisotropy, and
microstructure change are minimized compared to constant load sinter-forging [158, 172, 176]; still, these
effects contribute to misleading viscosity values. Besides, cyclic loading specimens experience an initial
powder rearrangement with even low external forces, leading to a different shrinkage and densification
behavior from free-sintering [175]. Furthermore, apparent viscosity is solely determined with respect to
temperature, and it is assumed that the densification is integrated into the calculations.
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Thus, in this stage the beam deflection test is performed in a thermo-optical graphite furnace to measure
the deflection in the middle of a sample. A 5 K/min heating rate is used to heat the beam to 1400 °C.
Fig. 6.22 shows the beam before the measurements. The beam deflection at 1100 °C, 1150 °C, and 1200 °C
are shown in Fig. 6.23.

Beam coupon

Ceramic support

Figure 6.22 The configuration of the beam coupon before the deflection measurements.

(a) (b) (c)

Figure 6.23 The beam deflection captured with TOM at (a): 1100 °C, (b): 1150 °C, and (c):
1200 °C.

Due to the densification of the porous materials with rising temperature, creep test specimens slip on
the supports, and can cause three issues:

• Densification causes dynamic friction between the specimen and the support, leading to lateral
forces. The lateral forces can tilt or move the specimens.

• Compression forces generated from the densification process on both sides of the center of gravity
overestimate the deflection value.

• The occurrence of specimen slippage, particularly at elevated temperatures, can result in test failures
or decreased measurement reproducibility.

The high degree of design flexibility offered by AM technology allows for the resolution of challenges
associated with conventional beam deflection tests. By assuming that the deflection behavior of the arm
in a cross-shaped geometry displayed in Fig. 6.24 is similar to a cantilever beam and under the premise
of satisfying the assumptions outlined in the Euler-Bernoulli beam theory [243], the deflection of the arm
(cantilever beam) can be estimated. Apparent viscosity can then be indirectly calculated by determining
the deflection rate δ̇ of any of the four arms of the cross-shaped geometry, as given by:

η0 =
3ma g L

3
a

2ba t3a δ̇max

, (6.9)

where ma, La, ba, and ta refer to the mass, length, width, and thickness of the arm, respectively.

Determining a material’s apparent viscosity on the cross-shaped geometry involves measuring the relevant
dimensions over time and temperature. While the maximum deflection δmax can be directly measured
at the front arm’s tip, the direct measurement of the dimensions La, ba, and ta is impractical, as TOM
relies on analyzing the reflected shadows of geometries.
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Figure 6.24 (a): The technical drawing of the cross-shape geometry (dimensions in mm) and
(b): the schematic and the positioning of the cross-shape geometry in TOM.

The particular shape of the geometry and its deformation obscure these dimensions. To address this
challenge, cylinders are designed into the cross-shaped geometry, allowing for indirect and proportional
calculation of La, ba, and ta. This approach involves measuring the shrinkage of the cylinders in diameter
and height (denoted by ϵcb and ϵct in Fig. 6.24b), from which La, ba, and ta can be estimated. The
anisotropic shrinkage of the specimen can also be considered by having the shrinkage values in build and
one of the other two directions (print head or recoater directions).

To observe the deflection and densification behavior, two thermo-optical furnaces are available: a metal-
chamber furnace with N2 atmosphere and a graphite-chamber furnace with H2. Considering that the
sintering operations in the workshop are performed under H2, the graphite-chamber furnace is initially
selected for the measurements. However, due to the interaction of the graphite-chamber furnace with
the specimen at high temperatures (See Appendix A), the metal-chamber furnace with N2 atmosphere
is utilized. Due to the heat transfer mechanisms of the furnace and the anisotropic properties of the
sample, an unexpected result is observed. Instead of the arms of the cross-shaped geometry slumping,
they rose at the end of the cycle, as illustrated in Fig. 6.25.

Figure 6.25 The deformation behavior of the cross-shaped sample in the metal-chamber furnace
with N2 atmosphere and a 5 K/min heating rate: the arms rise instead of slumping
at the end of the cycle.
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To mitigate undesired heat transfer effects and unknown influences, the heating rate for the subsequent
sample is reduced to 2 K/min in the metal-chamber furnace. Additionally, the sample is subjected
to debinding and pre-sintering at 1000 °C in the workshop furnace to minimize any interaction of the
binder with the furnace atmosphere during in-situ sintering. The deflections of the specimen at 1050 °C,
1200 °C, 1300 °C, and 1400 °C are displayed in Fig. 6.26.

(a) (b) (c) (d)

Figure 6.26 The deflection of the cross-shape sample, sintered with a heating rate of 2 K/min
in the metal-chamber furnace at (a): 1050 °C, (b): 1200 °C, (c): 1300 °C, and (d):
1400 °C.

The change of the indicated dimensions in Fig. 6.24a are measured with respect to temperature and
given in the range of 1050 °C to 1400 °C (See Fig. 6.27).
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Figure 6.27 The dimensional changes of the cross-shaped geometry as a function of temperature
in the range of 1050 °C to 1400 °C.

As expected, the thermal expansion causes a positive change in thickness ta at 1050 °C, where sintering is
still progressing slowly. However, the thickness decreases as sintering continues. The initial size increase
is not seen for width ba. This could be attributed to the measurement points selected on the cylinders
and the rigid motion of the furnace and specimen. The cylinders intersect with the cross-shape specimen,
causing different shrinkage/expansion rates, resulting in a tapered manner. The dimensional change is
measured at the middle height of the cylindrical features, where the borders’ width is smaller than the
initial configuration. Moreover, the rigid motion of the furnace and the specimen can hinder accurate
measurements, particularly in the lateral direction of fine features.

As seen in Fig. 6.27, the dimension changes of the thickness ta and the width ba match closely at
temperatures above 1180 °C. Thus, it is assumed that the dimension change below this temperature
follows this pattern, and the dimension change curve of b′a is replaced by the corrected curve ba. On the
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contrary, the relative height change δ, which represents the arm deflection, is measured relative to the
height change at the root of the arm; therefore, the height solely reduces.

Although the in-situ measurements successfully depict the deflection behavior with respect to tempera-
ture, it is still difficult to scale the determined apparent viscosity to other furnaces due to the following
reasons:

• The measurements are performed solely with a single GPD. Thus, the influence of initial density on
deflection measurements is not investigated.

• In the course of the measurement, it is observed that the sinter furnace and sintering atmosphere
impact the deflection behavior significantly. Therefore, the scalability of the measurements to other
furnaces is burdensome.

Since the validation and Proof of Concept (PoC) experiments will be done with the workshop furnace in
this study, and considering the fact that sintering is mainly performed under H2, new experiments in the
workshop furnace should be designed. The workshop furnace is enclosed, so it does not allow for in-situ
process monitoring. Therefore, sequential discontinuous sintering deflection experiments are conducted
instead. To simplify the geometry and address depowdering issues, a T-shape sample is used to measure
cantilever deflection at the end of the arm. 25 samples are printed with DPC so that the middle pillar
is parallel to the X axis, as shown in Fig. 6.28.
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Figure 6.28 The dimensions in mm and the printing orientation of the T-shape sample used for
measuring cantilever deflection in sequential discontinuous sintering experiments.
The DPC is not shown here.

Despite the geometry’s high estimated FI (about 65 % calculated by the failure prediction model), it
remains suitable for viscosity determination due to its convenient measurability of deflection. Five
different densities are studied to examine the effect of initial density on deflection. The samples are
sorted into five groups, each containing five members. To avoid debinding failures, the specimens are
firstly debound with live-setters and pre-sintered up to 950 °C with negligible density changes. Live-
setters support the arms from below and mitigate the bending stress at the root of the arms. They are
placed between the arm and the base, as seen in Fig. 6.29. To avoid sinter joining between the samples
and the live-setters, Al2O3 powder is applied to the contacting surfaces.

Next, other than a group with the green density (approximately 58 %), the other groups are sintered
individually at temperatures of 1050 °C, 1150 °C, 1250 °C, and 1350 °C for two hours to achieve four
different Initial Relative Density (IRD) of 67.6 %, 76.2 %, 80.6 %, and 91.9 %, respectively. The densities
are achieved solely with the MtV approach and not by destructive MA to preserve the geometries for
further measurements. The live-setters are again employed during the density preparations to prevent
arm deflection. The live-setters shrink with the samples and support the arms from below.
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Sintering setterT-Shape sample

Inserted 
live-setter

T-shape with DPC

Al2O3 separation layer

Live-setter

Figure 6.29 A T-shape sample with the DPC, a sample after breaking the cage, and a sample
with inserted liver-setters. A DPC is utilized to prevent potential damage to the T-
shape objects during depowdering. The DPC will be manually disassembled before
placing the T-shape object into the furnace. Live-setters are used to avoid arm
deflection during density preparation sintering jobs.

Then, five further sinter cycles are run, with the temperature raised to 1050 °C, 1150 °C, 1250 °C, 1350 °C,
and 1380 °C, respectively, held for two hours, and followed by cooling down to RT. In each sinter cycle
run, one sample is sintered from each group of different initial densities. Accordingly, five samples with
various initial densities are sintered in each cycle. The samples are sintered without any liver-setter to
measure the arm deflection. Fig. 6.30 illustrates the deflected geometries of samples with IRD of 58 %
at 1050 °C, 1150 °C, 1250 °C, and 1350 °C.

Figure 6.30 Example of the deflected T-shape samples with IRD of 58 % at sintering tempera-
tures of 1050 °C, 1150 °C, 1250 °C, and 1350 °C (from left to right).

The samples are 3D-scanned after the experiments. The beam deflection δmax equals the difference
between the top surface of the pillar and the top surface of the arm. Other than deflection, as presented
by Eq. 6.9, the length La, width ba, and thickness ta are measured. The mass of the arm ma is assumed
to be constant and is analytically determined by the average size and density of all the specimens in
green state. The determined mass is 2.54 g. The specimen’s density after the sintering is determined by
the MtV method. By considering the sintering time, the deflection rate with respect to temperature is
presented in Fig. 6.31 for the given initial densities. To provide comparison, the deflection rate of the
TOM specimen is also given in Fig. 6.31.
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Figure 6.31 The deflection rate with respect to temperature for different IRD of the sintered
T-shape samples.

6.2.2 Prediction of Green Part Properties

Green Part Density
The 3D interpolation method introduced in Sec. 4.3.2 is used to find a density field with respect to any
given position within the print chamber. This results in the creation of the GPPF for density. Fig. 6.32
shows the green part density distribution for all cubes distributed in the XY, XZ, and YZ planes.
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Figure 6.32 Green part density distribution of all cubes shown in the XY, XZ, and YZ planes,
obtained by the 3D interpolation method from GPPF.

Green Part Dimensions
Analog to the green part density, the dimensional deviation map function is generated by the 3D in-
terpolation method. Fig. 6.33 shows the deviations interpolated between all the collected cubes for any
given coordinate for X, Y, and Z dimensions. Dimensional deviation from the ”target” status in the
X, Y, and Z directions are plotted in Fig. 6.33a, 6.33b, and 6.33c, respectively. The figures plot each
direction’s deviation in the XY, XZ, and YZ planes. To simplify the process, the center of gravity of
desired parts should be given to the GPPF function, and as-print dimensions will be predicted.

64



CHAPTER 6. MODELING OF SINTERING DEFORMATION

0 200 400

X Coord. [mm]

0

150

300
Y

C
o
o
rd

.
[m
m

]
Dev. X (XY Plane)

0 200 400

X Coord. [mm]

5.0

22.5

40.0

Z
C

o
o
rd

.
[m
m

]

Dev. X (XZ Plane)

0 150 300

Y Coord. [mm]

5.0

22.5

40.0

Z
C

o
o
rd

.
[m
m

]

Dev. X (YZ Plane)

-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
0.6
0.8
1.0
1.2
1.4
1.6

D
ev

ia
ti

o
n

[m
m

]

(a)

0 200 400

X Coord. [mm]

0

150

300

Y
C

o
o
rd

.
[m
m

]

Dev. Y (XY Plane)

0 200 400

X Coord. [mm]

5.0

22.5

40.0
Z

C
o
o
rd

.
[m
m

]

Dev. Y (XZ Plane)

0 150 300

Y Coord. [mm]

5.0

22.5

40.0

Z
C

o
o
rd

.
[m
m

]

Dev. Y (YZ Plane)

-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
0.6
0.8
1.0
1.2
1.4
1.6

D
ev

ia
ti

o
n

[m
m

]

(b)

0 200 400

X Coord. [mm]

0

150

300

Y
C

o
o
rd

.
[m
m

]

Dev. Z (XY Plane)

0 200 400

X Coord. [mm]

5.0

22.5

40.0

Z
C

o
o
rd

.
[m
m

]

Dev. Z (XZ Plane)

0 150 300

Y Coord. [mm]

5.0

22.5

40.0
Z

C
o
o
rd

.
[m
m

]

Dev. Z (YZ Plane)

-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
0.6
0.8
1.0
1.2
1.4
1.6

D
ev

ia
ti

o
n

[m
m

]

(c)

Figure 6.33 The dimensional deviation map for all collected cubes interpolated with respect to
any given coordinate for (a): X, (b): Y, and (c): Z dimensions.

6.2.3 Generic Material Model
The required parameters to develop a generic material model for sintering deformation, including TEC,
apparent viscosity, sintering anisotropy, GS evolution, and sinter stress, are presented in this section.

Thermal Expansion Coefficient
The introduced dilatometry experiments in Sec. 6.2.1 are used to determine TEC. For this purpose, first,
the displacement behavior of the samples is classified into sintering and thermal expansion/shrinkage
portion concerning the respective SAT for each cycle. The initial and final density of the samples,
before and after the sintering, are assigned to the expansion and shrinkage fragments, respectively. The
instantaneous TEC αtec is calculated through Eq. 2.10 and then plotted with respect to temperature.
For instance, the TEC values of cycle-1 are shown in Fig. 6.34. Appendix B contains the TEC values of
the other cycles.

In the heating phase before the start of sintering, after a sudden TEC change at temperatures up to
160 °C, TEC increases gradually. As soon as densification is completed and during the cooling course,
TEC is significantly higher than that of the green parts.
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Figure 6.34 The instantaneous and predicted TEC values of X and Z specimens for cycle-1.

TEC can be explained as a function of relative density in percent and temperature as:

α = btec T + ptec ρrel + ctec, (6.10)

where btec, ctec, and ptec are material constants. The constants are determined as the average of the
fitted values to all TEC curves and are given in Tab. 6.13. For the curve fitting process, the printing
direction is irrelevant since no substantial difference is identified between the X and Z samples. The
predicted TEC using the mentioned coefficients for cycle-1 is also given in Fig. 6.34.

btec ptec ctec

[°C−2] [°C−1] [°C−1]

4.110 × 10−9 2.410 × 10−5 −4.330 × 10−6

Table 6.13 The material constants for the TEC as a function of relative density and temperature.

Apparent Viscosity
Fig. 6.35 displays the calculated apparent viscosity η0 by Eq. 6.9 from the cross-shapes’ deflection tests,
exposed in Sec. 6.2.1. The values of apparent viscosity obtained from the cross-shapes’ deflection tests
are observed to be influenced by the initial density of the specimens. However, as seen in Eq. 2.14 and
2.15, the determination of shear and bulk viscosity of the porous sintering bodies requires the apparent
viscosity of a fully dense material.

Hence, for the sake of generality, apparent viscosity should be determined for a fully dense material.
Nevertheless, it is found that measuring the deflection of specimens with higher IRDs is more challenging.
The reason for this difficulty is the high sensitivity of the viscosity values to deflection for specimens with
higher IRDs, which exhibit slight deflection. Yet, a specimen with nearly full density was also tested
using this method, and no substantial deflection could be observed. Consequently, the measured values
for different IRDs are utilized and scaled to calculate the apparent viscosity.
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Figure 6.35 The calculated apparent viscosity from the cross-shapes deflection tests with differ-
ent IRDs.

To mitigate the impact of density on apparent viscosity, a deviation band of 30 % from the average
value at each temperature is established. Through a process of curve fitting, it is determined that all
the apparent viscosity curves fall within the deviation band if they are divided by the 8th root of the
actual relative density, as shown in Fig. 6.36. This division factor helps normalize the viscosity values
with respect to the density and ensures that the apparent viscosity remains within the defined deviation
band. The resulted curves are named reference apparent viscosity ηref for each IRD. It should be noticed
that the unit of reference apparent viscosity ηref is the same as that of the apparent viscosity η0 since
the relative density values are given in percent. In other words, the reference apparent viscosity ηref is
equivalent to apparent viscosity η0 but normalized for all IRD values. The average of ηref curves can
be counted as η0 of the fully dense material (IRD equals 1.0), which is independent of the IRD.

By fitting an exponential function to the experimentally determined η0 of the fully dense material,
apparent viscosity η0 can be predicted for any temperature in the range of the study. For higher
temperatures up to 1400 °C, the function is assumed to be valid in this study. The apparent viscosity
function is presented as:

η0 = κη exp [cηT ] , (6.11)

where the values of κη and cη are provided in Tab. 6.14.

κη cη

[N m−2 s] [°C−1]

5.580 × 1018 −1.472 × 10−2

Table 6.14 The calibrated material model constants to determine apparent viscosity with respect
to temperature.
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Figure 6.36 The reference apparent viscosity ηref curves for different IRD values calculated
through dividing the apparent viscosity η0 by the 8th root of the actual relative
density.

Fig. 6.37 displays the determined apparent viscosity η0 of fully dense material, along with the measured
apparent viscosity of the different IRD values and the apparent viscosity calculated by a fitted expo-
nential function. In addition, the diagram includes the calculated apparent viscosity η0 with TOM for
comparison purposes.
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Figure 6.37 The final apparent viscosity η0 of the fully dense material, the apparent viscosity
calculated by a fitted exponential function, and the measured apparent viscosity
values for different IRD values.
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Sintering Anisotropy
Upon closer examination of the displacement curves of the sintering samples printed in the X and Z
directions, as shown in Fig. 6.20, it has been observed that the X samples exhibit a higher shrinkage
rate initially. However, as the specimens undergo further densification, the samples printed in Z exhibit
a faster rate of shrinkage. This suggests that the anisotropic shrinkage of MBJ parts is a function of
their density. By incorporating anisotropy factor Wij into Eq. 6.12, the contribution of each normal
component to the total viscoplastic strain rate is defined:

ϵ̇ij =
σ

′
ij

2ηs
+Wij

[
σm − σs

3ηb

]
δij . (6.12)

Wij represents the relation between shrinkage behavior in the X, Y, and Z directions. Thus, it is crucial
to catch the anisotropy ratio with respect to a reference direction. In this study, the X direction is chosen
as the reference, and Wij is defined as below:

W11 =
ϵxx
ϵxx

W22 =
ϵyy
ϵxx

W33 =
ϵzz
ϵxx

.

(6.13)

Since the displacement behavior in the X and Y directions is very close, W11 and W22 are assumed to
be equal, and evidently, W11 = 1. To determine W33, the displacement of Z samples is divided by the
respective value of X samples in each cycle. The density evolution of samples is calculated purely by
considering the shrinkage behavior in both directions to find the actual volume of the samples. That
means the radial and axial dimensions of the specimens at any time are derived from the respective
shrinkage curves. The anisotropy factor for all the cycles with respect to RD is shown in Fig. 6.38. The
resulting curves are filtered to smooth impulse noises or spikes.
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Figure 6.38 The anisotropy factor W33 for all the cycles as a function of RD. The curves are
filtered to smooth impulse noises or spikes.
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As the initial and final relative densities of the samples differ across different cycles, the anisotropy factor
is analyzed over a range of 60 % to 94 %, where data is available for all the cycles. The average of the
curves is considered as W33, which can be modeled by a second-degree polynomial function of RD as
below:

W33 = aW ρ2rel + bW ρrel + cW , (6.14)

where the material constants aW , bW , and cW are listed in Tab. 6.15.

aW bW cW

[−] [−] [−]

-11.7 19.0 -6.3

Table 6.15 Calibrated material model constants to determine sintering anisotopy factor W33 of
MBJ samples with respect to RD.

Grain Size Evolution
The values of GS obtained from the experimental results, as presented in Tab. 6.11 and Tab. 6.12 are
utilized to determine the parameters of the grain growth model described by Eq. 2.13. For this purpose,
the thermal cycles are given to the equation, and the final GS is predicted. The model parameters
are found in such a way that the GSs predicted by the model have the smallest distance from the
respective experimental values. By assigning the Square Root of Mean Square Error as the error metric
for predictions and by implementing of Response Surface Methodology, the material parameters are
identified sequentially in Ls-Opt [238]. Tab. 6.16 reveals the calibrated parameters.

Temperature Qg Ag

[°C] [kJ mol−1] [10−10 m2 s−1]

T < 1100 316 2.28

T ≥ 1100 108 2.28

Table 6.16 Calibrated parameters for the grain growth model used in the generic material model.

Sinter Stress
The given expressions for sinter stress in equations 2.16 and 6.3 should be calibrated for any new sintering
cycle and GPP. To develop a more general expression, which is aligned with the classical theories of
sintering, the following factors should be considered in the expression [19, 106, 110–112, 128, 148, 244,
245]:

• at higher temperatures, available surface energy increases,
• the available surface energy is dependent on the density of the material,
• as grains grow, available surface energy decreases,
• sinter stress is dependent on powder morphology and PSD.
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According to the given points, a generic expression is developed for sinter stress as below:

σs =
β
(

ρrel
ρref

)Ψρ
(

T
TSAT

)ΨT
(

G
G0

)ΨG

G
, (6.15)

where β is material constant, Ψρ is the exponential factor for density, ΨT is the exponential factor for
temperature, and ΨG is the exponential factor for GS. TSAT is the average of the measured sintering
activation temperatures presented in Tab. 6.12 and equals 946 °C.

The material constants are determined by minimizing the error between the measured and predicted
displacement curve and the final density of all seven cycles. This is accomplished by formulating a
multi-objective optimization problem and using Response Surface Methodology to identify the optimal
material constants. The sintering stress Eq. 6.15 is used to calculate the responses (displacement curve
and final density), taking into account the models for TEC, apparent viscosity, sintering anisotropy, and
GS. The Square Root of Mean Square Error is used as the error metric, and the optimization process is
performed using the Ls-Opt software.

To simplify the expression, the material constants are defined in three stages: the initial, intermediate,
and final stages of sintering. It should be noticed that the sintering stress is calibrated with the sintering
dilatometry experiments of the specimens printed in the Z direction. The calibrated material constants
are given in Tab. 6.17.

Relative density β ρref Ψρ ΨT ΨG

[%] [N m−1] [%] [−] [−] [−]

RD < 65 1.2 60 3.0 1.5 3.0

65 ≤ RD < 92 0.3 60 3.0 1.5 1.3

92 ≤ RD 28.3 60 3.0 1.5 -0.2

Table 6.17 The calibrated material constants for sinter stress in the generic material model of
sintering deformation are categorized by the initial, intermediate, and final stages of
sintering.

The calculated displacement curves of the cycles with the computed material constants are compared
with the experimental results in Fig. 6.39. The debinding phase is excluded from the calculations and
omitted from the experimental data to facilitate the comparison. In general, the calibrated generic
material model is able to capture the deformation behavior during sintering with reasonable accuracy.
However, the experimental data show more rapid densification during the intermediate stage, which may
result in more significant deformations during sintering.
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Figure 6.39 Comparison of calculated and experimental displacement curves for all seven cycles.
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6.2.4 Material Model Adjustment
The previous subsection introduced a generic material model to calculate sintering displacement. Yet,
due to the observed discrepancies in the experimental measurements, model fitting and calibrations,
scalability from labor machines to workshop machines, as well as environmental and manufacturing
changes, a further calibration step is presented here to increase the predictions’ accuracy. According
to this step, a T-shape geometry shown in Fig. 6.28 is manufactured with each new set of process
parameters. The as-print and as-sinter dimensions of the specimens are measured and used for the final
calibration. This approach offers a possibility to avoid time and cost-intensive labor measurements. It
uses the proposed generic material model as a base for the final calibration with a simple experiment.

As stated in Sec. 6.1.4, apparent viscosity and sinter stress are two of the most influential parameters
on predicted deformation and density. Thus, just these two parameters are modified to achieve higher
accuracy. To keep the complexity of final calibration as low as possible, it is assumed that the introduced
models in Sec. 6.2.3 maintain their fundamental structure and hold their core characteristics with respect
to porosity and temperature. Consequently, by introducing the offset variable for viscosity λov and the
offset variable for sinter stress λos, inspired by Eq. 6.7, the final calibration of apparent viscosity and
sinter stress can be performed with the following equations:

η0 = λov [κη exp [cηT ]] , (6.16)

σs = λos

β
(

ρrel
ρref

)Ψρ
(

T
TSAT

)ΨT
(

G
G0

)ΨG

G

 . (6.17)

To find the values of λov and λos, the T-shape geometry should be modeled with as-print dimensions
and simulated with the desired sintering cycle. An iterative optimization algorithm is used to determine
the values of λov and λos such that the predicted dimensions and final density converge towards the
experimentally measured dimensions, ba, Wt, Ht, and δ as well as final density ρ.

6.3 Proof of Concept
In this section, the presented DDNS approach is implemented to assess the accuracy of the method in
terms of density and dimensional accuracy after printing and sintering. For dimensional accuracy in
as-print and as-sinter states, two geometries are chosen: a bracket-like and a reversed-U shape. Fig. 6.40
demonstrates the dimensions and printing direction of the geometries. In the former, warpage as a result
of gravity, while in the latter, the effect of anisotropic shrinkage can be expected due to its height [28].
Furthermore, simple cubes are manufactured to assess the accuracy of estimations for GPP statistically.
For analyzing the exactness of density predictions, just the cubes are inspected.

6.3.1 Accuracy of Predictions for Green Part Properties
The proposed method is used to find a density or dimensional deviation map within the print chamber
for any given geometry. Nonetheless, with the available measuring systems, it is difficult to determine
the density distribution of complex green parts. Therefore, the same standard cubes as those used in
Sec. 6.2.1 are randomly distributed within 20 different print jobs for validations. Three to seven cubes are
randomly placed within each print job based on available space. The densities and dimensional deviations
of the validation cubes are then recorded in relation to their position within the print chamber.
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Figure 6.40 Illustration of the two geometries chosen for the assessment of the DDNS approach,
(a): bracket-like geometry and (b): reversed-U geometry. The print orientation is
detectable through the given coordination system for each geometry.

Density
Fig. 6.41 displays the density distribution of the validation cubes. In order to enable a comparable
visualization with the initial data-collection method, the cubes are classified into two categories: level 1
for cubes with a positioning height of less than 30 mm and level 2 for cubes with a height of greater than
30 mm. It should be noted that due to the random positioning of validation cubes, some areas within
the print chamber are not covered by the cubes.
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Figure 6.41 The density distribution of validation cubes is classified into two categories, (left):
level 1 for cubes with a positioning height of less than 30 mm and (right): level 2
for cubes with a positioning height of greater than 30 mm.

To evaluate the accuracy of the method, a comparison is made between the conventional method and
the proposed method in this study. In the conventional method, the average density value of previous
experiments is considered GPD. In the data-driven method, not only GPD varies with respect to the
part position, but also density variations within each part can be estimated. Fig. 6.42 and Fig. 6.43
enable the comparison between the two methods. In Fig. 6.42, validation cubes are compared with the
average density (57.85 %) extracted from the initial data-collection cubes in Sec. 6.2.1. The comparisons
are made in the XY, XZ, and YZ planes. The error between the estimated density by GPPF and the
validation cubes is shown in Fig. 6.43. It should be noted that the absolute value of the deviations from
the validation cubes is considered the error in all figures.
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Figure 6.42 Deviation between the measured density of PoC cubes and the conventional method.
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Figure 6.43 Deviation between the measured density of PoC cubes and GPD by GPPF.

The comparison of the error plots shows that the GPD estimation error in the GPPF approach is smaller
than that of the conventional method. The average error in the conventional method is 0.35 % with 0.26 %
StD, while the error drops to an average of 0.17 % with 0.10 % StD for the data-driven method.

Dimensions
Similar to density distribution plots, dimensional deviations of the validation cubes are represented in
two levels. Fig. 6.44 shows the deviations in the X, Y, and Z directions sorted by print height.
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Figure 6.44 Dimensional deviations of the PoC cubes in the X, Y, and Z directions, sorted by
print height. The distribution is shown in the XY layout of the printing chamber.
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For assessing the accuracy of dimensional deviation predictions, the conventional method and the data-
driven method (GPPF) are compared. For the conventional method, the average deviation of the initial
data-collection cubes given in Tab. 6.9 is compared with the dimensional deviation values of the validation
cubes. The accuracy of the conventional method is seen in Fig. 6.45. The prediction errors with the
data-driven method are presented in Fig. 6.46 for the X, Y, and Z directions.
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Figure 6.45 The accuracy of the conventional method in predicting the dimensional deviation of
PoC cubes in the X, Y, and Z directions.
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Figure 6.46 The prediction errors of the data-driven method (GPPF) for the X, Y, and Z direc-
tions.

Tab. 6.18 reveals the average and standard deviation of estimation errors between the conventional and
data-driven methods. The given comparison in the heatmap figures and the standard deviation values
explain that the estimation accuracy has been increased by the data-driven method for dimensional
deviation in the Z direction. On the contrary, the predictions’ accuracy remains unchanged for the X
and Y directions.

Direction Conventional Data-driven

Average StD Average StD

[mm] [mm] [mm] [mm]

X 0.03 0.1 0.04 0.1

Y 0.04 0.03 0.05 0.02

Z 0.1 0.34 0.1 0.01

Table 6.18 The average and standard deviation of estimation errors between the conventional
and data-driven (GPPF) methods for dimensional deviation.

Two bracket-like and two reversed-U specimens are printed for further accuracy studies. The bracket-like
samples are printed so that the bridge parallels the Y axis, whereas the reversed-U geometries are printed
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in a standing position. The printed parts are scanned and compared with the nominal dimensions. A
Reference Point System (RPS) is defined for aligning the scanned data on the desired CAD geometries,
which eliminates the exaggerated accuracy of the best-fit alignment method. Tab. 6.19 provides data
regarding the coordinates of the Center of Gravity (CoG) for each sample within the print chamber,
along with the as-print dimensions of the samples and the predicted dimensions obtained through the
interpolation method.

Specimen CoG Coord. As-print Predicted

[X, Y, Z] L B H L B H

mm mm mm mm mm mm mm

Bracket-like 1 [297, 124, 37] 65.00 15.06 19.00 64.99 15.18 19.07

Bracket-like 2 [295, 248, 37] 65.01 15.16 19.04 65.01 15.21 19.07

Reversed-U 1 [232, 38, 27] 65.99 12.01 48.39 66.03 12.1 48.50

Reversed-U 2 [354, 200, 27] 66.01 12.04 48.29 66.01 12.08 48.41

Table 6.19 As-print and predicted dimensions of the bracket-like and reversed-U geometries.

Similar to the validation cubes, the deviations in the printhead and recoater directions (X and Y di-
rections, respectively) for both bracket-like and reversed-U geometries are found to be insignificant.
Therefore, to evaluate the accuracy of the proposed approach, the deviations in the build direction (Z
axis) are considered, specifically the B dimension in the bracket-like geometries and the H dimension in
the reversed-U geometries. Despite the fact that the interpolation function (GPPF) overestimates the
actual dimensions for both geometries, it demonstrates an improved capability to predict dimensions
with greater precision compared to exclusively considering nominal green dimensions.

6.3.2 Accuracy of Sintering Simulations
The DDNS model is incorporated into the FE solver Abaqus/CAE 2020, utilizing a coupled temperature-
displacement analysis. To model the viscoplastic portion of the sintering deformation, the user-defined
material models CREEP and USDFLD are utilized [227].

Bracket-like and reversed-U geometries are sintered with two different sintering cycles to inspect the
ability of the DDNS approach. The first sintering cycle is cycle-1, already introduced in Sec. 6.2.1. The
second chosen thermal regime is not identical to any of the previous cycles. To avoid any confusion with
the previous cycles, this thermal cycle is called cycle-8. Both cycles are plotted in Fig. 6.47.

In order to apply the DDNS approach, it is necessary to perform a final calibration using T-shape samples
for both sintering cycles. Two T-shape samples are printed and sintered using the workshop furnace with
each cycle. The necessary dimensions for calibration are obtained by 3D-scanning, and the results are
provided in Tab. 6.20.
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Figure 6.47 The thermal regimes of two different sintering cycles, used for sintering of bracket-
like and reversed-U geometries to assess the accuracy of the DDNS approach.

Cycle As-print As-sinter

ba Wt Ht δ GPD ba Wt Ht δ SPD

[mm] [mm] [mm] [mm] [%] [mm] [mm] [mm] [mm] [%]

Cycle-1 10.02 9.02 24.18 0.03 58.6 8.49 7.65 19.85 4.9 97.8

Cycle-8 9.99 9.02 24.21 0.02 58.3 8.61 7.9 20.24 3.2 96.1

Table 6.20 The dimensions of the T-shape samples sintered with cycle-1 and cycle-8.

Cycle-8 involves a longer densification time at 1050 °C followed by another densification step at 1250 °C.
In contrast, cycle-1 has a maximum sintering temperature of 1380 °C, which is higher than cycle-8’s
maximum temperature of 1350 °C. The apparent viscosity increases as densification occurs at lower tem-
peratures, as shown in Fig. 6.37, resulting in a smaller arm deflection for the cycle-8 sample. Additionally,
there is a noticeable difference in the achieved SPD between the workshop furnace and dilatometry ex-
periments for cycle-1, with the sample exhibiting an SPD of approximately 98 %, which is higher than
the 95 % SPD obtained from dilatometry samples.

Using the measured dimensions of the T-shape parts, the offset variables λov and λos in Eq. 6.16 and
Eq. 6.17 are determined. The calibrated offset variables are employed to simulate the bracket-like and
reversed-U samples with the respective sintering cycles. Based on the CoG coordinates and the enveloped
space of the geometries in the print chamber, inhomogeneous density fields are taken from the GPPF
and assigned randomly to the input green parts for simulations. The initial dimensions of the green parts
are also adjusted with appropriate scaling factors to match the given predicted values in Tab. 6.19. The
calibrated values of λov and λos for cycle-1 and cycle-8, as well as the range of GPD for each sample,
are provided in Tab. 6.21.

FE models of the samples are prepared with the indicated data. Since the printing and sintering direction
of the bracket-shape samples are not identical, anisotropy factors are adjusted accordingly. The generated
FE decks are simulated with the respective sintering cycles. Then, the manufactured green parts are
sintered with the planned sintering cycles, scanned, and later metallographically analyzed to evaluate
the simulation results.
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Specimen GPD range Sintering
cycle

λov λos

[%] [−] [−]

Bracket-like 1 [58.1, 58.4] Cycle-1 0.9 1

Bracket-like 2 [57.8, 58.1] Cycle-8 1.9 2.1

Reversed-U 1 [57.4, 58.3] Cycle-1 0.9 1

Reversed-U 2 [57.6, 58.2] Cycle-8 1.9 2.1

Table 6.21 Considered GPD of the samples and the determined values of λov and λos for cycle-1
and cycle-8.

Final Density
According to the results depicted in Fig. 6.48, the cross-sectional analysis of the bracket-like specimens,
conducted in the midpoint of the samples, reveals that the sample sintered with cycle-1 reaches an SPD
of about 97.9 %, while the one with cycle-8 densifies to 96.0 %. The predicted densities by simulations
are 98.4 % and 96.3 % for the cycle-1 sample and the cycle-8 sample, respectively.
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Figure 6.48 Predicted density of the bracket-like geometry compared with metallographic evi-
dence on the displayed cross-section for (a): cycle-1 and (b): cycle-8.

Fig. 6.49 presents the results of the density analysis conducted on the reversed-U samples. The sample
sintered with cycle-1 exhibits a mid-section density of approximately 98.5 %, while the cycle-8 sample
achieves a density of around 96.6 %. Simulations of the cycle-1 and cycle-8 models predict densities of
98.0 % and 96.3 %, respectively. The simulation results align well with the experimental findings across
all the conducted investigations.
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Figure 6.49 Predicted density of the reversed-U geometry compared with metallographic evi-
dence on the displayed cross-section for (a): cycle-1 and (b): cycle-8.
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Dimensional Accuracy
The comparison between the predictions by simulations and the sintered samples is presented in Fig. 6.50.
A tight tolerance of 0.5 mm is considered for the accuracy analysis. The RPS approach is utilized for
aligning the scan data on the simulation predictions.

The results of the surface deviation analysis confirm the accuracy of predictions. All four predictions ful-
fill the prescribed tolerance. The predicted deformation of the reversed-U samples touches the tolerance
limit, particularly near the legs where the specimen is in contact with the sinter-setter. (See Fig. 6.50c
and Fig. 6.50d for cycle-1 and cycle-8, respectively.) The complex interaction of friction and gravity
causes significant nonlinear deformations in those areas, making the predictions more challenging.
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Figure 6.50 Deviation analysis between the predicted deformations and as-sinter samples (a):
bracket-like geometry sintered with cycle-1, (b): bracket-like geometry sintered with
cycle-8, (c): reversed-U geometry sintered with cycle-1, and (d): reversed-U geom-
etry sintered with cycle-8.
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6.4 Conclusion
The SOVS material model was calibrated inclusively for MBJ with various experiments such as thermo-
optical cyclic loading, metallographic analyses, and dilatometry experiments. Using the calibrated ma-
terial model, the sintering deformation of two samples was predicted using FE analysis. However, the
accuracy of the predictions did not meet a tolerance of 1 mm, particularly for larger geometries. A
sensitivity analysis of the model revealed that GPD, sinter stress, and apparent viscosity are key factors
affecting sintering deformation and final density. Additionally, the anisotropic densification of MBJ
parts and the dimensional accuracy of green parts can also impact final dimensions.

Based on the results of these analyses, a data-driven material model was constructed to predict sintering
deformation using the SOVS model. The model estimates GPD and dimensions through an interpolation
function that was established using data collected from multiple printed cubes across the print chamber.
This interpolation map was then validated using cubes, a bracket-like geometry, and a reversed-U geom-
etry. Results showed that the accuracy of density estimations for green parts improved when compared
with conventional averaging methods. The interpolation function overestimated the dimensions of the
bracket-like and reversed-U samples in the build direction; nonetheless, it provided a higher predictive
precision than reliance solely on nominal green dimensions.

To propose a more generic model of sintering deformation, multiple dilatometry and sequential discontin-
uous sintering deflection experiments were conducted. A final tuning method was suggested to improve
the accuracy of the model and adjust it for new manufacturing parameters. Both samples used for the
validation of the interpolation function were sintered with two different cycles to assess the accuracy of
the sintering deformation model. The simulations’ predicted deformations were found to be within a
tolerance of 0.5 mm from the experimental samples for both geometries.
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Chapter 7

Compensation for Sintering Deformation

In the previous chapter, the DDNS approach was presented to capture the deformation of parts during
sintering. In this chapter, a procedure is developed to compensate for sintering deformations and achieve
dimensionally accurate MBJ parts. For this purpose, in the first section, an algorithm is introduced,
which iteratively compensates for the predicted deformations by numerical simulations. In the second
section, a compensation scheme is presented, which takes advantage of experimental data to achieve
tighter dimensional tolerances. Both approaches are then validated by MBJ samples, and finally, a
summary of the chapter is given.

7.1 Numerical-based Compensation
An iterative computational framework is given to compensate for sintering deformations. In the first
iteration, sintering geometry S0 is discretized, and the respective FE model M0 is passed to the DDNS
deformation function Γ. As a result, a corresponding deformation map function δ is given. In the
iterative computational framework, δi is the resulting deformation map of the ith iteration number of
the compensations, which generates the FE model of Mi. For the first iteration, this can be formulated
by: Γ(M0) =M0→1

δ1(n
j
0) = nj

0→1,
(7.1)

where M0→1 is the first deformed FE model, δ1 is the first deformation map function, nj
0 is the jth

node number of the initial FE model, and nj
0→1 is the jth node of the first deformed FE model M0→1.

A displacement field ξji is extracted from the deformation map function δi for each node j. Through
reversing the displacement field, the updated node nj

i+1 in the FE model Mi+1, corresponding to the
node nj

i in the FE model Mi, is obtained by:

nj
i − ξji+1 = nj

i+1. (7.2)

The updated configuration is simulated again with the same boundary conditions. This iterative process
continues until an error or convergence criteria is met. Using the Root Mean Square (RMS) method, the
deviation between the target configuration (equivalent to M0) and the current configuration in iteration
i can be computed. The RMS error in the X, Y, and Z directions for each iteration is calculated by:
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errx =

∑N
j=1(x

j
i − xj0)

N

erry =

∑N
j=1(y

j
i − yj0)

N

errz =

∑N
j=1(z

j
i − zj0)

N
,

(7.3)

where N is the number of nodes in the FE model, and the overall RMS error is defined by:

errRMS =

√
(err2x + err2y + err2z)

3
. (7.4)

This process continues until an error criterion is met. A user-defined value is set as the threshold for
maximum allowable deviation and is compared at each iteration with RMS error. After achieving the
convergence criteria, the FE model resulting from the last iteration is the pre-deformed or compensated
model of M0.

For the implementation of the algorithm, after each simulation run, the displacement vectors are read
and reversed by a Python script; consequently, the next FE model is prepared. As soon as the defined
deviation threshold is achieved, the compensated vectors are imported into ANSA, and the vectors are
mapped to the initial CAD geometry S0. By using the morphing function in ANSA, the respective
compensated geometry S−1

i (also alternatively called CAD−1 of S0) is generated, where i denotes the
iteration number of the compensation process. In this stage, the CAD model S−1

i can be printed and
consequently sintered. The resulting sintered geometry is expected to lay within an acceptable tolerance
range from the target geometry S0 after undergoing sintering-induced deformations. The procedure of
the numerical compensation approach is given in Fig. 7.1.

Start

Initial 
CAD

Create FE 
Discretization

Create Simulation 
Deck File

Run Simulation

Extract Displacement 
Fields Convergence ? Do Mesh 

Morphing

Update 
Model

End

No

Yes

Figure 7.1 The algorithm for the numerical-based compensation.

84



CHAPTER 7. COMPENSATION FOR SINTERING DEFORMATION

7.2 Experimental-based Compensation
Followed by a numerically compensated geometry, a further pre-deformation step based on experimental
data can be carried out to achieve higher dimensional accuracy. In this connection, the numerically
compensated Si model is manufactured; the as-sinter configuration is scanned and labeled as S′

i.

To prepare an experimental-based compensated model, the as-sinter configuration S′
i is aligned with

the target geometry S0 using the RPS approach. Then, the deviation vectors between the target and
as-sinter states are extracted. The deviation vectors are reversed and mapped to the latest compensated
model S−1

i , which previously had led to S′
i.

To compute the deviation vectors between the target and as-sinter geometries, a technique that utilizes
the ray tracing approach and is a widely-used method in 3D computer graphics can be employed [246,
247]. The underlying principle of the technique is to trace a ray from a point of interest P on surface
S0 and detect its intersection with surface S′

i. The intersected tracing ray can determine the deviation
vectors between both geometries. Assume a target surface S0 and the respective manufactured surface
S′
i in Fig. 7.2a.

Normal vectors �𝑁𝑁 on S0

Calculated deviations

S0

S’i

P Q
𝒅𝒅

P 𝒓𝒓

(a)

Displacement normal �𝜉𝜉𝑖𝑖 from FE 
simulations on S0

Calculated deviations

S0

S’i

P 𝑸𝑸𝒆𝒆𝒆𝒆𝒆𝒆

𝚵𝚵

P

𝒓𝒓𝒆𝒆𝒆𝒆𝒆𝒆

(b)

Figure 7.2 Finding deviation between target and as-sinter geometries with (a): the ray tracing
approach and (b): with the help of displacement vectors from the numerical simula-
tions.

According to the ray tracing approach, the distance between the point P and surface S′
i equals the length

of the emitted ray from the point P to the point of intersection on surface S′
i. To compute the distance,

the given steps should be followed:

1. Trace a ray from the point of interest P in the direction of N̂ towards surface S′
i. N̂ is the normal

unit vector of surface S0 at point P .

r⃗ = P + t N̂ , (7.5)

where r⃗ is the ray and t is a parameter that controls the range of the ray.
2. Find the intersection of the ray with S′

i with an intersection algorithm such as those developed by
[248–250].

3. If the ray intersects surface S′
i at point Q, the deviation between P and surface S′

i is defined by the
vector from P to Q.

d⃗ = Q− P, (7.6)

where d⃗ is the deviation vector between P and S′
i.
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The accuracy of the compensation process can be increased if the deviation vectors are determined in such
a way that they replicate the nature of shrinkage and warpage in the sintering process. To enable this,
the direction of the tracing rays (unit normal vector N̂ of surface S0 in the original version) is substituted
by the normalized displacement vectors ξ̂i from the last compensation iteration i of numerical simulation
(See Fig. 7.2b). Finally, using the unit displacement vectors ξ̂i, Eq. 7.5 and Eq. 7.6 can be respectively
rewritten as below:

r⃗exp = P + t ξ̂i, (7.7)

and
Ξ⃗exp = Qexp − P, (7.8)

where r⃗exp is the ray in the direction of the unit displacement vector ξ̂i on point P , Qexp is the resulting
point of intersection between the ray r⃗exp and S′

i, and Ξ⃗exp is the determined deviation vector between
P and S′

i. The deviation vectors Ξ⃗exp are reversed and superimposed with the reversed displacement
vectors ξ⃗−1

i extracted from the last iteration of the numerically compensated model Mi. The resulting
vectors are mapped on the initial CAD geometry S0, and an experimentally-based compensated CAD
model of S−1

i−exp is prepared.

7.3 Proof of Concept
In this section, two crash reinforcement parts are considered for the validation study of compensation
methods. Part-A and part-B are demonstrated in Fig. 7.3 and Fig. 7.4, respectively.

IP1

IP3

ID1=49.7 mm

ID2=59.6 mm

IP2

IP4

Figure 7.3 Crash reinforcement part-A .

IP1
IP4 ID1= 66.1 mm

ID2= 77.6 mm IP3

IP2

Figure 7.4 Crash reinforcement part-B.
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To inspect the dimensional accuracy of the parts and due to the complexity of the geometries, a shape-
coining method is used to easily mark any Inspection Point (IP) after printing and sintering. Four
IPs are defined on each geometry. The IPs are connected in a pairwise manner via an imaginary line
to construct Inspection Dimension (ID). Furthermore, RPS points are defined for the alignment of the
parts. The compensated CAD of part-A will be printed at the CoG coordinate of [139, 204, 38] mm,
while part-B at [215, 60, 43.5] mm.

At first, both geometries are numerically compensated and the results are compared with the experimen-
tal evidence. In the numerical-based compensation section, an International Tolerance (IT) grade of 14
is chosen for deviation analysis [251], which is an acceptable grade in metal AM [252–254]. To achieve
tighter tolerances and fulfilling an IT13 grade standard, one of the parts is experimentally compensated,
manufactured again, and checked for dimensional accuracy. The tolerance values are found in mm for
IT13 and IT14 grades by considering the largest dimension of the parts in the direction of the respective
IDs. The dimension of both parts in the ID-direction lies within a range of 50 mm to 80 mm, resulting
in allowable tolerance of 0.74 mm in IT14 grade and 0.46 mm in IT13 grade [251].

7.3.1 Numerical-based Compensation
The GPD ranges, as well as the printing scale factors according to the CoG coordinates, are first extracted
from GPPF. The corresponding DDNS model, including the λov and λos factors for cycle-1, is used for
the simulations. A deviation threshold of 0.01 mm is considered for the compensation algorithm. Fig. 7.5
plots the procedure of the compensations schematically for part-A. For the numerical compensation stage,
first, the initial CAD model is discretized, and sintering deformation simulation is performed with given
material model constants as well as thermal cycle. The compensation process is performed alliteratively
until the desired deviation threshold is achieved. Subsequently, the deformation vectors are morphed
on the CAD model, and the part is manufactured. Finally, the manufactured part is scanned, and a
deviation analysis is performed.

CAD Sintering Simulation Deformation 
Compensation Manufacturing

Figure 7.5 Numerical-based compensation workaround on part-A.

Three iterations are required for both geometries to reach the defined deviation threshold, and conse-
quently, the compensated CAD−1

3 models are prepared. The subscript 3 refers to the iteration number
from which the displacement vectors are extracted. The compensated CAD−1

3 models are manufactured,
as visible in Fig. 7.6.
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(a) (b)

Figure 7.6 (a): The manufactured part-A and (b): the manufactured part-B.

The sintered parts are scanned and compared with the target model, as seen in Fig. 7.7 for part-A and
in Fig. 7.8 for part-B. Each figure contains an absolute dimension control with the predefined IDs and
a surface deviation analysis. The maximum and minimum deviation values on the legends are set to
± 0.74 mm, which is equal to the IT14 grade.

IIDD--11
Nominal Actual Dev. Check

L +49.72 +49.61 -0.12

IIDD--22

Nominal Actual Dev. Check

L +59.62 +59.83 +0.21

(a)

Surface Deviation[mm]

-0.74

-0.60

-0.45

-0.30

-0.15

0.00

0.15

0.30

0.45

0.60

0.74

+0.30

+0.10
-0.35

+0.19

-0.55

-0.51-0.21
-0.08

+0.04

+0.10

+0.71

(b)

Figure 7.7 Dimensional accuracy control of part-A, compensated by the numerical-based ap-
proach; (a): absolute dimension control with the predefined IDs and (b): surface
deviation analysis.

The monitoring of surface deviation outcomes and ID controls confirm that the fabricated geometries
resulting from the compensated CAD−1

3 models are within the prescribed tolerance limits. This demon-
strates that the compensation approach based on numerical analysis is capable of compensating for
the deformation that occurs during the sintering of industrial parts while ensuring that the resulting
dimensions conform to the specified IT14 grade.

Despite meeting the required level of accuracy, a significant deviation persists in part-A near the area with
+0.71 mm deviation label, which almost touches the tolerance limit. This region experiences substantial
deformation due to inadequate support from below and is also susceptible to buckling phenomena arising
from the thin walls. The discrepancy between the compensated geometry and the target geometry can
be attributed to the inadequacy of the simulations with the given element sizes and material model, as
they do not fully capture the aforementioned effects. In the case of part-B, deviation labels with absolute
values of about 0.70 mm are also observed. However, this is related to the surface quality of the scan
data and the generated local bulges during the scan-data processing.
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IIDD2
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(b)

Figure 7.8 Dimensional accuracy control of part-B, compensated by the numerical-based ap-
proach; (a): absolute dimension control with the predefined IDs and (b): surface
deviation analysis.

7.3.2 Experimental-based Compensation
Part-A is chosen for further optimization in terms of dimensional accuracy. The scanned data in the
previous step is compared with the target geometry. As explained in Sec. 7.2, the deviation vectors from
the target geometry are calculated and reversed. The reversed vectors are mapped to the CAD−1

3 model,
and the subsequent CAD−1

3−exp is created.

The CAD−1
3−exp model is printed in the same position as CAD−1

3 and sintered again. The surface deviation
comparison between the sintered geometry and the target CAD is made in Fig. 7.9. The figure shows
that the manufactured part reaches an IT13 grade.
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Figure 7.9 Dimensional accuracy control of part-A, compensated by the experimental-based ap-
proach; (a): absolute dimension control with the predefined IDs and (b): surface
deviation analysis.
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To demonstrate the enhancement of dimensional accuracy resulting from an additional fine compensation
via the experimental-based approach, a comparison is made between the surface deviation analysis of two
configurations: one utilizing the purely numerical-based method and the other utilizing the additional
experimental-based approach. The results of this comparison are presented side-by-side in Fig. 7.10 with
an IT14 legend. Fig. 7.10a shows the results of the purely numerical-based method, while Fig. 7.10b
depicts those with the additional compensation step using the experimental-based approach.
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Figure 7.10 Surface deviation analysis of part-A, (a): with numerical-based approach and (b):
with experimental-based approach.

7.4 Conclusion
A method was developed to compensate for sintering deformation with two approaches, a numerical-based
method and an experimental-based one. The former approach entails discretizing the sintering geometry
and passing it to a deformation function calculated by sintering simulations to obtain a deformation
map. This map is used to generate a deformed FE model, which is updated iteratively until an error
or convergence criteria is met. The RMS method is used to calculate the deviation between the target
configuration and the current configuration in each iteration. The process continues until the error is
minimized, indicating that the sintering deformations are compensated.

The experimental-based method to achieve higher dimensional accuracy involves a pre-deformation step
based on experimental data, which are obtained from a numerical-based compensated geometry. This
is done by manufacturing a numerically compensated model and scanning it to attain an as-sinter
configuration labeled S′

i. The as-sinter configuration is aligned with the target geometry S0 using a ray
tracing approach to determine deviation vectors between S′

i and S0. The accuracy of the compensation
process is improved by using normalized displacement vectors from the last compensation iteration of
numerical simulations instead of the normal unit vector of S0. The resulting deviation vectors are then
superimposed with reversed displacement vectors from the last iteration of the numerically compensated
model and mapped onto the initial CAD geometry to prepare an experimentally-based compensated
CAD model S−1

i−exp.

By validating the methods, an IT14 grade was achieved for MBJ industrial components with the
numerical-based method. The dimensional accuracy was increased through the experimental-based
method, fulfilling the IT13 grade.
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Chapter 8

Summary and outlook

8.1 Summary
The current research has presented physics-based data-driven numerical frameworks as a solution to the
challenges encountered in the manufacturing process of intact and precise components using metal binder
jetting technology. These challenges are addressed by accomplishing three primary objectives: predic-
tion of debinding failure, developing numerical simulation of sintering deformation, and implementing
compensation techniques to counteract sintering deformation.

For failure prediction of debinding, experimental analysis utilizing thermo-optical and TGA tech-
niques has revealed that failures predominantly occur during debinding, even at temperatures lower than
400 °C, when the binder is removed. A DoE study involving 853 tensile and bending self-stressing spec-
imens has identified stress and print direction as the crucial parameters contributing to crack formation
and failures during the debinding process. A static numerical simulation has been employed to calculate
stress values on the self-stressing specimens. The stress values, combined with recorded print direction
and failure data from experiments, have been used to develop a Weibull distribution model to predict
the failure likelihood in MBJ components.

Validation experiments performed on other self-stressing geometries and a manifold geometry have in-
dicated that while the model tends to overestimate the failure probability of components, it effectively
identifies regions prone to failure. The introduced model enables the exploration of components’ man-
ufacturability through rapid numerical simulations, eliminating the need for expensive trial-and-error
experiments. This model can be utilized to redesign areas susceptible to failure or modify manufactur-
ing parameters in order to mitigate adverse manufacturing issues.

To develop numerical simulation of sintering deformation, the SOVS model has been calibrated
for MBJ with various experiments. The calibrated SOVS model demonstrates the capability to capture
sintering deformation in MBJ. However, when applied in its conventional form, the model falls short of
accurately predicting deformations within a 1 mm tolerance for industrial-sized geometries. Moreover, the
model needs further development to tackle specific challenges encountered in MBJ, such as heterogeneous
density distribution and dimensional accuracy of green parts, as well as anisotropic shrinkage behavior.

A computational framework combining physics-based principles with data-driven approaches has been
developed to enhance the accuracy of calculations. A statistical model utilizing interpolation techniques
based on previously printed parts has been introduced to predict the dimensions and density of green
parts. Proved by validations, the statistical interpolation method outperformed conventional methods
in accurately predicting the density and dimensions of green parts. Extensive experiments have been
conducted to determine the anisotropic shrinkage behavior, sinter stress, and apparent viscosity of MBJ
samples. These findings have been incorporated into the SOVS model, resulting in the development of a
generic material model for calculating sintering deformations, effectively addressing the MBJ challenges.
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By employing this physics-based data-driven model, the prediction accuracy of sintering deformations
in MBJ has been significantly enhanced, achieving a tolerance of 0.5 mm.

Compensation techniques for sintering deformations have been presented by introducing a re-
versed deformation mapping algorithm. This algorithm employs an iterative approach to calculate and
compensate for sintering deformations using the data-driven numerical model, continuing the process
until a specified tolerance is attained. The compensated deformations have been then morphed into
CAD models for printing. Experimental evidence from two industrial-related parts has demonstrated
that the purely numerical-based compensations achieve an IT14 grade, meeting the dimensional accuracy
requirements.

Although the proposed data-driven numerical model for sintering deformations demonstrates good ac-
curacy, it does not consider all manufacturing parameters that can affect deformation behavior, such
as PSD or powder revision. To address this, an experimental-based compensation method has been
presented. This method measures deviation vectors between target and as-sinter configuration of nu-
merically compensated geometries, maps them to previous numerical calculations, and compensates for
sintering deformations. Using this method, a tighter IT grade of 13 has been achieved, thereby enabling
MBJ to attain a higher technological readiness level.

8.2 Outlook
To further advance the understanding and optimization of MBJ manufacturing, future work could focus
on several aspects. Firstly, the presented simulation-based Weibull model for predicting debinding
failures should be further validated with experimental evidence. In addition, the effect of influencing
factors such as temperature gradient, furnace vibrations, and relative movement of specimens with
respect to the sintering set-up should be identified systematically. Deterministic numerical methods
could be employed to study the failure likelihood during debinding, which can provide insights into
understanding and optimizing the debinding process.

To improve the prediction accuracy of green part properties, numerical approaches that simulate the
printing process, including the interaction of powder spreading and binder application, can be employed.

The limitations of the given data-driven numerical simulation approach for sintering deformations should
be studied further to spot its application area. Different printing and sintering parameters should be
used to evaluate the accuracy of the model. To develop more accurate material models, future work can
focus on conducting more precise experiments to determine the viscosity and anisotropy behavior of MBJ
powder skeletons using thermo-optical measurements. Moreover, considering other process parameters,
such as powder distribution size in the material models, can increase the reliability of the simulations.
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Appendices

A Appendix A
To monitor the deflection behavior in the graphite-chamber furnace with H2, the manufactured green
part is heated up to 1400 °C with a 5 K/min heating rate. Unexpectedly, it was observed at 1380 °C
that the arms of the sample melted onto the base, as shown in Fig. A.1.

Figure A.1 The melted cross-shape geometry in the graphite-chamber furnace.

To investigate the reason, the carbon content of the sample is analyzed with a C-LECO C Analysator
C744 manufactured by LECO Corporation [255]. It is found that the carbon content increased
to 1.27 %, which differs significantly from the carbon content of the parts sintered in the workshop
furnaces (0.0262 %). Consequently, it can be inferred that the material properties, including the melting
temperature [45, 46], differ from that of the sintered SS316L in the workshop furnace. The graphite-
chamber furnace appears to react with the sample at higher temperatures.
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The TEC values of cycles 2-7 are shown in Fig. B.2.
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Figure B.2 The instantaneous and predicted TEC values for X and Z specimens sintered with
(a): cycle-2, (b): cycle-3, (c): cycle-4, (d): cycle-5, (e): cycle-6, and (f): cycle-7.
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