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Zusammenfassung

Die Optimierung chemischer Reaktionen im Hinblick auf eine effizientere Energie-
nutzung sowie die Einführung neuer Prozessrouten sind wichtige Faktoren, um das
Ziel der Klimaneutralität in der chemischen Industrie erreichen zu können. Da chemi-
sche Reaktoren jedoch blickdicht und unzugänglich für viele Messmethoden sind, ist
eine Bewertung der Effektivität verschiedener Optimierungsmaßnahmen nur schwer
möglich. Die Magnetresonanztomographie (MRT) bietet mehrere Möglichkeiten,
die an der chemischen Reaktion beteiligten Stoffe nicht-invasiv zu charakterisieren
und neue Erkenntnisse über das Reaktionssystem zu gewinnen. Die Anwendung von
MRT-Methoden für chemische Reaktoren wird jedoch häufig durch physikalische
Beschränkungen wie den möglichen Temperaturbereich und die Tatsache behindert,
dass die gemessenen Parameter in der Regel von mehreren Reaktionsparametern
abhängig sind. Prozesse in der Gasphase zu vermessen stellt dabei eine besondere
Herausforderung dar, da Gase aufgrund der niedrigen Dichte nur eine geringe
Signalintensität für die Messung anbieten.
In dieser Arbeit wird eine neue Technik zur Untersuchung von Gasphasenprozessen
in der katalytisch aktiven Zone eines chemischen Reaktors vorgestellt. Die Combined
Temperature and Density (CTD)-Technik ist in der Lage, eine dreidimensionale
Verteilung der Temperatur und der Moleküldichte zu messen, die zum Beispiel
zur Lokalisierung von Hotspots in der katalytisch aktiven Zone verwendet werden
kann. Die Methode wird auf die Methanisierungsreaktion unter Verwendung einer
Saturation-Recovery-Sequenz angewandt, wobei die gleichzeitige Messung der
Signalamplitude und der longitudinalen Relaxationszeit 𝑇1 ausgenutzt wird, um
Informationen über Temperatur und Dichte von Methan direkt aus der Gasphase zu
gewinnen. Um die anspruchsvolle Methanisierung im MR-Scanner realisieren zu
können, wurde ein MRT-kompatibler Reaktor entwickelt und gebaut. Dieser ist in
der Lage den elektromagnetischen Signalaustausch zu ermöglichen und gleichzeitig
erhöhten Druck und Temperatur der Reaktion vom MRT zurückzuhalten. Für die
Anwendung der CTD-Technik auf die Methanisierung sind Wechselwirkungspara-
meter erforderlich, die aus eigens entwickelten Messungen extrahiert werden. Dies
ermöglicht im Anschluss die Temperatur- und Dichteverteilungen verschiedener
stationärer Zustände der Methanisierungsreaktion darzustellen und zu vergleichen.
Die Unterschiede in der Temperatur- und Dichteverteilung lassen sich deutlich
erkennen und ermöglichen so, die lokalen Reaktionslimitierungen zu identifizieren.
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Abstract

The optimization of chemical reactions towards more efficient energy use as well
as the implementation of new process routes are essential factors in the goal of
reaching climate neutrality for the chemical industry. For this, reactor designs
have to be reworked and tuned, but insight into chemical reactors is scarce due
to the opaque nature of chemical reactors. Magnetic resonance imaging (MRI)
techniques offer multiple ways to characterize the participants of the chemical
reaction and gain new insight into the reaction system. However, the application of
MRI methods for chemical reactors is often hindered by physical limitations like
the feasible temperature range and the fact that parameters studied using MRI are
usually dependent on various reaction parameters. Processes in the gas phase are
increasingly hard to study due to the low density of the substances in comparison to
the liquid phase.
This thesis presents a new technique to study gas-phase processes operando in
the catalytically active zone of a chemical reactor. The Combined Temperature
and Density (CTD) technique can measure a three-dimensional spatial distribution
of temperature and molecular number density, which can, for instance, be used
to locate hot spots in the catalytically active zone. The method is applied to
the methanation reaction using a saturation recovery sequence, exploiting the
simultaneous measurement of the signal amplitude and the longitudinal relaxation
time 𝑇1 to gather information about the temperature and density of methane directly
from the gas phase. To perform the challenging methanation inside the MR scanner,
a special reactor was built which enables electromagnetic signal exchange while
retaining the harsh reaction conditions from the setup. Interaction parameters are
required to apply the CTD method to the methanation obtained from dedicated
measurements. As the final results of this thesis, the distributions of temperature and
density are mapped during three different steady states of the methanation reaction.
The differences in temperature and density distribution are clearly distinguishable,
and local limitations of the chemical reaction can be identified.
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Introduction
1

The reduction of greenhouse gas (GHG) emissions to fight climate change is one
of the main challenges of our time. In 2016, industrial processes accounted for
almost 30 % of the global anthropogenic GHG emissions, of which over 80 % can
be rooted in energy consumption [6]. The demand to reduce GHG in the industry
is met by supplying environmentally friendly energy and reducing overall energy
consumption. However, many processes are challenging to decarbonize, and new
process routes must be found.
The rejection of fossil fuels changes the way energy is produced and demands a
change of current fossil feedstock-based process routes. Above all, the chemical
industry relies on high-value chemicals like ethylene, benzene, and toluene to
produce polymers, all of which are hydrocarbons produced from crude oil. Not only
is carbon dioxide a direct product of, for instance, the production of ammonia. At
the end of the life cycle, most chemical industry products cannot be recycled and are
burned, which releases the carbon stored inside as carbon dioxide [7].
The conversion to a climate-friendly chemical industry sector creates an enormous
demand for renewable energy and chemicals for industrial processes. One way
to meet this demand is the use of Power-to-Gas or Power-to-Liquid technologies
(PtX). PtX is designed to store renewable energy from windmills or solar farms by
creating hydrogen from electrolysis and combining it with sequestrated carbon to
form hydrocarbons such as methane, methanol, synthetic fuel, or other chemicals
[8–10]. The processes have in common that they are heterogeneously catalyzed
reactions, meaning that the process is catalyzed on a solid surface to accelerate the
chemical reaction of the bulk material in the gas or liquid phase [11].
One prominent example of a PtX process is the CO2 methanation, where carbon
dioxide reacts with hydrogen to methane and water [12]. In order to improve the
efficiency of the reaction system (i.e., reactor and reacting conditions) used for the
methanation process, it is crucial to understand the macroscopic transport processes
of heat, mass, and momentum inside the reactor [13]. Several technologies are
available to study these transport processes in the opaque reactor and they come
with their benefits and drawbacks. For instance, gas chromatography and mass
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spectrometry offer detailed measurements of species concentration but can only
measure ex-situ from the outlet or a tap [14, 15]. Other systems insert a small tube
or capillary to probe gas and temperature along the tube dimension inside the reactor
[16–18]. Only Magnetic Resonance Imaging (MRI) techniques offer the possibility
to study the gas phase within the reactor during operation (operando) and spatially
resolved. MRI can be applied to lab scale reactors without disturbing the transport
in the actual reaction system [19–23].

1.1 Objective of this thesis

This thesis demonstrates an application of MRI techniques to a heterogeneously
catalyzed gas-phase reaction to gain advanced insight into the process. Remarkable
progress has been made such that MRI-based techniques can now map process
parameters of chemical reactions spatially, such as velocities [24–28], mass transport
[29, 30], temperature [4, 28, 31], and species distributions [32–34] in the opaque
structure of a chemical reactor. While the fact that the measurements were made
possible by the researchers is an achievement of their own, the mentioned works are
not yet able to translate their findings into new insight of chemical reactors. One
reason is that substantial simplifications were necessary to enable the measurements,
e.g., measurement at non-reaction conditions (standard temperature and pressure;
STP), insertions of probing liquids, limited spatial or timely resolution, or the study
of too-simplified reactions.
In an attempt to challenge the drawbacks of current studies, the goal of this work is
the development of an experimental setup as well as methods that can be used to study
industrially relevant chemical reactions without the need to alter the actual operating
conditions. As a benchmark, operando and 3D spatially resolved measurements of
the methanation reaction are carried out to visualize the temperature and density
distribution of methane. As this type of measurement carries many new and
undescribed aspects, a secondary goal of the thesis is to elucidate the obstacles
encountered in the development process and the limitations that might bias the
results of the measurement.

2 Chapter 1 Introduction



1.2 Structure of this thesis
The different chapters of this thesis show the developments required to directly
measure the temperature and molar concentration of methane during the methanation
reaction using MRI. In the next chapter, the state of the art of chemical reactors and
their study using MRI is briefly covered alongside the theoretical background on
which the method and conclusions of this work are based. Chapter 3 describes the
different experimental features of the measurement setup. A particular emphasis is
put on the chemical reactor for MR applications designed and built in the context
of this work. The experimental part is followed by Chapter 4 which describes the
new Combined Temperature and Density (CTD) method that can simultaneously
measure methane concentration and temperature. To reach the goal of this work
which is to apply this new method to the methanation reaction, the cross section
for the collision of methane 𝜎𝑗 is required. The experiments used to quantify this
parameter for methane in hydrogen and methane in water are covered in Chapter 5.
Chapter 6 presents the measurements of the methanation reaction using the CTD
method. In the last chapter, the findings of this thesis are evaluated, and an outlook
for future works is given.

A remark on data availability
The experimental data used in this study is openly shared in Zenodo archives that
are part of the open-access publications on which this work is based. The results of
Chapter 5.2 and Chapter 6 will be published in open-access publication in the near
future, featuring the experimental data. A basic version of the graphical user interface
(GUI) and different functions that are used for processing MR data and for data
quantification can be found in the Zenodo archives as well. The current version can be
downloaded from https://github.com/HarmRidder/MATLAB-GUI-for-MRI.

1.2 Structure of this thesis 3
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Scientific and
technological
background

2

2.1 Overview

Chemical reactions are essential to manufacturing goods in almost all parts of
industry. In the process of converting one molecule to another, the energy stored in
the atomic bonds of the molecule changes, and energy in the form of heat is either
consumed or released when new molecules are formed. The respective name for
this is the endothermic or exothermic reaction, the latter being the more common
one [11]. In technical processes, where reactions are performed on a large scale,
heat management is an important factor as the energy needs to be either removed
or brought into the system to sustain the chemical reaction [35, 36]. For this and
different other purposes, chemical reactions are usually performed in a reactor. The
reactor contains the participants of the reaction and prevents interaction with the
outside, allows to set a defined pressure, and controls the mixing behavior of certain
species, if necessary. The most common material for chemical reactors is stainless
steel, which is resistant to chemicals and high temperatures, and has a high ductility
to enable immense pressures inside the reactor.
Chemical reactions require a specific temperature to split the atomic bonds in the
reaction process, which is often way above ambient temperature. Catalysts facilitate
the splitting of the current bonds or the formation of new ones by offering an
intermediate bonding partner, reducing the temperature required for the reaction
[11]. The catalyst is not consumed in the process and can be used many times before
its ability deteriorates. Thus, removing catalysts from the product stream is essential.
In homogeneous catalysis, where the catalyst is part of the liquid phase, a separation
step is required in the post-processing [37]. In heterogeneous catalysis, the catalyst
is fixated on a solid support material to circumvent mixing of the catalyst into the
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bulk. In gas phases, only heterogeneous catalysis is performed.
The most common method to fixate a catalyst on a solid material is the impregnation
of so-called pellets. These are formed by pelletizing powders of metal oxides like
alumina (Al2O3), silica (SiO2), or titanium oxide (TiO2) [38–40] into different
shapes like spheres, cylinders, or Raschig rings [41]. The impregnation of the
porous pellets deposits catalyst nanoparticles inside the pores, which the surrounding
gas can access through diffusion. The second method for catalyst fixation uses
monolithic structures like honeycombs or solid sponges. The catalyst nanoparticles
are deposited in the porous wash coat, through which gas can access the catalyst
nanoparticles similar to pellets. The wash coat is an additional layer that is brought
onto the solid structure by depositing a slurry on the monolith. The slurry is a liquid
containing a ceramic material and the catalyst. Through sintering, it is fixated on
the monolith and pores form.
All these components combined, the reactor, the catalyst, and the chemical reaction
itself, are called the reaction system as they all change the chemical reaction’s
performance (e.g., yield or stability). The performance is usually characterized by
measuring concentrations at the outlet of or along the reactor and by measuring
the temperature inside the catalytic bed using one or more thermo sensors (e.g.,
thermocouples) [14, 16]. Outlet measurements, however, can only resolve changes
inside the reactor as integral values as the measured value is already subject to
mixing effects both in temperature and concentration. The use of thermo sensors
disturbs the transport inside the reactor and softens the measured values of local hot
spots, due to their thermal conductivity. As a result, researchers have tried to come
up with different approaches to characterize the performance of a chemical reaction
system.
One approach to minimize the disturbance of the reactor is the so-called SpaciMS
(spatially resolved capillary-inlet mass spectrometry) system. It uses only a small
capillary to measure concentration and temperature inside the reactor [16]. The
capillary can be moved along one reactor axis, and continuous gas samples are
taken through a sampling orifice for analysis in a mass spectrometer. Further, the
capillary tip allows for optical measurements, such as Raman spectroscopy, to
measure the temperature. Other researchers rely on optical measurements, too, but
use a side window in the reactor to make the insight of the reactor accessible for
the spectrometers or cameras [42, 43]. Even though these techniques can quantify
specific parameters inside the chemical reactor operando, they cannot be used
without altering the reaction system. The only technique that does not require
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changes in the system and can still supply spatially resolved information about a
chemical reactor is nuclear magnetic resonance.
MRI is based on the phenomenon called nuclear magnetic resonance (NMR). While
the application of NMR spectroscopy for the analysis of chemical substances dates
back more than 60 years (e.g., the company Bruker started selling NMR spectrometers
in the early ’60s [44]), applications involving magnetic resonance imaging to study
processes inside chemical reactors only date back about 30 years. Medical MRI
applications, which were first used in the early ’70s [45], saw a steep rise in usage
20 to 30 years later [46]. However, MRI applications in chemical engineering are
still a niche technique. The low amount of publications in the field can partly be
explained by the complexity of developing methods to study chemical reactions
due to the high diversity of substances encountered and strongly varying process
conditions. From a chemical point of view, human bodies exhibit a very defined set
of substances that makes developing standards a lot easier. Furthermore, the signal
acquired by NMR techniques depends on a large variety of parameters present in
the investigated systems, e.g., the molecular number density of a species, molecule
movement (diffusive/convective), relaxation (𝑇1 & 𝑇2), and temperature [22]. These
different parameters can be measured using MRI, offering researchers high flexibility
to investigate chemical processes. However, a single reaction parameter might
depend on different NMR parameters, and only carefully designed experiments
yield accurate results. Lastly, it needs to be mentioned that the temperature and
pressure conditions required for most catalytic reactions are not favorable for their
investigation. Temperatures above 250 ◦C and pressures larger than 20 bar are
common and must be contained inside the reactor to avoid damage to the (very
costly) MR magnet and its electrical parts.
As a result of the challenges involved in designing experiments and also the high
costs in the purchase and maintenance of MR magnets, research is focused around
a few groups in the world. In the last 20 years, the groups of Lynn F. Gladden
(Department of Chemical Engineering and Biotechnology, University of Cambridge)
and Igor Koptyug (International Tomography Center, Siberian Branch of the Russian
Academy of Sciences) performed the lion’s share of MRI investigations on chemical
reactors. The development over the years has been summarized by Pesch, Ridder,
and Sinn [5].
The Gladden group focuses on the study of the Fischer-Tropsch synthesis (FTS)
which involved, among others, works on heterogeneously catalyzed gas-to-liquid
reactions [21, 33] as model reactions for the FTS and the (mainly diffusive) transport
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of hydrocarbons in porous materials [47–49]. They were able to use ethylene
glycol-filled spheres to measure the temperature inside a fixed bed by exploiting the
temperature dependence of the chemical shift between the two resonance peaks of
ethylene glycol [21]. Further, the interaction of liquid water with hydrocarbons in
porous pellets was investigated, and it was shown that depending on the pressure, the
ratio between the two substances varies [47]. Combining information of chemical
shift and diffusion, the diverse product distribution of the ethene oligomerization
could be quantified [33]. In the last year, the group was able to consolidate much of
the findings of the recent years in an impressive publication where different aspects
of the FTS were analyzed, like the distribution of liquid products inside the operating
reactor, the carbon number distribution in a single pellet, and the presence of water
inside the pellets [34]. Most of the mentioned investigations are made possible by
a special reactor design for MR applications developed by Zeton B.V. (Enschede,
Netherlands) [50], which features a silicon nitride tube for the reacting zone.
The group of Igor Koptyug published several works on studies of catalytic material
and reactions using NMR, such as the transport of catalytic material into a pellet
during impregnation [51], flow inside fixed beds [52], and temperature measurements
of Al2O3 pellets during a chemical reaction [53]. Recently, the group focuses on
the usage of parahydrogen-induced signal enhancement. Parahydrogen, formed
at low temperatures, can interact with other reactants leading to hyperpolarized
species that show a magnetization several orders of magnitude higher than the usual
thermodynamic equilibrium [23, 54]. Hyperpolarization counteracts the low amount
of signal in gas-phase studies without the need to increase the magnetic field strength,
which adversely effects on the magnetic field homogeneity in fixed beds.
In the last decade, the group of Jorg Thöming (Chemical Process Engineering,
University of Bremen) – from which this work derives – started working on MRI of
heterogeneously catalyzed gas-phase reactions. In collaboration with the in-vivo
MR group of the University of Bremen, different works have been published, which
studied the product/reactant distribution operando inside monoliths [55] and fixed
beds [56] during the hydrogenation of ethylene. This reaction is a model reaction
because in the industry, ethylene is usually produced from ethane than the other way
around. Nevertheless, it was possible to show that operando MRI measurements
of chemical reactions in the gas phase are possible – a fact that was doubted by
researchers before. The ratio between product and reactant was based on the ratio
of the signal measured from ethylene and ethane. The separation was possible
due to a spatially resolved spectroscopic imaging sequence which produced at
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first cross-sectional 2D slices and was later expanded to a 3D spatially resolved
spectroscopic imaging (3D-MRSI) sequence. This sequence is still the basis for the
measurements carried out in this work. Ulpts et al. [55] used liquid ethylene glycol
to measure the temperature at certain spots inside the catalytically active region of
the reactor, like the Gladden group did before. However, the capsules or capillaries
used to contain the ethylene glycol impeded the measurement of gases in the same
region, and the boiling point of the liquid limited the temperature range that could
be investigated. Still, using the temperature from an ethylene-glycol-filled capillary
at the outside of a monolith as a boundary condition for a 2D pseudo-homogeneous
simulation, the temperatures inside the monolith could be predicted reasonably well
[32].
Following the works of Ulpts et al., velocimetry studies have been carried out to
acquire velocity distributions in monoliths and to compare these to simulations
using computational fluid dynamics (CFD) [24, 57]. From the comparison, it could
be concluded that the assumption of continuum used for many CFD simulations
underestimates the mass transport of the gas against the convective flow direction,
which can be crucial in reactive simulations. Even though the measurements have
been carried out using pure methane and at ambient temperature, the matching of
the results generated by the two techniques was only partially successful.
Recently, works by the group of Alexander Penn (Institute of Process Imaging,
Technical University of Hamburg) were published mainly focusing on large-scale
reactors. The group could monitor the formation of bubbles in a fluidized bed [28]
and the particle movement therein [58]. The works show how complex processes
such as bubble formation can be imaged using MRI techniques if the necessary
timescale can be met. From the images, the different regimes of bubbly flow in
fluidized beds could be visualized, and a new model could be derived to describe
the permanent jet regime. In the latest work published by the group, the temperature
in a fixed bed could be measured using the chemical shift of water [59].

2.2 Heterogeneously catalyzed gas-phase
reactions
The theoretical background given in this chapter is based on Elements of Chemical
Reaction Engineering by Fogler [41] and Concepts of Modern Catalysis and Kinetics
by Chorkendorff and Niemantsverdriet [11].
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2.2.1 Methanation reaction

The main focus of this work is the characterization of the methanation reaction using
MRI methods. The methanation reaction was chosen as it is a prominent example
of a power-to-gas technique that can, together with electrolysis, convert electrical
energy into chemically stored energy. In the methanation reaction, hydrogen and
carbon dioxide react to methane and water [12]

4 H2 + CO2 −−−→ CH4 + 2 H2O
(
ΔR𝐻

298 K = −164 kJ mol−1
)
. (2.1)

Like all chemical reactions, the methanation reaction is subject to two basic principles,
the thermodynamic equilibrium and reactions kinetics. While the latter is a measure
for the overall speed of the transformation of molecules, the former describes the
equilibrium (after waiting a very long time) between the reaction rate from the
reactant to the product site and the reaction rate backward to the reactant. At
this point, no net changes in concentration can be observed anymore. Ideally, the
reaction kinetic should be as high as possible to reach high yields in short amounts
of time, and the thermodynamic equilibrium should be far on the product side. The
methanation reaction is exothermic, like most reactions involving a reduction of the
number of molecules. According to Le Chatelier’s principle, the equilibrium of an
exothermic reaction favors the product side of the reaction (here methane and water)
with decreasing temperatures and vice versa for endothermic reactions. Further, the
equilibrium is shifted to the side with fewer molecules when the pressure increases.
The effect of the thermodynamic equilibrium on the highest possible mole fraction of
methane during the methanation reaction as a function of the temperature is shown
in Figure 2.1a. Pressure and inlet conditions are based on the methanation reaction
performed in Chapter 6. From a thermodynamic equilibrium point of view, the
reaction should be operated at low temperatures and increased pressure. However,
from a kinetics point of view, a high temperature is favorable as the overall reaction
rate increases exponentially with temperature (Figure 2.1b).
Kinetics and thermodynamical equilibrium result in reasonable productivity for the
methanation reaction only when a catalyst improves the reaction rate. Catalysts
reduce a reaction’s required activation energy, meaning that less (primarily thermal)
energy is required to reach the same reaction rate. This is done by offering an
alternative reaction path of intermediate reaction steps. The most common catalyst for
the methanation reaction is nickel, while cobalt and iron are also being investigated.
Ruthenium is the catalyst of choice for many scientific applications. However, the
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price of ruthenium leaves it as a non-feasible choice for industrial applications.
Catalysis is a process on the atomic scale where the catalytic material becomes a
part of the chemical reaction without being consumed. At least one of the reactants
forms a bond with the catalyst, weakening or breaking the bonds to other atoms in
the same molecule. As the bonds to the original molecule are weakened, combining
with the other reactants is more likely, which increases the reaction rate on the
macroscopic level. By choosing a suitable catalyst material in combination with
defined parameters of temperature and pressure, chemical reactions can be controlled
to yield one product specifically, and side products are mitigated.
The usage of catalysts, however, comes with its challenges in process design and
control. As catalysis is a process that occurs only on the surface of the catalyst, the
material is usually distributed in the reactor in the form of nanoparticles to increase
the active surface area that is available for the reactants. At high temperatures, the
catalytic particles tend to agglomerate or sinter to form larger particles, reducing the
number of available active sites. This process is summarized with other effects as
catalyst deactivation, meaning the reduction of catalytic material available for the
reaction.

Figure 2.1: a) Highest possible mole fraction of methane that can be reached based on
the thermodynamic equilibrium of the methanation reaction. b) Kinetics of
the methanation reaction dependent on the temperature at the reactor inlet
based on a simplified rate law equation. The calculations are based on inlet
conditions following the methanation reaction shown later in this work (Chapter
6). Calculations of the thermodynamic equilibrium in a) are based on [60]. b)
is based on an empirical rate law by [12].
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2.2.2 Chemical reactors
Thermodynamic equilibrium, reaction kinetics, and catalyst deactivation through
exceeding temperatures are all essential factors in the design of chemical reactors.
As stated before, chemical reactors control the actual reaction process by bringing
reactants (including catalysts) together and setting certain temperatures and pres-
sures as operating conditions. According to the reaction enthalpy ΔR𝐻, the local
temperature changes inside the reactor, adding another level of complexity to the
reaction system. The heat released during the exothermic reaction is proportional to
the reaction rate. When the heat transport inside the reactor is low compared to the
evolving heat, the temperature changes usually lead to so-called hot spots where
the heat is nested in some part of the reactor. Through the exponential temperature
dependence of the reaction rate, the chemical reaction is strongly favored in the
hot spot region, further increasing the evolving heat, thus, fostering the creation of
hot spots. An uncontrolled high reaction rate can severely threaten the reactor’s
security, as uncontrolled side reactions and explosions due to sharply rising pressure
can result. Even without these extreme scenarios, the locally high temperatures can
lead to catalyst deactivation due to sintering, drastically reducing the efficacy of the
catalyst.
Developers often meet the formation of hot spots by trying to limit the available
reactant at the catalytic surface site, or improving heat transport inside the reactor.
The former method not only reduces the evolving heat but also limits the efficiency
of the reactor. The latter method relies on highly thermally conductive material
or a reactor design with small length scales and a coolant surrounding the reactor.
Heat transport can further be increased by utilizing the convective transport offered
by the fluid. However, the higher flow rates for an increase in convection often
come with pressure drop and a higher mass flow rate of reactant, meaning that more
heat evolves during reaction. Designing a safe and highly efficient chemical reactor
is a complex matter subject to many different physical (and monetary) boundary
conditions. To fully understand these processes, spatially resolved measurements of
the objects inside the reactor are necessary, which can be provided using magnetic
resonance imaging techniques.
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2.3 Nuclear magnetic resonance
Nuclear magnetic resonance (NMR) measurements exploit the fact that atomic
nuclei exhibit resonance in a strong magnetic field. NMR depends on the spin states
that the observed nuclei can populate and their interaction. That is why the theory
behind the phenomenon of NMR is part of quantum mechanics. As we will soon
find out, however, experiments involving NMR require a large amount of spins to
yield a measurable result. Many of the quantum mechanic-based expressions can
be simplified for an ensemble of spins, yielding equations that are easier applied in
the context of a user-defined experiment. This work only shows the non-quantum
mechanical approach based on the book NMR Imaging in Chemical Engineering by
Stapf and Han [22]. For studies directed at the more fundamental theory of NMR,
The Principles of Nuclear Magnetism by Abragam [61] can be a good starting point.

2.3.1 The NMR signal
When atomic nuclei with a non-zero spin state are treated with an electromagnetic
pulse at a certain frequency, the nuclei’s energy level can be changed, and the
response can be measured to study the properties of a specimen. This behavior is
called nuclear magnetic resonance. In most applications – just like in this work –
the resonance of the simplest nucleus, the proton (or 1H), is studied. It can populate
two different quantum states, +1

2 and −1
2 . As was stated before, an NMR signal can

only be measured when a large enough number of nuclei exhibit the same resonance
behavior that a device can pick up. To achieve this, the objects of interest are placed
in a strong magnetic field, where the spins of the proton align either along the
external static magnetic field direction or in the opposite, denoted as 𝑁+ and 𝑁−,
respectively. The overhead of aligned spins in one direction compared to the total
amount of spins defines the amount of signal that can be derived from an observed
volume and is called the degree of polarization 𝜃. It is determined by

𝜃 =
𝑁+ − 𝑁−
𝑁+ + 𝑁−

=

𝑁+
𝑁−

− 1
𝑁+
𝑁−

+ 1
. (2.2)

The signal amplitude 𝐴 of an analyzed volume 𝑉 with 𝑁𝑖 molecules of component 𝑖
each containing 𝑆m NMR-active nuclei then translates into

𝐴 = 𝐶𝑁𝑖𝑆m𝜃, (2.3)
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where the factor 𝐶 depends on experimental parameters such as the efficacy of the
radio frequency (RF) coil or relaxation times. The ratio to encounter one quantum
state versus the second 𝑁+

𝑁−
is based on the energy difference between the two states

Δ𝐸q and the thermal energy 𝐸T as described by the Boltzmann distribution

𝑁+
𝑁−

= exp
(
Δ𝐸q

𝐸T

)
= exp

(
ℏ𝜔0

𝑘B𝑇

)
. (2.4)

Here ℏ = 1.0546×10−34 J s is the reduced Planck constant, 𝑘𝐵 = 1.3806×10−23 J K−1

is the Boltzmann constant, and 𝑇 is the temperature. 𝜔0 is the Larmor frequency,
which is connected to the strength of the surrounding magnetic field 𝐵0 by the
gyromagnetic ratio 𝛾 of a nucleus using

𝜔0 = 𝛾 𝐵0. (2.5)

From this equation it is apparent, that the stronger the applied magnetic field is and
the larger the gyromagnetic ratio of a nucleus is, the larger the energy difference
between the two quantum states becomes and, thus, the larger the magnetization
becomes that can be picked up in the measurement.
The benefit of using the 1H nucleus for NMR studies lies in the high natural
abundance of the 1H-isotope, the high hydrogen content in many carbon-based
molecules as well as a comparatively large gyromagnetic ratio of the proton 𝛾𝑝 =

2.6752 × 108 rad/T [62].

2.3.2 Relaxation
As was stated before, a single proton can only exhibit two quantum states, +1

2
and −1

2 . However, the signal picked up by the receiver coil in a classical NMR
experiment obtains a response from a multitude of protons in the form of a measurable
magnetization 𝑴 (bold symbol as vector notation). The macroscopic evolution of
the magnetization over time for an ensemble of spins can be described by

𝑑𝑴 (𝑡)
𝑑𝑡

= 𝛾𝑴 (𝑡) × 𝑩(𝑡). (2.6)

In the frame of this work, 𝑧 denotes the direction along the (horizontal) bore of the
magnet, 𝑥 the horizontal direction perpendicular to 𝑧, and 𝑦 the vertical coordinate.
The 𝑧-direction is also called the longitudinal direction, and (𝑥, 𝑦) the transverse
plane.
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To suit the application of NMR measurements, the relaxation times 𝑇1 and 𝑇2 are
introduced, and the previous equation is rewritten to yield the Bloch equations

𝑑𝑀𝑥𝑦 (𝑡)
𝑑𝑡

= −𝑖 𝛾
(
𝑀𝑥𝑦 (𝑡) 𝐵𝑧 (𝑡) − 𝑀𝑧 (𝑡) 𝐵𝑥𝑦 (𝑡)

)
−

𝑀𝑥𝑦

𝑇2
, (2.7)

𝑑𝑀𝑧 (𝑡)
𝑑𝑡

= −𝑖 𝛾
2

(
𝑀𝑥𝑦 (𝑡) 𝐵𝑥𝑦 (𝑡) − 𝑀𝑥𝑦 (𝑡) 𝐵𝑥𝑦 (𝑡)

)
− 𝑀𝑧

𝑇1
. (2.8)

𝑀𝑥𝑦 = 𝑀𝑥 + 𝑖 𝑀𝑦 and 𝐵𝑥𝑦 = 𝐵𝑥 + 𝑖 𝐵𝑦 are the complex combination of the 𝑥 and 𝑦

components, and a bar over a parameter denotes its complex conjugate. 𝑇2 is called
the transverse relaxation time and 𝑇1 the longitudinal relaxation time. The 𝐵-field is
a sum of the static magnetization from the external magnetic field 𝐵0 (𝑧-direction)
and the magnetic field applied by the RF coil used to alter the magnetic field 𝐵1

which is applied in the transverse plane

𝑩 =
©«

𝐵1sin(𝜔0𝑡)
−𝐵1cos(𝜔0𝑡)

𝐵0

ª®®¬ . (2.9)

The RF field (or pulse) is used to alter the magnetization present in the magnet.
Depending on the strength and duration of the RF pulse, the observable magneti-
zation is flipped at a specific angle. NMR measurements are usually carried out
using sequences of these RF pulses with different flip angles. By disturbing the
thermodynamic equilibrium of the sample in this defined way, a specific response is
obtained, which translates into the measurement results.
The two relaxation times, 𝑇1, and 𝑇2, play an important role in NMR applications, as
they denote how the magnetization evolves over time when not in thermodynamic
equilibrium. As the duration of RF pulses is usually short in comparison to the
relaxation times, a large proportion of the time the observable magnetization evolves
freely. During this time where 𝐵1 = 0, the solution to the Bloch equations is

𝑀𝑥𝑦 (𝑡) = 𝑀𝑥𝑦 (0) e−𝑡/𝑇2 , (2.10)

𝑀𝑧 (𝑡) = 𝑀0 − (𝑀0 − 𝑀𝑧 (0)) e−𝑡/𝑇1 . (2.11)

As a result, 𝑇2 describes how fast the magnetization in the transverse plane is
diminishing and 𝑇1 how fast it rebuilds in the direction of the external magnetic
field towards thermodynamic equilibrium. From a phenomenological point of view,
one can say that 𝑇1 is the time the magnetization needs after being flipped by a
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90◦ pulse to rebuild 63 % of the original magnetization in 𝑧-direction. 𝑇2 is the
time after which 63 % of the magnetization in the transverse plane has diminished
(Figure 2.2a).
The transition of magnetization from the transversal plane back to the longitudinal
direction is not the only mechanism reducing the observed 𝑀𝑥𝑦. A second mechanism
is the dephasing of different compartments in the observed volume. When the
𝐵0-field is not constant in the volume, some parts have a higher Larmor frequency
than others. From the outside, only the sum of the different compartments can be
observed as the magnetization 𝑀𝑥𝑦 and when the dephasing occurs, some parts of
the magnetization of each compartment get canceled out by the other. Over time, the
phase difference between the compartments rises, and the transverse magnetization
𝑀𝑥𝑦 diminishes faster than its counterpart 𝑀𝑧 rises. This effective relaxation time is
called 𝑇∗

2 , calculated from the reciprocal sum

(𝑇∗
2 )

−1 = (𝑇2)−1 + (𝑇 ′
2)

−1 (2.12)

of 𝑇2 and another 𝑇 ′
2, accounting for the 𝐵0 inhomogeneity. 𝑇∗

2 is not only important
when 𝑇2 is measured. It also describes how fast the observable signal diminishes.
Only 𝑀𝑥𝑦 can be picked up by the RF coil. Towards larger magnetic inhomogeneities,
𝑇∗

2 becomes shorter and less time is available to observe the signal. This factor is
crucial for gases and at elevated temperatures, where 𝑇2 is already very low. For
instance, hydrogen becomes completely invisible at elevated temperatures because
the 𝑇∗

2 drops to a few hundred microseconds which is less time than required by the
hardware to switch the gradients for imaging.

2.3.3 Spectroscopy
As stated in Equation 2.5, the magnetic field strength 𝐵0 is directly connected
to the Larmor frequency, the frequency at which the nuclei exhibit resonance.
However, different aspects need to be considered that change the local magnetic field
strength and, thus, alter the Larmor frequency of individual spins picked up during
measurement. One alteration of the local magnetic field comes from the molecules
observed in the measurement. Each atom reacts to the applied external field by
blocking some part of the magnetic field or, in some cases, enhancing the field
around it. The change in the local magnetic field is differentiated into two different
categories. Shielding effects between atoms of the same molecule are categorized
as intra-molecular shielding, while the influence between two molecules is called
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inter-molecular shielding. The intra-molecular shielding effects are only dependent
on the molecule’s structure and usually allow to distinguish between different types
of chemical groups because the shielding effects are only local. The phenomenon
derives its name from this effect, the chemical shift, and it is a versatile tool to find
single substances in mixtures by distinguishing, e.g., methyl groups (-CH3) from
methylene groups (-CH2-) in a hydrocarbon. When the frequency information in an
MRI measurement is maintained, the chemical shift information can be displayed in
a spectrum (Figure 2.2b). Therefore, it is also referred to as magnetic resonance
spectroscopy or magnetic resonance spectroscopic imaging (MRSI). Higher order
shielding effects exist, where a (-CH3) group next to a (-CH2-) group shows slightly
different chemical shift than a (-CH2-) group only surrounded by other (-CH2-)
groups. In 1H-spectroscopy, shifts are generally small and, thus, a high resolution in
frequency detection (and a homogeneous magnetic field) is required to resolve these
in an experiment [48].
Inter-molecular shielding effects are common in liquids, where the molecules’
proximity and interactions are strong. They are usually temperature dependent,
which is used to acquire temperature information of a liquid like ethylene glycol
[63] or water [59]. Except for reference temperature measurements performed in
Chapter 4, this work only deals with MRI measurements of gaseous species. In the
case of gas-phase NMR spectroscopy, inter-molecular shielding effects and, thus,
temperature effects only play a minor role for the chemical shift [64] and can be
neglected.

Figure 2.2: a) Illustration of the magnetization evolving over time after a 90◦ pulse.
b) Exemplary chemical shift spectrum of water and dodecane (absolute values).
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Chemical shifts 𝛿 are usually given in ppm, where the actual shift 𝜈f in units of
Hertz is set in relation to the applied Larmor frequency 𝜈ref

𝛿f =
𝜈f − 𝜈ref

𝜈ref
. (2.13)

Using this normalization, the results can be applied to all NMR measurements
regardless of the magnetic field strength.

A remark on chemical shift spectra
Typically, the axis of the chemical shift in a graph is inverted, thus, going from right
to left. In NMR spectroscopy, the chemical shift is given in reference to a substance
like methane or tetramethylsilane (TMS), as the absolute frequency where a peak
appears depends on many factors, such as the applied MR frequency and the local
magnetic field strength. Methane is the typical reference for chemical shifts in the
gas phase. As methane is present in every measurement in this thesis, the literature
values given in Table 2.1 can be applied directly to the shown spectra. However,
the methane signal is not set to 0 ppm, as is common practice in other applications
of NMR spectroscopy. The magnetic field is never entirely homogeneous over the
spatial directions of the different studied objects. Therefore, the position of the
peaks in the spectrum is shifted from one volume element (voxel) to another. As a
result, only relative peak positions can be evaluated, and the reader should focus on
the signal differences given in the table, instead.
Lastly, the spectra shown in this work use the modulus or absolute of the complex
values instead of its real part, which is more common in spectroscopy. The signal
evaluation is not performed in the spectral domain. Therefore, it is just a graphical
change. The absolute values are preferred here, as the different shapes of real
value peaks due to the phase shift might confuse readers unfamiliar with NMR
spectroscopy.

Table 2.1: Chemical shifts of the three gases containing hydrogen which are present during
the methanation reaction. For gases the shift is commonly stated relative to
methane.

Gas Chemical shift Literature
CH4 0 -
H2 4.49 [65]

H2O 0.56 [66]
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2.4 Magnetic resonance imaging

2.4.1 Gradients

MRI’s core is the use of electromagnetic coils, which produce a linear magnetic field
gradient in either of the three spatial directions �, �, �. Depending on their timing in
a sequence, the gradient coil can be used for three different effects on the specimen.
When the gradient is active during excitation or flipping of the magnetization (e.g., a
90◦ pulse), the pulse can be limited to a specific area of the studied object. Usually,
this is used to study a single slice of the specimen. Therefore, the gradient is called
the slice selection gradient. The thickness of the slice is determined by the strength
of the magnetic field gradient and the bandwidth of the used pulse. The mechanism
behind this is that spins can only be altered using RF pulses if the pulse frequency
matches the spins’ Larmor frequency (Equation 2.5). By changing the magnetic
field through the gradient, the local Larmor frequency changes. Thus, only some
part of the specimen can absorb the energy from the pulse and is flipped. The
frequency of the RF pulse is converted into a spatial position along the magnetic
gradient. The bandwidth of an RF pulse is inversely proportional to its duration.
To realize a small bandwidth and, therefore, to select a thin slice, a long pulse is
required. For the application in this work, using a slice selection gradient was not
feasible. This is because the presence of the gradient leads to the dephasing of the
magnetization, as will be discussed shortly for the phase encoding gradient. For
rephasing, the gradient has to be applied in the opposite direction after the slice
selection is performed (Figure 2.3). However, the rephasing has a diminishing effect
when strong molecule diffusion occurs, as the applied phase depends on the spatial

Figure 2.3: Scheme of the three different gradient types for MRI and their respective timing
in a standard MRI sequence. In this work, only phase encoding gradients are
used.
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position. Gases exhibit high diffusion coefficients, which can lead to severe signal
loss. The use of slice selection gradients is further discouraged, as very narrow
timings and short pulses are required in the sequence due to the short relaxation
times of the gases. Through the inverse proportionality between the bandwidth and
duration of an RF pulse, the signal of fast-decaying gases like hydrogen cannot be
measured using slice selection gradients.
A second way to deploy magnetic field gradients for MRI is using a read or frequency
encoding gradient. As the name suggests, the gradient is deployed during the signal
acquisition. Again, by changing the local magnetic field the Larmor frequency is
changed such that every part in the read direction has an individual frequency during
acquisition. The different frequencies present during acquisition can be obtained
using the fast Fourier transform on the signal in the time domain. Even though this
type of gradient has the benefit of acquiring every data point along the dimension
in a single run of the sequence, the frequency is then superpositioned with the
local frequency change from the chemical shift. If not corrected during the applied
sequence, the spectroscopical information is lost when using a frequency encoding
gradient. Further, the chemical shift can lead to imaging artifacts by shifting the
position of the signal in the image along the frequency domain.
In this work, only phase encoding gradients are used. In the MR experiment, phase
encoding is achieved by applying the gradient between signal excitation and signal
acquisition (Figure 2.3). While the gradient is active, the local change in Larmor
frequency leads to different angular speeds of the magnetization precessing in the
transversal plane. As a result, the signal dephases along the gradient direction. The
duration and strength of the applied gradient control the amount of dephasing. The
procedure of phase encoding is described mathematically by a phase shift Φ(𝒓),
which is applied to the complex value of the signal 𝜍. 𝒓 is the vectorized spatial
coordinate 𝒓 = (𝑥, 𝑦, 𝑧). As already stated, the amount of phase encoding Φ(𝒓)
depends on the duration 𝛿 of the gradient with strength 𝑮, which results in

Φ(𝒓) = 𝛾(𝑮 · 𝒓)𝛿. (2.14)

However, the signal measured by the RF coil does not see just one phase shift but
all the phase shifts exhibited from the different parts of the studied object. Due to
the application of the gradient, each part along the gradient’s axis has an individual
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phase shift. Thus, the resulting signal 𝑆 is a superposition of every phase shift Φ(𝒓)
applied to the original signal 𝜍 (𝒓), which results in

𝑆 =

∫
𝜍 (𝒓)exp(𝑖Φ(𝒓))𝑑𝒓. (2.15)

By introducing 𝒌 = (2𝜋)−1𝛾𝐺𝛿, Equation 2.15 can be inversely Fourier transformed
to acquire 𝜍 (𝒓)

𝜍 (𝒓) =
∫

𝑆(𝒌)exp(−𝑖2𝜋(𝒌 · 𝒓))𝑑𝒌 . (2.16)

Thus, the original signal 𝜍 (𝒓) can be calculated by applying the Fourier transform
to the acquired signal 𝑆(𝒌). The downside of this type of signal encoding is that per
sequence execution, only one data point from 𝑆(𝒌) is recorded. To acquire a certain
number of voxels, the MR sequence needs to be repeated the same amount of times.
In case of this work, where phase encoding gradients are applied in each of the
three spatial dimensions, this results in an extensive measurement time. To acquire
10 × 10 × 40 voxels in 𝑥/𝑦/𝑧-direction, 4000 runs of the used sequence would be
necessary.
Through the step-wise acquisition of 𝒌-space data, the result is not a continuous
wave function but rather a grid of points in the 𝒌-space, which is computed using
the fast Fourier transform (FFT) to yield the different signal decays of each voxel.
All measurements performed in this work use the elliptically reduced 𝒌-space
sampling offered by Paravision 5.1. This setting omits the outer regions of the
𝒌-space (outside the largest ellipsoid that fits into the rectangular 𝒌-space) as the
magnetic field gradients are strongest here. Strong magnetic field gradients lead
to heavy signal dephasing, only leaving noise to be acquired. By omitting these
measurements, fewer sequence runs must be carried out, and less measurement time
is required.

2.4.2 Field of view

An essential factor for image acquisition is the image’s actual size in relation to
our real world. The maximum values of 𝒓 that can be acquired are called the field
of view (FOV). The FOV changes depending on the number of steps in a phase
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encoding direction and the gradient strength. This behavior can be derived from our
previous Equation 2.16, now depicted in FFT form

𝜍 (𝒓) =
𝑁−1∑︁
𝑛=0

𝑆(𝒌)exp(−𝑖2𝜋(𝒌 · 𝒓)/𝑁), (2.17)

with 𝑁 being the number of elements of the vector 𝑆(𝒌). For a vector that depends
on one parameter (here 𝑆(𝒌) depending on 𝒌), the FFT is an operator that analyzes
the dependency of this vector on the (oscillating) counterpart (here 𝒓). However, the
operator itself is dimensionless and assumes a distribution of all points contained
in the vector onto a circle to emulate the continuous wave of the original Fourier
transform. When performing the FFT computation, 𝒌 needs to be scaled by
(𝑁 − 1)/(2𝒌max) to meet this requirement. As a result, the FOV that can be acquired
is just the scaled circle

𝐹𝑂𝑉 = 𝒓max = 2𝜋
𝑁 − 1
2𝒌max

. (2.18)

The scaling factor that defines the size of the FOV is the increment of 𝒌 in each
step Δ𝒌 = (2𝒌max)/(𝑁 − 1) and, subsequently, as 𝛿 is kept constant for the phase
encoding gradients in our experiments, the FOV is determined by the increment of
the strength of the magnetic field gradient Δ𝑮.
For the actual experiment, it is crucial to understand this behavior of the FFT as it
not only defines the size of the FOV but also what happens with an outside object.
An object further away than 𝒓max would have a position on the circle larger than 2𝜋,
making them appear on the part of the circle at Φ − 2𝜋 just on the other side of the
FOV. To prevent the overlapping of signals from different positions in the specimen,
choosing the FOV large enough to correctly map every signal to its original position
is required. This factor is essential for the measurements in Chapter 5.1 and Chapter
6. In these measurements, leakages around the reactor tube are detected, which
would overlap with the desired signal inside the tube if the FOV had not been
enlarged. A larger FOV, however, increases the voxel size for a given measurement
time resulting in a reduced resolution.

2.4.3 Magnetic field homogeneity
Another important factor in MRI is the assumption of a homogeneous magnetic field
over the analyzed FOV. Through careful design and manufacturing, the magnetic field
generated by the different coils and the magnet is usually homogeneous. However,

22 Chapter 2 Scientific and technological background



severe magnetic field distortions are brought into the FOV by the measured object
[67]. To better understand this behavior, it is important to know that 𝐵 is not just the
magnetic field strength but the magnitude of the magnetic flux density. Depending on
the difference between the magnetic susceptibility of the object to its surroundings
and the shape of the object, the magnetic flux is either partially forced around
the object or through it. As a result, the local (static) magnetic field 𝐵0 changes,
causing local changes in the resonance frequency of molecules (Equation 2.5). Even
though techniques exist to minimize the effect of magnetic field inhomogeneity (e.g.,
spin-echo sequences), their application is limited for gases due to their low 𝑇2 and
high diffusivity. Thus, such techniques were not deployed in this work.
To counteract inhomogeneities of the magnetic field, a special array of coils is used
in MRI, the so-called shimming coils. Each coil produces a magnetic field with
a defined geometrical shape which can be set to different intensity levels to – in
superposition with the other coils – homogenize the magnetic field in the FOV. In case
of the used BioSpec 70/20 MRI system by Bruker, five shimming coils are available,
which can alter the field in [𝑥 × 𝑦], [𝑥 × 𝑧], [𝑦 × 𝑧], [𝑧2] and [𝑥2 − 𝑦2]-direction,
respectively. The gradient coils, which produce a linear magnetic field distortion,
are also used such that eight different coils are available for shimming.
The Paravision 5.1 software used for data acquisition offers functions to gather
shimming parameters for optimal magnetic field homogeneity. However, these
are unsuitable for the special application of gas-phase MRI because of the low
signal-to-noise ratio (SNR) encountered and the large inhomogeneity of the studied
object. In the first studies (Chapters 4.3 & 5.1) presented in this work, the shimming
was thus done using a water-filled spherical phantom (a ping-pong ball). While the
shimming on this object produces excellent results, the shape and susceptibility of
the ball do not resemble the actual studied MRI reactor and the objects inside it.
Still, this was done as a best practice. Only in the last year, a self-made algorithm
was developed that imitates the ‘Mapshim‘ function by Paravision. The new method
can be focused on a region of interest instead of using the whole FOV. Thus, it is
less reliant on signal quality, as only the regions are picked where the desired signal
is most prominent.
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Experimental methods
3

The following chapter introduces the different technical and methodological compo-
nents required to perform the measurement shown in the later chapters. Although
the presented experiments differ in their respective boundary conditions and overall
goals, they all share the same concept and basic components.

3.1 Technical setup

3.1.1 MRI-compatible reactor
The heart of every measurement performed in this work is a reactor specially designed
to perform chemical reactions inside an MRI scanner. State-of-the-art chemical
reactors are mainly built from metallic components such as stainless steel because of
their excellent processability, low material prices, and high resistance to increased
pressure and temperature. The latter is most important, as many heterogeneously
catalyzed gas-phase reactions require temperatures of at least 150 ◦C and pressures
above ambient conditions. Further, they are usually exothermic so that temperature
and pressure can rise drastically over the cause of the reaction. The requirement to

Figure 3.1: Image of the original reactor built for MRI applications and the specially
designed RF coil by MRI.TOOLS. Reprinted from [1] under creative common
license (CC-BY 4.0).
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build a special reactor for MRI applications arises from the fact that the pulses of
the RF coil are heavily disturbed by highly electrically conductive material. Further,
an entirely closed stainless steel vessel of chemical reactors would act as a Faraday
cage, shutting off the insight from RF pulses. Thus, new materials and concepts
needed to be found that meet the requirements for the chemical reaction and MRI
measurements alike.
The design of the MRI reactor was based on the tubular reactor type, a basic concept
in reaction engineering. Further, the main goal was to perform measurements of
the methanation reaction and the FTS inside an MRI scanner. From all this, the
design of the MRI reactor was subjected to specific boundary conditions and ideas,
of which an overview is given here.

• Region of interest (ROI) free of metallic materials: As fast switching magnetic
fields gradients are required to obtain 3D MRI data. The ROI must be free of
electrically conducting material.

• Withstand elevated pressures and temperatures: The setup must be able to
withstand pressures of 30 bar, which is required for the FTS, and over 350 ◦C
to allow measurements of the methanation reaction.

• Free of magnetic parts: Due to the strong magnets required in MR tomographs,
the setup and periphery must be (almost) completely free of any magnetic
materials (i.e., no magnetic material in the experimentation room).

• Outside temperature of the reactor of less than 80 ◦C: As the coil surrounding
the outer reactor wall is sensitive to elevated temperatures, the temperature at
the outermost shell of the reactor should not exceed 80 ◦C. The coil used in
this work is intended for high-temperature usage, but other coils might only
withstand an inner temperature below 50 ◦C.

• Outer diameter at most 111 mm: Depending on the used MR magnet and
𝐵0 gradient system, this value might be different. The coil and reactor must
fit into the bore of the MR tomograph, which limits possible space for the
isolation material and a potentially larger reaction zone.

From these constraints, the reactor shown in Figure 3.1 was built. The setup is
focused around a ceramic tube made of alumina (Al2O3), which houses the main
reaction zone and, thus, the ROI of MRI studies. To reduce the possible tension
on the tube during assembly and application, the ceramic tube is kept between two
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flanges, only being held by one O-ring at each end. The flanges are made of titanium
due to its excellent mechanical properties compared to other non-ferromagnetic
metals, such as aluminum. The tube length ensures the ROI is sufficiently far from
the flanges such that the titanium does not influence the measurements. A fastener
keeps the flanges in place and retains the applied pressure in the axial direction. It
consists of two secondary flanges wrapped around the flanges made of titanium and
four custom-made fiberglass rods. To be able to fasten the rods, aluminum sleeves
with threads are glued (3M Scotch-Weld DP 490, 3M Deutschland GmbH, Neuss,
Germany) onto the rods. The secondary flange is made of polyamide-imide as its
low thermal conductivity, compared to that of titanium or other metals, reduces heat
transported in the radial direction toward the MR magnet and the RF coil. Further,
the concept features a larger glass tube around the ceramic tube. The first intention
to incorporate this tube was to mimic the shell of tubular reactors. Through the shell,
a tempering fluid can be pumped to keep the temperature in the reaction zone at a
desired level. During the design process, however, it was considered highly doubtful
whether the outer temperature of the reactor could be kept below 80 ◦C when a fluid
with approx. 200 ◦C flows through the shell, and almost no space remains for an
isolation layer. Instead, the part inside the shell was filled with isolation material so
that the reactor is operated in a (semi-) adiabatic fashion without active cooling.
With the aim to share the concept of the MRI-compatible reactor, the construction
files have been published openly [1], alongside performance tests of the reactor. As
a part of these tests, the methanation reaction was first performed inside an MRI
scanner (not shown in this work). However, the methanation reaction requires a
minimum temperature of about 200 ◦C, which must be supplied to the catalytic bed.
One of the first findings was that the comparably thick alumina tube provides high
thermal conductivity in the axial direction due to its high mass. This is an issue,
as heat brought in from the outside quickly dissipates towards the titanium flanges

Figure 3.2: Image of the MRI reactor with the new inlet featuring a larger tube. It is
designed for frontal heating of the reaction using an unfocused laser. A detailed
view of the changes between the two reactor designs can be found in Figure B.1.
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of the reactor. Thus, the heat needed to be supplied locally and at a high rate. In
the first experiments, the reactor was heated using the catalytic hydrogenation of
ethylene. However, this method severely limited the flexibility of the experiments
performed inside the reactor.
In the second stage of the design process, after the first results had been published,
an unfocused diode laser was acquired, which supplies the required heat by heating
the front of the catalytic bed using near-infrared radiation. To incorporate the laser
into the system, the design of the MRI-compatible reactor needed to be adapted
(Figure 3.2). The concept of a fluid-tempered shell was completely abandoned to
make room for a large inlet opening for the radiative heat. The outer glass tube
was maintained in the setup, as it has proven its worth by stabilizing the whole
reactor and preventing larger torques on the alumina tube. A comparison between
the original and the new reactor model is shown in Figure B.1.

3.1.2 Heating

As mentioned in the previous section, when performing heterogeneously catalyzed
gas-phase reactions inside an MRI scanner, the supply and retention of heat inside
the reactor is crucial. Apart from the used hydrogenation of ethylene, different
methods exist to provide heat in an MRI-compatible fashion. One concept is the
direct temperature control of the surrounding magnet (Sample Temperature Control,
Magritek GmbH, Aachen, Germany), which eventually leads to a heated specimen.
As mentioned before, most electric parts can only withstand temperatures below
80 ◦C. Thus the technique is limited to 60 ◦C. Tempering systems involving nitrogen
as a temper fluid (Variable Temperature Control for NMR Probes, Bruker BioSpin
AG, Fällanden, Switzerland) are commercially available. In these systems, the fluid
is heated in an external unit and brought into contact with the specimen inside the
MRI scanner via tubes. Nitrogen or air, however, are limited in the temperature they
can provide as the heat capacity is relatively low, and high temperature gradients
are required to transfer the necessary heat. In one of our previous works, we used
a similar approach to heat sampling tubes inside a reactor made of glass [4]. This
approach’s highest possible temperature inside the MR scanner was 200 ◦C, while
the air inlet was heated to over 450 ◦C. The heat dissipated through the inlet tubes
or was taken up by the mantle used for cooling. To achieve higher temperatures
inside the scanner, it was required to supply the heat directly to the object of interest.
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As a first approach, the heat of the exothermal hydrogenation of ethylene to ethane
[56, 68] was used

H2 + C2H4 −−−→ C2H6

(
ΔR𝐻

298 K = −137 kJ mol−1
)
. (3.1)

This hydrogenation is a heterogeneously catalyzed gas-phase reaction that was prior
used as a model reaction to prove that MRI of the gas phase was possible [56].
Among others, the reaction had the benefit that it could be performed at room
temperature over a Pt-type-catalyst. This, together with the high amount of energy
being released during the reaction made the reaction an excellent candidate for the
local heating inside the MRI reactor.
In the proof of concept for the CTD method, this type of heating was used to heat
methane and ethylene glycol-filled glass tubes (Chapter 4.3). The heating inside the
MRI reactor was successful and allowed us to perform the required study. However,
a downside was that the heat of the reaction can only be controlled by changing the
gas input stream. This is unfavorable in application with the methanation reaction as
it is a competing reaction, and might change the reaction behavior inside the reactor.
Further, the gases are visible by 1H MRI and can influence the results by adding
additional signals to the results of the measurement.
The second concept used in this work to heat the inside of the MRI reactor is
the employment of an unfocused laser. The light emitted from the laser is sent
directly onto the studied object. Therefore, the actual heat is only present at the very
center of the reactor where it is needed. The laser used for this is a 500 W diode
laser (LDM, LKK-D; Laserline GmbH, Mülheim-Kärlich, Germany) intended for
industrial applications.
Usually, a complete laser device consists of the light emitting unit, an optical fiber, a
collimator, and the focus lens. The light emitting unit includes the cooling, electrical
control, and outside communication. From here, the coherent light is guided via
the optical fiber to the collimator and the focus lens. When exiting the optical fiber,
the light beam has a conical shape, thus widening over the distance. To prevent this
behavior, the collimator is used to parallelize the light, which is focused to a tiny dot
using the lens. In this application, only a semi-local heating is desired to heat the
entire sample in the reactor and not just a single spot. Therefore, only a collimator
without a lens is used at the end of the fiber. As the light is parallelized, the shape of
the light beam is almost unchanged over the traveling distance, and the collimator
can be placed at a larger distance to the object of interest which needs to be heated.
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Thus, the collimator can be positioned outside the MR magnet and does not need to
feature a special design.

Table 3.1: Overview over the usage of different peripheral devices in each measurement
referring to the connection scheme of Figure 3.3.

Measurement Gases
Pressure
Sensors

Heating
Cooling

Trap
NDIR

Spectrometer
Proof of

concept CTD
H2/C2H4/N2 yes / no reaction no no

Cross section
𝜎j,CH4−H2

H2/CH4/N2 yes / no laser no no

Cross section
𝜎j,CH4−H2O

-/-/N2 yes / no laser no no

Methanation
reaction

H2/CO2/CH4 yes / yes laser yes yes

Figure 3.3: Connection scheme of the peripheral devices used for the measurements in this
work. An overview of which device was used in which measurement is given
in Table 3.1. Most peripheral devices had to be placed inside the neighboring
preparation room to stay outside the 0.5 mT line.
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3.1.3 Peripheral devices
A number of different devices and features has been used for up and down-stream
processing of the gases involved in the different measurements. The positioning of
the peripheral devices in the setup can be found in Figure 3.3, and Table 3.1 refers
the usage of the devices to each measurement.

• Mass flow controllers (MFC; Bronkhorst Deutschland Nord GmbH, Kamen,
Germany) have been used to control the volume flow into the reactor. The flow
controllers can be used in a range of approximately 0.15 L min−1 to 6 L min−1

and were calibrated for H2, CO and N2, respectively. The CO-calibrated MFC
was usually used for the carbon source of the process, thus, either C2H4 or
CO2. During the methanation reaction, the N2-calibrated MFC was used for
CH4 as it represented the inert gas in the reaction.

• Pressure sensors (WIKA Alexander Wiegand SE & Co. KG, Klingenberg,
Germany) were used to quantify the pressure inside the reactor. In all
measurements except the methanation reaction, a single pressure sensor
directly after the MFCs was used. For the methanation, it was necessary to
ensure that the pressure drop over the reactor is known. Therefore, a second
pressure sensor was placed right before the cooling trap.

• A pressure control valve (Hy-Lok D Vertriebs GmbH, Oyten, Germany) was
used when a gas pressure above ambience was required inside the MRI reactor.
The used valve sets a counter pressure by manually screwing a spring onto a
polytetrafluoroethylene (PTFE) seat which blocks the gas flow if the pressure
inside the reactor is below a certain threshold. As the knob of the valve needed
to be turned manually, and it needed to be placed inside the MR room, the
valve was usually set at the beginning of the measurement and then left at
a certain position. This could result in small changes in the final pressure
from the initial setting when the gas flow had adjusted to the combination of
MFC flow control and pressure control valve. In the presented measurements,
this was not an issue, as the actual pressure was known through the pressure
sensors, and it was possible to account for the change in the calculations.

• A non-dispersive infrared spectrometer (NDIR) was used to quantify the
molar concentrations of CO, CO2 and CH4 in the outlet stream during the
methanation reaction. The NDIR spectrometer (GMS810 with a MULTOR
module, Sick AG, Germany) is equipped with three different modules, one for
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each gas. The spectrometer sequentially measures the gas concentration of
one of the three gases for about 15 s and then switches to the next. As a result,
the values are updated with a temporal resolution of approximately 45 s.

• A cooling trap was built to remove the water from the product stream that is
created in the methanation process. This was necessary, as no water is allowed
in the NDIR spectrometer used for gas analysis. The cooling trap was cooled
to a temperature of 0 ◦C by keeping the trap in a bath of ice and water. The
cooling trap was a makeshift build using some larger Hy-Lok tubings (Hy-Lok
D Vertriebs GmbH, Oyten, Germany) which were made from stainless steel.
It was placed in front of the pressure control valve, so that the gas entering the
valve was dry and no condensation occurred inside the valve.

3.2 MRI Measurements

3.2.1 Scanner
A 7 Tesla preclinical NMR imaging system (Biospec 70/20, Bruker Biospin GmbH,
Ettlingen, Germany) equipped with a gradient system BGA12S2 (441 mT m−1

maximum gradient strength in each direction, 130 µs rise time) was used for all MRI
measurements. A circularly polarized volume RF coil was used for RF excitation
and signal detection. The pulse sequences were implemented using the software
platform Paravision 5.1.

3.2.2 Coil
A special MRI coil was built for the experimental setup. The coil was developed
and manufactured by MRI.Tools GmbH (Berlin, Germany) using a ring-shaped
cylindrical fiberglass body with an inner diameter of 72 mm. Its special feature are
four cylindrical bores distributed evenly on the ring. The bores make room for the
fiberglass rods to go through the body of the coil (see Figure 3.1). Furthermore,
connections for pressurized air were added at the front to cool the coil in situ through
thermal convection. Compared with previously used standard RF coils, the dedicated
RF coil built by MRI.Tools exhibits reduced background signals and considerably
reduced detuning of the RF coil with changing temperature, both essential properties
for the presented measurements.
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3.2.3 3D-MRSI measurements
An optimized short echo time MRSI pulse sequence was used to acquire spectral
information of the MRI reactor with a 3D resolution. The sequence uses a RF pulse
with a flip angle of 20◦ to partly flip the magnetization into the transverse plane.
Immediately after the RF pulse, short triangular-shaped phase encoding gradients
were applied with circularly reduced 𝑘-space sampling (see Chapter 2.4). In between
the RF pulse and data acquisition of the free induction decay (FID), a wait time of
𝑇𝐸 passes to allow for sufficient gradient rise times. Data acquisition was performed
using 1024 complex data points and a spectral width of 50 kHz. Using a repetition
time (𝑇𝑅) of 80 ms, the total time per MRSI measurement was about 9 min.

3.2.4 𝑇1 measurements
To measure the signal amplitude 𝐴 (as a measure of 𝑀0) and the relaxation time 𝑇1,
a pulse sequence was used that combined a saturation module with the 3D-MRSI
sequence. To reduce the influence of spatial inhomogeneities or maladjustments of
the 𝐵1 field used for RF pulses, the saturation module consisted of two consecutive
60 µs rectangular 90◦ pulses with a delay of 0.8 ms to flip the magnetization into
the transverse plane. Each pulse is followed by spoiler gradients to destroy the
longitudinal magnetization. After a recovery time 𝜏, a third 60 µs rectangular 90◦

pulse is used to flip the partially rebuilt longitudinal magnetization into the transverse
plane again. Immediately after the RF excitation pulse phase encoding gradients

Figure 3.4: Scheme of the saturation recovery sequence used to measure the longitudinal
relaxation time 𝑇1 and signal amplitude 𝐴. The phase encoding gradients are
shown as triangles emphasizing that the gradient duration is short in comparison
to the rise time of the gradient system. Reworked from [2] under creative
common license (CC-BY 4.0).
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of 260 µs duration are applied in all three spatial dimensions, followed by data
acquisition (50 kHz spectral width, 1024 complex data points, Figure 3.4).
The recovery time 𝜏 was varied to cover the 𝑇1 relaxation progress of methane. The
lowest value was always 0.8 ms and the highest value was chosen to be around 3
times of the expected 𝑇1. Each step of 𝜏 in between was about double the prior value.
A detailed overview of the chosen parameter for each measurement can be found in
Table 3.2.
For each 𝜏 value a single 3D-MRSI measurement was performed, resulting in one
decaying time signal (FID) for each 𝜏 value and each voxel. From the FIDs, signal
amplitudes 𝑆 were determined using the matrix-pencil method (MPM) as described
by Lin et al. [69]. The method presents a fast way to fit exponentially decaying
signals in the time domain. In comparison to integration in the spectral domain,
MPM’s ability to separate signals even with low frequency differences (< 0.5 ppm)
was advantageous for our measurements, as the different resonance lines are usually
too broad to be separated clearly. Further, the MPM fits provide information about
the frequency, dampening factor and phase of the signal helpful for further analysis.
In Chapter 6.3, for instance, the dampening factor could be used to separate the
signal of liquid water from the remaining signals.
From the MPM fits, series of amplitudes 𝑆 per voxel were determined. The
amplitudes were fitted to the function

𝑆 = 𝐴 + (𝐶 − 𝐴)e−𝜏/𝑇1 , (3.2)

using the ‘trust-region-reflective’-algorithm provided by MATLAB (mathworks.com,
Version 2017b). The fitting parameters are the maximum signal amplitude 𝐴, the
longitudinal relaxation time 𝑇1 and an error term 𝐶, which accounts for incomplete
saturation of the longitudinal magnetization, e.g., by misadjustment or spatial
inhomogeneities of the RF field. A graphical depiction of the processing from FID
to signal amplitude and 𝑇1 can be found in Figure B.4 in the appendix alongside the
effects of magnetic field inhomogeneity discussed in Chapter 2.4.3.
The FOV of the measurement was always chosen to be as small as possible to reduce
measurement time. It can be seen in Table 3.2 that the size of the FOV differs for
the measurements even though the same MRI reactor was studied. This is because
some leakage occurs between the ceramic tube and the glass tube. Even though
this did not pose a security threat, the accumulation of gases outside of the ceramic
tube influences the measurement signal. To prevent the signal from influencing
the measurement inside the reactor, a larger FOV needed to be chosen. In the
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measurements of Chapters 4 and 5.2 the measured methane was inside glass tubes.
Here, the most prominent gas was nitrogen. Therefore, a small FOV could be chosen.
For future studies, a rework of the sealing of the reactor might be necessary.
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Method development:
Combined Temperature
and Density (CTD)
measurements

4

This thesis is centered around the question, how heterogeneously catalyzed gas-phase
reactions can be analyzed using MRI to better understand the complex interactions
of different transport phenomena. To answer this nontrivial question, a new method
was developed. It is called the Combined Temperature and Density (CTD) method.
The CTD method depends on the translation from NMR parameters to reaction
parameters, and more specifically, from signal amplitude 𝐴 and 𝑇1 relaxation time to
temperature 𝑇 and molecular number density 𝜌. This chapter elucidates the general
idea behind the method, presents the equations and theorems required for the applica-
tion of the method, and shows the method’s proof of concept. The findings presented
here have previously been published in Harm Ridder, Christoph Sinn, Georg R.
Pesch, Wolfgang Dreher, and Jorg Thöming. “Spatially resolved direct gas-phase
thermometry in chemical reactors using NMR”. in: Chemical Engineering Journal
433.September 2021 (2022), p. 133583. doi: 10.1016/j.cej.2021.133583.

4.1 The CTD method
As previously explained, chemical reaction systems are subject to complex transport
phenomena. To better understand how a system reacts to potential optimizations,
local reaction parameters like temperature and concentration need to be acquired
operando. MRI allows to perform operando measurements of reactors. Among
others, the acquired NMR parameters like signal amplitude, 𝑇1, and 𝑇2 depend
on the temperature 𝑇 and the molecular number density 𝜌 (e.g., the number of
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molecules contained in a given volume) of the different species. Thus, the two
reaction parameters 𝑇 and 𝜌 can be measured using MRI. However, while other
influences on the NMR parameters might be kept constant during a measurement, 𝑇
and 𝜌 cannot. Thus, measuring a single NMR parameter alone does not allow to
derive the two local parameters 𝑇 and 𝜌. A change in the measured NMR parameter
might always be induced by either one of the two parameter, and more likely, a
combination of both. To resolve the issue of the twofold dependence on 𝑇 and
𝜌, two different NMR parameters need to be acquired, preferably from the same
measurement.
The application of the CTD method in this thesis is based on a saturation recovery
sequence. Saturation recovery sequences are commonly used to acquire the longitu-
dinal relaxation time 𝑇1 of a species by measuring the signal recovery after saturating
the studied sample. However, 𝑇1 cannot be derived from a single measurement
alone, but a fit over multiple measurements with different wait times 𝜏 is required
(see Chapter 3.2.4). Through this fit, not only 𝑇1 is acquired, but also the maximum
signal amplitude 𝐴 of the species – a fact that is usually ignored. Thus, the saturation
recovery offers two independent and simultaneously measured NMR parameters.

4.2 From NMR parameters to reaction parameters

To calculate temperature 𝑇 and molecular number density 𝜌 from signal amplitude
𝐴 and longitudinal relaxation time 𝑇1, the temperature and density dependence of
the two NMR parameters needs to be known. In the following, the dependences
are derived from theory, and then combined to suit the calculation of 𝑇 and 𝜌. It is
important to note that the resulting values are calculated as absolute quantities. Apart
from some signal bleeding that is encountered in every MRI measurement, each
individual voxel carries its unique set of temperature and density information of the
methane therein. While this feature is inherent in multiple MRI sequences applied
in reaction engineering, it is uncommon in medical MRI applications. For further
analysis of the results, such absolute values are crucial. From absolute temperatures,
for instance, one can calculate local reaction rates, which would not be possible
from a qualitative image. However, the validation process for absolute values is
much more complex. An image does not only need to make sense qualitatively, but
ways need to be found to validate the acquired local information in each voxel.
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4.2.1 Signal amplitude
As shown in Chapter 2.3.1, the dependence of the signal amplitude on temperature is
characterized by the Boltzmann distribution and depends on the excess of spins that
align to the magnetic field. Using the relation tanh(𝑧) = (exp(2𝑧)−1)/(exp(2𝑧) +1),
Equation 2.3 can be rewritten to

𝐴 = 𝐶𝜌𝑖𝑉𝑆mtanh(𝑧) with 𝑧(𝑇) = 𝛾ℏ𝐵0

2𝑘B𝑇
, (4.1)

with the average molecular density in the observed volume 𝜌𝑖 = 𝑁𝑖/𝑉 of component
𝑖. When the signal amplitude is compared to a known state, for instance at room
temperature (index 0), the dependence on measurement parameters in 𝐶 can be
removed and the equation now reads

𝐴

𝐴0
=

𝜌

𝜌0

tanh(𝑧(𝑇))
tanh(𝑧(𝑇0))

, (4.2)

For simplification, we can approximate tanh(𝑧) = 𝑧, which results in a negligible
error (< 1 %) at 𝐵0 = 7 T and for temperatures 𝑇 > 5 K, resulting in

𝐴

𝐴0
=
𝑇0

𝑇

𝜌

𝜌0
. (4.3)

4.2.2 Longitudinal relaxation time of methane
The temperature and density dependence of the 𝑇1 relaxation time of gases has been
widely studied by different authors in the past [70–75]. 𝑇1 of gaseous methane
is mainly dependent on the spin-rotation mechanism [71, 74]. The topic was
experimentally covered by the studies of, for instance, Dong and Bloom [75] or
Beckmann [72]. The generalized formula of the spin-rotation mechanism stated by
Dong and Bloom is

𝑇−1
1 =

4𝜋2

ℏ2 𝐶2
eff2𝐼0𝑘B𝑇

𝜏1

1 + 𝜔2
0𝜏

2
1
. (4.4)

Here, 𝐶2
eff is the effective spin-rotation constant for spherical top molecules

𝐶eff = 𝐶2
a + 4

45
𝐶2

d , (4.5)

with the constants for methane 𝐶a = (10.4 ± 0.1) kHz and 𝐶d = (18.5 ± 0.5) kHz
[76], the angular rotational frequency 𝜔L/2𝜋 = 1.68 MHz [72] and the principal
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moment of inertia 𝐼0 = 5.33 × 10−47 kg m2 [77]. The variable 𝜏1 is a characteristic
time, sometimes described as the mean time between two consecutive molecule
collisions

𝜏1 = (𝜌𝜎j�̄�)−1, (4.6)

using the average molecular density 𝜌, the mean relative gas velocity [72] with the
reduced mass of the colliding pair 𝜇 = (𝑚1𝑚2)/(𝑚1 + 𝑚2)

�̄� =

√︄
8𝑘B𝑇

𝜋𝜇
, (4.7)

and the effective cross section for the collision of each methane molecule 𝜎j.
When multiple gases are present, the definition of 𝜏1 and 𝜎j needs to be extended to
account for the different possible collision partners. According to the theoretical
work by Gordon [78], 𝜏1 can be calculated as the sum of molecular density 𝜌𝑖 of the
collision partner 𝑖 multiplied by their respective mean relative gas velocity �̄�𝑖 and
the cross section for the collision of methane with that specific molecule 𝜎j,CH4−𝑖

𝜏−1
1 =

𝑛∑︁
𝑖=1

𝜌𝑖 �̄�𝑖𝜎j,CH4−𝑖 . (4.8)

The cross sections for the collision of methane with other gases are not commonly
known and need to be calculated from measurements. Unfortunately, 𝜎j is not only
different for each molecule, but also temperature dependent and, thus, needs to be
quantified in an extensive measurement series, including changes in the temperature.
In Chapter 5, the different cross sections required for the methanation reaction are
discussed further.

4.2.3 Iterative calculation of temperature and density
From the theoretical analysis it can be derived that both signal amplitude 𝐴 and
longitudinal relaxation time𝑇1 are described by a function of density and temperature.
To find a solution for 𝜌 and 𝑇 that fits a pair of amplitude and 𝑇1 in each respective
voxel, Equations 4.3 and 4.4 are computed iteratively.
For the calculation of temperature and density, assumptions are required, which
vary for different cases of applications. In the measurements shown in this work,
methane is measured either inside glass tubes or in an open reactor system, where
the methane and other gases constantly flow through the reactor tube. Four different
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molecular number densities must be considered in the measured framework. The
number density of methane during the base measurement 𝜌CH4,0 and the molecular
number density of all molecules in this state 𝜌tot,0, as well as the molecular number
density during the actual measurement 𝜌CH4 and the corresponding overall molecular
number density in this second state 𝜌tot.
The overall molecular number density is calculated using the ideal gas law and the
Avogadro constant 𝑁𝐴 = 6.022 × 1023 mol−1

𝜌tot =
𝑝𝑁𝐴

𝑅 𝑇
. (4.9)

As methane is measured in this work, Equation 4.3 only applies to the molecular
number density of methane and needs to be specified as

𝐴

𝐴0
=
𝑇0

𝑇

𝜌CH4

𝜌CH4,0
. (4.10)

The molecular number density is a quantity that cannot be applied directly to typical
reactor models. Therefore, the iterative calculation method computes the mole
fraction of methane 𝑥CH4 from the signal amplitudes

𝑥CH4 =
𝜌CH4

𝜌tot
=

𝜌CH4,0
𝑇
𝑇0

𝐴
𝐴0

𝜌tot
. (4.11)

In the quantification of𝜎j,CH4−H2 (Chapter 5.1) and the methanation reaction (Chapter
6), an open reactor system is used. Methane flows openly through the reactor and a
constant pressure is set using the pressure control valve. For the proof of concept of
the CTD method (Chapter 4.3) and the quantification of 𝜎j,CH4−H2O (Chapter 5.2),
methane inside glass tubes is measured. Inside the closed tubes, the number of
molecules stays constant. Therefore, it can be assumed 𝑥CH4 = 1. Even though the
overall number of molecules in a tube is constant, the molecular number density can
be slightly shifted through temperature gradients over the tube length. This error
is accounted for by calculating the ratio between the initially equally distributed
density at room temperature and the actual density

𝜌

𝜌0
=

𝑇

𝑇0

𝐴

𝐴0
, (4.12)

and applying the ratio to 𝑥CH4 when used as an input for the temperature calculation.
In the case of an open reactor system, the calculation is different. Here, the mole
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fraction at the base measurement 𝑥CH4,0 is set using mass flow controllers. Using
𝜌CH4,0 = 𝑥CH4,0 𝜌tot,0, Equation 4.11 is changed to

𝑥CH4 =
𝑥CH4,0 𝜌tot,0

𝑇
𝑇0

𝐴
𝐴0

𝜌tot
= 𝑥CH4,0

𝑝0

𝑝

𝑇2

𝑇2
0

𝐴

𝐴0
. (4.13)

The second part of the CTD iteration process calculates the temperature of the mea-
sured methane from 𝑇1 using Equation 4.4 by Dong and Bloom [75]. As explained
in the previous chapter, to calculate the characteristic time 𝜏1 from Equation 4.8,
the molecular number densities and cross sections for the collision of methane with
the respective molecule need to be considered. In binary mixtures, quantifying
the molecular number densities of each species can be done by measuring the
applied pressure or quantifying the signal ratio between two gases. However, the
gas mixture’s characterization is less straightforward when dealing with the actual
methanation reaction. In this case, gas mixtures are dependent on mass transport as
a combination of diffusion, convection, and reaction processes. For simplification,
diffusion was neglected. Thus, the gas mixture’s composition is only a function
of the extent of reaction. According to Equation 2.1, for each mole of methane
formed, two moles of water are formed, while four moles of hydrogen and one mole
of carbon dioxide are consumed.
The iterative method calculates the temperature and density in each voxel inde-
pendently using the equations described above. The iteration stops when a local
minimum is found, e.g., when the change per calculation step falls below a certain
threshold. If no solution is found in a given range of feasible solutions, the value is set
to not a number (NaN) and ignored for the remaining calculations. As Equation 4.3
has a linear dependence on the density, and the dependence of 𝑇1 on the temperature
is (at least in the investigated range, see Figure 6.2) monotonically decreasing, the
local minimum should always be the global minimum.

4.3 Proof of concept: comparison with
state-of-the-art temperature measurements

4.3.1 Experiment
As a first approach to show the applicability of the CTD method, the temperature
of pure methane (quality 3.7, Linde GmbH, Pullach, Germany) was measured in
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sealed glass tubes (inner diameter 3 mm, outer diameter 5 mm, Glaskomponenten
/ Roland Zein, Ingelsheim, Germany). The glass tubes are beneficial, as only
temperature effects change the signal response of the methane. At room temperature,
the pressure inside the glass tubes was approximately 0.9 bara, varying slightly for
each glass tube as a result of the filling procedure. As a reference, glass capillaries
(inner diameter 0.5 mm, outer diameter 0.7 mm, CM Scientific Ryefield (EU) Ltd.,
Republic of Ireland) filled with glycerol were placed next to the glass tubes to
measure the temperature using diffusion weighted-MRI (DW-MRI) as shown in [4].
During the experiment, two methane-filled glass tubes and two glycerol-filled glass
capillaries were placed inside the MRI reactor. The containers were mounted next
to each other on a carrier made of polyamide-imide with alternating filling of the
substances (Figure 4.1). The carrier was equipped with two MRI-compatible fiber
optic temperature sensors (gallium arsenide-based fiber sensor TS2 comprehensive
with FOTEMP 4; Weidmann Electrical Technology AG, Rapperswil, Switzerland),
displaying the temperature at each end of the carrier. The inlet temperature sensor
was placed at a distance of approximately 8 cm of the magnet’s center while the
outlet temperature sensor was 4 cm behind the center. A Pt/Al2O3-wash coated
honeycomb was placed in front of the carrier and used to heat the setup by catalyzing
the hydrogenation of ethene.
During the measurements, a total gas flow of 2 NL/min was set using mass flow
controllers (Bronkhorst Deutschland Nord GmbH, Kamen, Germany). To achieve
different temperatures inside the reactor, the ratio between the two reactants (C2H4,
H2) and the inert gas (N2) was varied, ranging from 0.1/0.1/0.8 (C2H4/H2/N2)
for the lowest temperature to 0.27/0.27/0.46 for the highest temperature. MRI
measurements were started at steady state conditions, i.e., when both fiber optic

Table 4.1: Overview over the resulting inlet and outlet temperatures at each set point of gas
compositions.

Mole fraction
C2H4/H2/N2

Inlet temperature / ◦C Outlet temperature / ◦C

0.1/0.1/0.8 129 64
0.16/0.16/0.68 165 84
0.18/0.18/0.64 209 108
0.22/0.22/0.56 242 125
0.24/0.24/0.52 258 136
0.27/0.27/0.46 285 148

4.3 Proof of concept: comparison with state-of-the-art temperature
measurements
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Figure 4.1: Exemplary comparison between temperatures measured using a methane tube
(CTD) and a glycerol tube (Diffusion). Reference temperature measurements
using external sensors are shown as well.

Figure 4.2: a) Parity plot of the temperature obtained from state-of-the-art DW-MRI
measurements (glycerol) with the temperature measured using the CTD method
(methane). b) Comparison of the methane temperature’s relative CI (95 % CI
divided by mean) with the relative CI of the two inputs, � and �1. Reprinted
from [2] under Creative Common License (CC BY 4.0).
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temperature sensors exhibited changes in temperature less than 0.1 K min−1, resulting
in a maximum temperature change over the cause of the measurements of 3 K.

4.3.2 Results

Measurements comparing the CTD and state-of-the-art DW-MRI method have been
carried out at six different temperature levels (Table 4.1). The inlet/outlet temperature
measured by the fiber optic temperature sensors at the lowest level was 𝑇in = 129 ◦C
/ 𝑇out = 64 ◦C, and at the highest temperature 𝑇in = 285 ◦C / 𝑇out = 148 ◦C. Prior to
heating the setup, measurements at room temperature were carried out, which are
used as a reference for the signal amplitude ratio 𝐴/𝐴0 and to quantify the absolute
pressure inside the methane-filled tubes. From each measurement, the central eight
slices were evaluated (slices 7–14). For both methane capillaries, 4 × 2 voxel per
slice (4.7 mm × 2.3 mm) were evaluated, each resulting in an individual value for 𝑇1

and 𝐴/𝐴0. From these, the temperature 𝑇 and the shift in molecular number density
𝜌/𝜌0 (Equation 4.12) were calculated as described in the previous section. The
fitting procedure also calculates the 95 % confidence intervals (CI) of 𝑇1 and 𝐴 for
each voxel. Furthermore, the temperature of the glycerol capillaries was calculated
using a diffusion/temperature correlation (Equation 17 in [4]) from 6 × 6 voxel
(3 mm × 3 mm) of the DW-MRI measurement. All 95 % confidence intervals shown
in the plots in this section are mean squared confidence intervals averaged from the
respective voxels and calculated via error propagation.
To contextualize the results, Figure 4.1 shows the mean temperature (i.e., the temper-
ature in each slice) as a function of axial distance for the outer methane-filled tube
and the neighboring glycerol-filled capillary at the highest and lowest temperature
level. Further, the mean temperature over the cause of the measurements of the two
fiber optic temperature sensors is displayed. At first glance, it is apparent from the
figure that the obtained temperatures are in reasonable agreement with each other.
The measured temperatures decrease from the front to the back of the carrier, which
was expected as the gas used for heating should have an axial temperature gradient,
even at a steady state. However, the temperature measured using methane is always
slightly lower than the glycerol temperature, whereas the fiber optical sensors display
a temperature slightly above the glycerol temperature.
Results combined for all six measurements at different temperature levels are shown
in Figure 4.2. Here, the mean of the methane temperature per slice is compared to
the temperature measured in the glycerol-filled glass containers (a), and the relative
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CI (95 % CI divided by the mean) of the measured methane is shown (b). The
parity plot in Figure 4.2 a) solidifies that the measured temperature follows the
same trend for both techniques. However, it also shows the methane temperature’s
offset to the temperature of the glycerol measured using DW-MRI. This constant
offset indicates that the primary source of error does not come from statistical
or SNR errors but from some systematical error during the measurement or the
post-processing procedure. Figure 4.2 b) confirms this assumption, as the CI of
the temperature relative to its value is only up to 6 %, while the error compared to
glycerol is much larger. From the comparison of the different CIs of 𝐴, 𝑇1 and 𝑇 it
can be seen that the deviation of 𝑇1 mainly governs the CI of the temperature.
In retrospect, this indicates bad shimming of the magnetic field inside the glass
tube. As mentioned in Chapter 2.4, large gradient coils are used to homogenize the
magnetic field inside the measured specimen. However, Bruker’s original procedure
for this is not designed for the application on gases. Therefore, the magnetic field
was shimmed prior to the measurements using a spherical water-filled phantom.
Neither did the phantom incorporate the used MRI reactor nor the actual carrier
with the glass containers. The shimming was thus only done poorly. When the
magnetic field inside a voxel is inhomogeneous, the signal decay of the FID is not
adequately fitted using MPM as it assumes a Lorentzian (exponential) decay of the
signal, which is compromised when the shim is bad (Figure B.4). 𝑇1 and 𝐴 are fitted
from a series of signal amplitudes calculated from multiple measurements using
MPM. When only some of these signal amplitudes are over or under-predicted in
comparison to the others, this will have a strong influence on 𝑇1. 𝑇1 is fitted in an
exp

(
1
𝑇1

)
term, where small changes in the curve’s steepness result in significant

changes of the fitted value. The maximum signal amplitude 𝐴, however, has its
main influence from the measurements at the highest 𝜏 and is not as susceptible to
fitting errors. Another factor that needs to be considered is the low pressure inside
the methane-filled tubes. Firstly, the low pressure results in a low SNR of methane
(around 10-15 @50 kHz; SNR: signal amplitude versus noise at 𝑡 → ∞), meaning
that at increased temperatures and for small 𝜏 values the results of both 𝑇1 and 𝐴 are
less reliable. Secondly, the pressure range around ambient pressure is unfavorable
for the 𝑇1 of methane at a Larmor frequency around 300-400 MHz [2, 72]. In this
range, the values for 𝑇1 are close to a local minimum, meaning that 𝑇1 only reacts
with minor changes to changes in temperature and pressure (Figure 6.2). This
unpronounced temperature dependence leaves the method vulnerable to deviations.
Furthermore, the setup on the carrier was tightly packed to minimize temperature
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gradients along the object. However, the optical fiber sensors must stick out of the
carrier to work correctly. From experience with later experiments, it is apparent that
the gas flow around the carrier is subject to large temperature gradients. Through
natural convection effects, warmer gas flows fast along the upper regions of the free
gas phase, which might explain the high temperature determined by the fiber optical
sensors. Additionally, the proximity of glycerol- and methane-filled containers did
not benefit the measurements of methane. The high signal of the liquid glycerol
did partly appear in some of the voxels where methane was present due to the
point-spread function [79]. Even though only a small portion of the glycerol signal
appeared in the neighboring voxels, it was still in the same order of magnitude as
the methane signal. Further, it appeared in a similar range of the chemical shift such
that some of the voxels were not available for processing the methane’s temperature.

Summarizing the first results using the CTD method, it is clear that the tech-
nique can measure the temperature of methane in this simplified setup spatially
resolved. The results are in reasonable agreement with reference temperature
measurements. As the measurements rely on methane, no temperature limits due to
evaporation hinder the measurement at high temperatures. Further, the temperature
can be quantified directly in the free gas phase without disturbing the gas flow.

4.3 Proof of concept: comparison with state-of-the-art temperature
measurements
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Parameter identification:
cross section for the
collision of methane

5

The previous chapter explained how individual information about temperature and
density inside a chemical reactor can be probed using MRI measurements and the
proposed CTD approach. To acquire the two reaction parameters 𝑇 and 𝜌, the signal
amplitude 𝐴 and the longitudinal relaxation time 𝑇1 of methane are measured. Using
the chemical shift, the signal amplitude of methane is separated from other signals
present during the methanation (e.g., water and hydrogen), making the acquisition of
the signal amplitude relatively straightforward. However, the longitudinal relaxation
time 𝑇1 of methane relies not only on the methane’s temperature 𝑇 and its molecular
number density 𝜌CH4 , but also on the molecular number density of the other gases
present in the mixture. The 𝑇1 relaxation time states how fast spins/molecules
dissipate their magnetization to the surroundings. For gases in a continuum, this
exchange is mainly dependent on molecule-molecule collisions. Therefore, the
interaction parameter to calculate the longitudinal relaxation of methane in the
presence of other gases is the cross section for the collision of methane with another
molecule 𝜎j,CH4−𝑖. To be able to calculate 𝑇1 of methane during the methanation
reaction, the cross section for the collision of methane with each of the four
participants of the reaction, hydrogen, carbon dioxide, water, and methane, are
required. In many cases, nitrogen is present to dilute the gases and control the
reaction. The cross sections for the collision of methane with methane, carbon
dioxide, and nitrogen have already been determined by Jameson et al. [76]. Jameson
et al. stated the cross sections as a temperature-dependent parameter in the form of

𝜎j,CH4−𝑖 = 𝜎0,𝑖

(
𝑇

300 K

)−𝑛𝑖
, (5.1)

using a reference value at STP 𝜎0,𝑖 and an exponent for the temperature dependence
𝑛𝑖. No values for the collision of methane with hydrogen and water could be found
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in the literature. To be able to carry out and evaluate the CTD measurements on
the methanation reaction, two extensive measurement series have been conducted,
each designed to extract the cross section of 𝜎j,CH4−H2 and 𝜎j,CH4−H2O, respectively.
The parameters 𝜎0,𝑖, and 𝑛𝑖 required for the methanation reaction are summed up in
Table 5.1.

5.1 Mixtures of methane in hydrogen
The first experiment to extract a collision parameter was designed for mixtures
of methane and hydrogen. As it was unclear how 𝜎j,CH4−H2 would depend on
temperature, pressure, and concentration, the experiment was designed to cover all
three parameters in a broad range. The results shown here have been previously
published in Harm Ridder, Christoph Sinn, Georg R Pesch, Wolfgang Dreher, and
Jorg Thöming. “Longitudinal Relaxation (T1) of Methane/Hydrogen Mixtures for
Operando Characterization of Gas-Phase Reactions”. In: ACS Measurement Science
Au 2.5 (2022), pp. 449–456. doi: 10.1021/acsmeasuresciau.2c00022.

5.1.1 Experiment
Measurements to extract 𝜎j,CH4−H2 were carried out in a cylindrical glass tube,
which was open for gas flow at the top and bottom of the cylinder (Figure 5.1).
Two honeycomb structures were placed inside the glass tube to improve radial
heat transport. The second honeycomb was used to offer a second temperature
level for the measurement as the gap between the two monoliths interrupts thermal
conduction. The tube was positioned in the center of the MRI reactor and heated
up using the diode laser, as described in Chapter 3.1.2. Inside the tube at the front,

Table 5.1: Overview of cross sections for the collision of methane with gases present during
the methanation reaction. The parameters are required to predict 𝑇1 according to
Equation 4.4.

Collision partner 𝑖 𝜎0,𝑖/Å
2

𝑛𝑖 Source
CH4 18.4 0.9

Jameson et al. [76]N2 16.3 0.87
CO2 24.1 0.98
H2 4.07 0.52 this workH2O 27.96 1.15
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a ceramic sponge was placed to absorb the radiative heat from the laser. The last
honeycomb was wrapped in fiberglass wool and fitted tightly into the tube to fixate
the three monoliths (black sponge and two ceramic honeycombs) inside the glass
tube.
The measurements were performed using five different gas mixtures of hydrogen
and methane (CH4/H2 ratios of 1:0, 1:3, 1:1, 3:1, and 0:1) with temperatures ranging
from room temperature to approximately 300 ◦C and pressures ranging from 1 to
5 bara. A constant gas flow of 0.565 LN/min was set for all measurements with
changing gas composition. The pressure was measured after mixing the gases outside
the MR scanner’s room and altered using a back-pressure regulator at the outlet of
the chemical reactor (see Chapter 3.1.3). From the gas composition and pressure,
the molecular number density could be calculated a priori. Thus, it was sufficient to
use the 𝐴/𝐴0 ratio to compute the temperature from Equation 4.13. For this, a base
measurement of pure methane at room temperature was carried out, like in every
other CTD measurement. After the initial measurement, the system was heated for
about 90 min to reach a certain temperature level. The power level of the laser was
kept constant each day. This way, the actual temperature inside the measurement tube
changed only slightly as a function of gas composition and pressure. Temperature
changes occurred due to the different heat capacities of methane [80] and hydrogen
[81] and because methane partially absorbs the laser’s radiation, while hydrogen
does not. However, as the temperature was measured operando, these changes could
be detected and were thus accounted for. The measurements were performed in an

Figure 5.1: Picture and schematic drawing of the glass cell used to measure 𝜎CH4−H2 . The
cell is heated frontally using the 500 W diode laser described in Chapter 3.1.2.
Figure reworked from [3] under Creative Common License (CC BY 4.0).
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open reactor system as this facilitated the change of gas composition and increased
heat transport inside the tube.

5.1.2 Results
The obtained longitudinal relaxation times𝑇1 as a function of temperature for different
pressures and gas ratios are shown in Figure 5.2. Each panel a)-c) contains the results

Figure 5.2: Measured longitudinal relaxation time 𝑇1 of methane in different mixtures
with hydrogen at the three investigated pressure levels of a) 𝑝 = 1 bara, b)
𝑝 = 3 bara and c) 𝑝 = 5 bara. The cross section for the collision of methane
with hydrogen is fitted to all data points at 𝑝 = 5 bara. For reference, the
calculated 𝑇1 dependence is shown as well. Reworked from [3] under Creative
Common License (CC BY 4.0).
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of one pressure level. As the measurements at the highest pressure (𝑝 = 5 bara)
yielded the most accurate results, the required collision cross section 𝜎j,CH4−H2 was
fitted to this data set. Curves (solid line) using the theoretical prediction of 𝑇1 from
Equation 4.4 with the acquired 𝜎j,CH4−H2 are plotted for reference.
At 𝑝 = 1 bara (Figure 5.2a), the theory predicts little dependence of 𝑇1 on gas
composition (lines). The measurements at the same temperature level deviate strongly
in measured temperature and their 𝑇1. The predicted temperature dependence is
only slightly visible, while no change in 𝑇1 from gas concentration can be seen.
The uncertainty found here matches the uncertainty described in Chapter 4.3. The
molecular number density was even lower towards higher temperatures than in the
previous experiments as an open gas stream was used here, where the gas density
decreases with temperature. Again, the low molecular number density does seem to
enhance statistical uncertainty (standard deviation) compared to the higher pressure
levels.
The next higher pressure level of 𝑝 = 3 bara shows a clear dependence of 𝑇1 on the
gas ratio both in theory and from the experimental data (Figure 5.2b). 𝑇1 increases
with methane-to-hydrogen ratio and decreases with temperature. Compared to
1 bara, the temperature dependence at 1 bara is more pronounced, and experiments
show less statistical uncertainty. For pure methane, the theoretical 𝑇1-values are
higher than the experimental values, emphasizing the findings in Figure 4.2. During
the publication of these results, we could not find a suitable explanation for the
low experimental 𝑇1-values. However, this behavior might again result from low
magnetic field homogeneity. Only three out of eight slices of the measurements could
be used (Figure 5.1) due to the strong influence of the inhomogeneous magnetic
field. While the problems in the remaining slices mainly arise from the interruption
of the honeycomb, which results in sharp edges, no proper shimming was deployed
during the measurements as well. Similar to the experiments in Chapter 4.3, a water
sphere was used for shimming and the decay of the methane signal does not match
well with the assumed exponential decay, even in the used slices #9, #10, and #14.
At 𝑝 = 5 bara (Figure 5.2c), the dependence of 𝑇1 on temperature and concentration
is even more pronounced, and the uncertainty is reduced further. Here, Equation 4.4
can reproduce the data points accurately over all measured temperatures. Therefore,
the parameter 𝜎j,CH4−H2 was extracted from this data set. The parameter is obtained
by minimizing the difference between the data points of methane/hydrogen mixtures
at 𝑝 = 5 bara and the theoretical prediction of Equation 4.4 using a linear least squares
algorithm. The parameters for the effective cross section for the collision of methane
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with hydrogen were determined as 𝜎0,H2 = (4.07±0.09) Å2 and 𝑛H2 = (0.52±0.01)
(uncertainty given as a 95% confidence interval). Please note, the uncertainty only
represents the influence of statistical errors.
Apart from the obtained parameter 𝜎j,CH4−H2 , the presented results emphasize
the importance of magnetic field homogeneity for the measurement of 𝑇1 and 𝐴.
While the inhomogeneity can partly be met using proper shimming parameters and
objects, especially the very local inhomogeneities cannot be countered using external
shimming coils. The fact that sharp edges heavily influence field homogeneity is
a known principle in the field of dielectrophoresis. For instance, in the work of
Lorenz et al. [82], a ceramic sponge is used to deliberately impose electric field
gradients in a suspension as these are the main source of dielectrophoretic forces.
The theory behind the electric and magnetic fields is very similar. In other works,
magnetophoretic forces are used to alter the movement of particles in a suspension
[83]. From the works in the field of dielectrophoresis, it is known that the electric
field gradients can very well be studied [82, 84] using, for instance, the finite-element
computer simulation toolbox COMSOL (Comsol Multiphysics GmbH, Göttingen,
Germany). From simulations on differently shaped objects, information could be
gathered on how edges influence field homogeneity and, even more importantly,
how shapes can be changed to avoid inhomogeneities. Such studies would be a vital
asset for the design of the experimental setups of future MRI studies.

5.2 Mixtures of methane in water
The second missing parameter to calculate the longitudinal relaxation time 𝑇1 of
methane is the cross section for the collision of methane with water 𝜎CH4−H2O.
Due to the low vapor pressure of water at room temperature, it was impossible
to repeat the measurements of Chapter 5.1 by just replacing hydrogen with water.
To estimate 𝜎CH4−H2O, the concentration of both components needs to be varied.
Only gaseous water interacts with the gaseous methane, but the amount of water in
the gas phase is almost non-existent at room temperature. Hence, the temperature
needs to be increased to increase the amount of vapor. However, as long as the
temperature is below the boiling point of water, the ratio between water and methane
is still temperature dependent. Additionally, the amount of liquid water required
to form reasonable (e.g., 25%/75% or 50%/50%) mixtures of methane and vapor
is comparably low. All these factors make the control of methane/water mixtures
very difficult in an open reactor setup as was used to measure 𝜎CH4−H2 . Instead,
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a procedure was developed to fill and seal glass tubes with a certain amount of
water and methane (see Appendix A) using liquid nitrogen. In total, 19 tubes filled
with different amounts of water and methane were created aiming at methane/water
mixtures of 0%/100%, 25%/75%, 50%/50%, and 75%/25% and different pressures.
The longitudinal relaxation time 𝑇1 of methane in these tubes was then measured
at two different temperature levels inside the MRI reactor to extract 𝜎CH4−H2O.
However, the performed measurements were biased from unstable temperature
conditions. Only three measurements out of the initial ten were free of this bias
and have thus been used to fit the actual 𝜎CH4−H2O. The remaining results will be
repeated after finishing this thesis to be published openly.

5.2.1 Experiment
The glass containers used to study different mixtures of methane and water were
made from tubes with ID 4 mm and OD 6 mm and were sealed using a blow torch.
The water was purified using the Omniatap 6 UV/UF (stakpure GmbH, Niederahr,
Germany) to an electrical resistivity of about 18 MΩ cm; methane was provided by
Linde GmbH (Pullach, Germany, purity 3.7). In the experiments of Chapter 4, the
glass tubes could only be filled up to a pressure slightly below ambient conditions.
Using a new preparation procedure (Appendix A), a quasi-unlimited amount of
methane could be sealed inside the glass containers as the procedure involved liquid
nitrogen to freeze the methane at the bottom of the tube prior to sealing. While vast
amounts of substance might be filled into the glass containers using this technique, it
is imperative that the maximum permissible surface tension of the material is taken
into account for safety reasons.
For each measurement, five glass containers were placed inside the MRI reactor
(Figure 5.3). One was always the same glass container filled with pure methane, which

Figure 5.3: Picture of the array of glass tubes used to measure 𝜎CH4−H2O. The cell is heated
frontally using the 500 W diode laser described in Chapter 3.1.2.
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was a reference for temperature and pressure. The remaining glass containers were
each filled with varying amounts of methane and water. The glass containers were
frontally heated using the defocused diode laser, similar to the experiments shown
in Chapter 5.1. In order to increase axial heat transport along the glass containers, a
constant gas flow of 3 NL/min nitrogen was applied during all measurements. Each
assembly of 4+1 glass containers was subjected to two different laser heating levels
of 60 W and 90 W, respectively, resulting in a temperature range of 110-160 ◦C at
60 W and 320-350 ◦C at 90 W. The pressure ranged from 1.6 bara to 18.8 bara and
the methane mole fraction from 0 to 0.82.
This thesis only shows the results of eight of the initially 19 glass containers. The
temperature acquired in the remaining measurements carries a bias because of non-
steady-state conditions during the measurements (see Figure 5.6). The temperature
inside the glass tube should monotonically decline from front to back, as both the
heat transported by the gas flow and the original laser heating are coming from here.
In the unsteady measurements, the resulting temperature profile had an S-type shape
which could not be reproduced. By coincidence, the time to reach steady-state was
increased in one measurement. The longer wait time led to a significant improvement
in the recorded temperature profile. Initially, steady-state conditions were assumed
when a temperature sensor at the RF coil showed no changes over time, which was
reached after approximately 1.5 h of heating. Instead, a 3-4 h wait time is needed to
reach a constant temperature over the 70 min measurement time.
Using the reference tube and the fitted signal amplitudes in each voxel, the temperature
𝑇 , mole fraction 𝑥 and pressure 𝑝 inside each tube could be quantified. The
temperature of the reference tube was calculated using the CTD method similar to
the results of the proof of concept (Chapter 4.3). The mole fractions of methane 𝑥

and water 𝑥 − 1 were quantified from the ratio of signal amplitude of the two signals
and averaged over each tube. A factor of 2 was used to account for the different
number of protons in the two molecules

𝑥CH4 =
𝐴CH4

𝐴CH4 + 2𝐴H2O
or 1 − 𝑥CH4 =

2𝐴H2O

𝐴CH4 + 2𝐴H2O
. (5.2)

Next, the pressure inside each measured tube was calculated by comparing its
signal amplitude to the reference tube’s signal. This factor was applied to the
already-known pressure inside the reference tube to calculate the pressure inside
the measured tube. The pressure inside the reference tube was known from the
increase in temperature, as well as the pressure at room temperature of about 10 bara,
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which was determined from prior 𝑇1 measurements. To improve the quality of the
calculated results, either the methane or water signal amplitude was used, whichever
was larger. Furthermore, only the most central voxel of the tube in each slice was
used. Like the mole fraction, the pressure was also averaged over each tube.

𝑝 =
𝐴CH4

𝐴0𝑥CH4

𝑝0 or 𝑝 =
𝐴H2O

𝐴0𝑥H2O
𝑝0. (5.3)

In order to calculate reliable results from amplitude ratios, it was necessary to ensure
that the signal could be compared exactly to the signal of the base measurement
at room temperature. The glass tube’s cross section is small compared to the
voxel size and tiny movements in the approximately 5 hours between acquiring
the base and the actual measurement led to unwanted changes in the amplitude
distribution. To account for this, the signal in the 3 × 3 voxels of each tube was
distributed symmetrically around a single voxel. To this end, the MPM fitting
procedure was applied to one slice at a time, and the 4D data set was then shifted
in 𝑥- and 𝑦-dimensions to centralize the signal in that particular slice (Figure 5.4).
The procedure was repeated for each of the 11 evaluated slices, and the results were
combined into one data set of a single tube. The 3 × 3 × 11 central voxels were
evaluated from each tube. However, the fit failed in some voxels. Usually because
of an influence of the neighboring reference tube, which exhibited a strong signal
compared to the tubes with lower pressure. Those voxels with failed fits have been
ignored.

Figure 5.4: Signal acquired from each tube was slice-wise centralized around a single voxel.
This way, reliable results from amplitude ratios could be calculated.
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Figure 5.5: Comparison of measured 𝑇1 relaxation times of methane in a mixture with
water and the respective values calculated from the theory of Dong and Bloom
(Equation 4.4). The red area indicates a ±15 % deviation.

Figure 5.6: Influence of the wait time on the measured temperature distribution inside the
reference tube. Significant temperature gradients were found to occur in a
non-steady-state after 1.5 h.
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5.2.2 Results
From the 𝑇1 relaxation of methane, the parameters for the effective cross section for
the collision of methane with water were extracted as 𝜎0,H2O = (27.96 ± 6.38) Å2

and 𝑛H2O = (1.150 ± 0.282). Using the cross section, as well as the calculated
values for the pressure, temperature and molar concentration, the 𝑇1 relaxation of
methane can be calculated from theory in the presence of water. A comparison
between calculated and measured 𝑇1 times is given in Figure 5.5. Most data points
lie within an accuracy of ±15 %, as depicted by the red area.
As only a reduced amount of data points could be considered for 𝜎CH4−H2O, a higher
uncertainty can be expected. Moreover, the question arises if other measurements
are also influenced by changing temperatures during the measurement. In the proof
of concept (Figure 4.1), the temperatures show slight local maxima, which might
arise from a change in the local temperature. However, in this case, the assumption
of steady-state was based on the temperature sensors, which were inside the MRI
reactor’s tube and not on the outside. Thus, only the reported 3 K temperature
difference would apply here. The measurements to obtain the 𝜎CH4−H2 , unfortunately,
do not allow an analysis of the temperature along the reactor as only three slices could
be evaluated. Because the measurements are already overshadowed by the magnetic
field inhomogeneities, a repetition of the measurements might be advisable to ensure
that both factors can be ruled out. The methanation reaction measurements that are
presented in the following chapter are likely not biased by unsteady temperature
distributions. Here, the waiting time was not based on the temperature sensor inside
the RF coil but rather on a constant carbon dioxide conversion rate measured at the
outlet.
Apart from the proposed investigation of magnetic field inhomogeneities from the
previous measurements, future works could try to study the temperature influence
on the raw data acquired in the 𝑘-space by comparing artificial 𝑘-space with and
without non-steady temperatures. From such simulations it can be derived how
crucial temperature changes in the course of measurement are and if it is possible to
correct temperature-biased data.
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Characterization of the
methanation reaction

6

In the last chapters, the foundation was laid to characterize methane in the environ-
ment of the methanation reaction using MRI. In this chapter, the previous results
are brought together to perform the methanation reaction inside the MR magnet
attempting to display the distribution of temperature and concentration individually,
operando and 3D spatially resolved.

6.1 Experiment
The methanation reaction was performed on a cordierite honeycomb coated with a
12 wt% Ru/𝛾-Al2O3 wash coat. Again, the diode laser was used to heat an irregular
ceramic sponge directly in front of the honeycomb. The gas concentration at the
inlet was chosen such that at most 50 % of the incoming gases can perform the
methanation. Instead of diluting the gas with an inert gas like nitrogen or argon,
the gas was diluted using hydrogen and methane. By doing this, everywhere
in the reactor tube, a signal from both gases can be measured regardless of the
current progress of the reaction. In order to achieve different conversions inside
the reactor, the inlet conditions have been changed (Table 6.1). The heating rate
of the laser was changed from initially 𝑃laser = 75 W (state #1) to 60 W (state #2)
and later to 70 W (state #3) for the last measurement, while the volume flow was
changed from ¤𝑉 = 2 NL/min (state #1 & #2) to 3 NL/min (state #3) for the last

Table 6.1: Inlet conditions for each observed steady state of the methanation reaction.

State Mole fraction
H2/CO2/CH4

¤𝑉 / (NL/min) 𝑝 / bara 𝑃laser / W

reference 0/0/1 0.5 4.2 0
#1 0.58/0.12/0.3 2 7.2 75
#2 0.58/0.12/0.3 2 7.2 60
#3 0.58/0.12/0.3 3 7.2 70
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measurement. The measurement of the first steady-state was repeated as an estimate
for the reproducibility of the technique (State #1.1 & #1.2).
The CTD measurements were again performed using the saturation recovery tech-
nique. The calculation procedure was based on an open reactor system like in
Chapter 5.1. The initial conditions for the mole fraction at the inlet required for
Equation 4.4 and Equation 4.13 are the same for all three states, as stated in Table 6.1.
It was assumed that the changes in mole fraction for each gas follow exactly the
stoichiometry of the chemical reaction.
A measurement series consisted of individual measurements using 𝜏-values of
300 ms, 150 ms, 80 ms, 40 ms, 20 ms, 10 ms, 6 ms, 3 ms and 0.8 ms. In the last
measurement series with ¤𝑉 = 3 NL/min and 𝑃laser = 70 W, the measurement using
𝜏 = 300 ms was omitted because of the expected high temperature and the subse-
quent low 𝑇1 relaxation time. The size of the field of view was 57 mm × 57 mm ×
123 mm with 19 × 19 × 41 voxel resulting in a nominal voxel size of (3 mm)3. The
acquisition time for the complete series was 92 min and 56 min without 𝜏 = 300 ms.
The reaction had to be kept in a steady state during the measurement process of a
series. The current state of the reaction was monitored using an NDIR measurement
device (see Chapter 3.1.3) that kept track of the integral methane, carbon dioxide,
and carbon monoxide concentrations at the outlet. The reaction progress was
determined by the amount of remaining carbon dioxide. Using methane as reference
was not possible, as the accuracy of the IR measurements is significantly reduced at
mole fractions above 30 %. The mole fraction of methane remained consistently
above this threshold. Reaching steady-state conditions took about two hours, as
indicated by the changes in gas composition by the NDIR device. In the meantime,
3D-MRSI measurements (Chapter 3.2.3) were performed with a temporal resolution
of approximately 9 min.
The pressure during the reaction was kept slightly above 7 bara to ensure a high SNR
for the measurement. The reference measurement required for the CTD method
was performed at room temperature, using pure methane and at a pressure of about
4 bara. This setting was a compromise between SNR and measurement time, as at
room temperature the change in pressure significantly increases the 𝑇1 relaxation
time requiring longer wait times 𝜏 in the measurement.
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6.2 Results

Three different steady-state conditions of the methanation reaction were observed.
The initial state (#1.1 & #1.2) exhibited quasi-full conversion. In state #2, almost
no reaction occurred, while in state #3, a high volume flow with a large amount
of formed methane was observed. The results of these measurements are four
distributions of the methane’s mole fraction and temperature inside the MRI reactor
during the methanation reaction. Figures 6.3-6.6 show the resulting distributions for
each state. The depictions show an image of the central longitudinal slice (sagittal,
𝑥 = const) through the reactor for the temperature and the methane mole fraction.
Further, four cross-sectional slices are shown for both parameters. The slice’s
positions are right before the monolithic sponge in the free gas phase, right after
the monolithic sponge inside the honeycomb, and in two more positions inside the
honeycomb. The reactor needed to be completely disassembled between state #1 and
state #2. As a result, the exact position of the sponge and honeycomb in the field of
view varies slightly, just like the rotational angle of both objects inside the tube. In
gray color, voxels are shown where the fitting procedure failed, or the measurements
did not meet the requirement for good fits. Voxels were ruled out when they were
outside the region of interest (outside the reactor tube), when their solution was out
of physical bounds, and when the magnetic field inhomogeneity was too low (𝑟2

of the fit to pure methane at the base measurement below 0.95). It has to be noted
that solutions for the mole fraction from 0.12 to 0.81 were allowed even though
this leads to negative concentrations of water, carbon dioxide, or hydrogen. This
was primarily due to numerical reasons. However, in some parts the mole fraction
does seem to reach values above full conversion. The negative concentrations were
necessary to calculate a solution in those voxels. This necessity mainly shows that
the assumed boundary condition of an ideal extent of reaction does not suffice to
describe the investigated system.
In state #1, the highest amount of laser heating was used, and almost complete
conversion of carbon dioxide to methane was reached (yield 91.2 % and 90.4 %). A
high local concentration of methane can be seen in the two distributions of state #1
(Figure 6.3 & 6.4). The highest temperature (approximately 800 ◦C) and the highest
mole fraction (0.64) are reached at the beginning of the honeycomb. The hot spot is
not in the radial center of the honeycomb, but it is slightly shifted upward against
gravity. It can be seen that while the concentration distribution moves completely
along the flow direction and no increased amount of methane can be found in front
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of the sponge, the contrary is the case for the temperature distribution. While the
high temperature in the region of the ceramic sponge is partly due to the heating
of the laser, some heat formed in the reaction is also conducted through the solid
material against the flow direction. In the cross sections towards the end of the
honeycomb, the profiles are not ideally symmetrical along the horizontal axis, which
is possibly a result of the imperfect structure of the honeycomb. Some channels
break during manufacturing, storage, and placement inside the reactor. Thus, the
honeycomb is asymmetric by itself and does not ideally fit into the reactor tube,
promoting local bypasses.
The comparison of the results for the two measurements of state #1.1 & #1.2 shows
a high similarity, indicating that SNR effects on the measurement are negligible and
that the reaction reached a steady state. With the chosen inlet conditions (Table 6.1),
the highest possible methane mole fraction is 0.54, as can be derived from the
reaction balance of the methanation. While reaching local methane concentrations
of up to 0.64 seems unrealistic, local diffusion effects might lead to such behavior.
As hydrogen and carbon dioxide are consumed, the tendency of the two gases to

Figure 6.1: Comparison of the different mole fractions of methane measured via MRI and
NDIR. The mean per axial slice is shown for the MRI data, while for the NDIR
data, the temporal mean is shown. The �-coordinate was normalized to the
beginning of the catalytically active honeycomb.
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diffuse into the region of high methane production rises. This tendency is increased
as the methanation reduces the molecule number and, thus, the volume of the gas by
40 % leading to additional convection into the region. As described in Chapter 4.2.3,
the CTD calculations require assumptions about the distribution of the other gases
around the methane. Lacking more sophisticated information, the gas mixture’s
composition is assumed to solely depend on the extent of reaction. Thus, a certain
methane content can only be accompanied by an exact combination of the other
three gases hydrogen, carbon dioxide, and water. When diffusion effects change the
real distributions, this assumption is violated leading to false results in the calculated
distribution shown here. When looking at the mean mole fraction of methane in each
slice for the different measurements (Figure 6.1), it can be seen that the maximum
mole fraction of methane of 0.54 is not exceeded in any single slice inside the
honeycomb. Thus, high mole fractions of methane are only observed locally.
The resulting distributions of state #2 of the methanation reaction are shown in
Figure 6.5. Compared to state #1, the heating rate of the laser has been reduced
from 75 W to 60 W. The highest temperature of about 400 ◦C is found at the
ceramic sponge. At the beginning of the honeycomb, the temperature has dropped
to approximately 200 ◦C. According to literature [85], significant conversion rates
require temperatures of at least 250 ◦C on a Ru/Al2O3 catalyst with high catalyst
loading like in this case. Thus, the temperature inside the honeycomb is too low to
light off the reaction. No increase in methane can be observed in the concentration
distribution. The 5 % yield measured by the NDIR spectrometer only results in
an increase of the methane mole fraction of 0.012, which cannot be resolved by
the MRI measurement. The results of this measurement underline how the CTD
method can calculate temperature and concentration independently of each other.
The temperature has a clear gradient and decreases towards the end of the reactor,
while the methane concentration stays constant. It is noteworthy that the fitting
procedure did not calculate many voxels in the region of the sponge. The ceramic
sponge creates large magnetic field inhomogeneities, which affect the signal due to
the different positioning more in these two measurements than in the measurements
of states #1.1 and #1.2. However, as the sponge is not the main region of interest,
the results still give essential information about the measured system.
State #1 showed almost complete conversion, and state #2 showed almost no conver-
sion due to the difference in heating of 75 W and 60 W, respectively. For state #3,
it was planned to capture images of an in-between state with non-full conversion.
However, as will be shown in the next chapter, it was impossible to reach steady-state
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conditions using 65 W or 70 W as the formation of liquid water led to an oscillating
reaction behavior. In order to avoid liquid water at least inside the catalytically
active region, the volume flow was increased from 2 NL/min to 3 NL/min, aiming
to push the formation of liquid water toward the reactor outlet. This high-velocity
measurement was the last of the three steady states observed in the measurement
series. Its results are shown in Figure 6.6. In state #3, near full-conversion was
reached like in state #1, but as a lot more gas was available for reaction, the reaction
zone is larger and covers almost the whole beginning of the honeycomb. Thus, the
effect of natural convection on the temperature and methane distribution is less
pronounced than in state #1.
The results of state #1 and #3 can be analyzed further when the calculated thermo-
dynamic equilibrium of the methanation reaction (Figure 2.1) is considered. Even
though the assumptions for the calculation of the equilibrium conversion (infinitely
long tube and isothermal conditions) do not hold for the studied reactor, it can still
be derived that the reaction does not take place at temperatures above 800 ◦C. As a
result, the highest possible temperature inside the reactor is approximately 800 ◦C.
In fact, this is just the maximum temperature exhibited by the measurements of states
#1 & #3. This comparison not only shows that the measured temperature agrees well
with state-of-the-art knowledge. Moreover, it is visible that the main limiting factor
for the methanation reaction in states #1 & #3 is the thermodynamic equilibrium.
In this case, the limitation is actually beneficial for the reactor’s safety. Without

Figure 6.2: Dependence of 𝑇1 on temperature, pressure, and concentration (in hydrogen)
according to Equation 4.4. The data range for 𝑇1 in the contour plots is split
into 35 equidistant steps that are represented using one unique color. Narrow
color fields thus represent a larger 𝑇1 gradient.
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it, the local temperature could rise a lot higher until the honeycomb starts to melt.
This point emphasizes the need to avoid hot spots for exothermic reactions using
proper heat management when the thermodynamic equilibrium is not a limiting
factor. However, for the methanation the formation of hot spots is less important
when the catalyst is able to endure the temperature of 800 ◦C.
In the discussed results, the calculated distribution of the temperature fits better to
the expected outcome than the mole fraction. While the temperature is in reasonable
agreement with literature at both ends of the measured spectrum, mole fractions
outside the expected range from 0.3 to 0.54 are frequently encountered. As already
stated, high mole fractions might be a result of diffusion effects. However, values
below 0.3 are impossible given the used inlet conditions. One explanation for the
calculation error might be found in the dependence of 𝑇1 on the three reaction
parameters temperature, gas concentration, and pressure (Figure 6.2). The steepest
gradients can be found for the temperature dependence, while the influence of the
gas concentration is less pronounced. A low gradient means that the solver reacts to
any measurement errors with large changes of gas concentration, and vice versa for
large gradients. This might explain the higher accuracy of the temperature profile
compared to the map of the mole fraction calculated for the methanation.
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Figure 6.3: Results for the measurement of state #1.1. The measured temperature and
mole fraction of methane are shown as individual images. For both, the central
longitudinal slice (sagittal, 𝑥 = const) through the reactor is shown. Further,
four cross sectional slices are shown right before the monolithic sponge in the
free gas phase, right after the monolithic sponge inside the honeycomb and in
two more positions inside the honeycomb. For orientation the positions are
indicated in comparison to 3D models of the measured objects. In gray voxels
no data was fitted.
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Figure 6.4: Results for the measurement of state #1.2. The measured temperature and
mole fraction of methane are shown as individual images. For both, the central
longitudinal slice (sagittal, 𝑥 = const) through the reactor is shown. Further,
four cross sectional slices are shown right before the monolithic sponge in the
free gas phase, right after the monolithic sponge inside the honeycomb and in
two more positions inside the honeycomb. For orientation the positions are
indicated in comparison to 3D models of the measured objects. In gray voxels
no data was fitted.
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Figure 6.5: Results for the measurement of state #2. The measured temperature and mole
fraction of methane are shown as individual images. For both, the central
longitudinal slice (sagittal, 𝑥 = const) through the reactor is shown. Further,
four cross sectional slices are shown right before the monolithic sponge in the
free gas phase, right after the monolithic sponge inside the honeycomb and in
two more positions inside the honeycomb. For orientation the positions are
indicated in comparison to 3D models of the measured objects. In gray voxels
no data was fitted.
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Figure 6.6: Results for the measurement of state #3. The measured temperature and mole
fraction of methane are shown as individual images. For both, the central
longitudinal slice (sagittal, 𝑥 = const) through the reactor is shown. Further,
four cross sectional slices are shown right before the monolithic sponge in the
free gas phase, right after the monolithic sponge inside the honeycomb and in
two more positions inside the honeycomb. For orientation the positions are
indicated in comparison to 3D models of the measured objects. In gray voxels
no data was fitted.
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Figure 6.7: Comparison between four measurements with different water content. Fre-
quency spectra (absolute values) without (a) and with (b) liquid water showing
the additional signal appearing in some voxels. Voxel at identical position but
from two consecutive measurements are shown. c-f) 3D depiction of formed
liquid water inside the catalytically active honeycomb during the methanation
reaction in four consecutive 3D-MRSI measurements (no 𝑇1 measurement).
Only voxel are shown, where liquid water was found. Gas flow is in 𝑧-direction.
g) Results for the carbon dioxide conversion measured by the NDIR spectrom-
eter at the gas outlet during the methanation reaction. The time window is
between the 𝑇1 measurement series of state #2 and state #3.
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6.3 Liquid water

As described in the previous chapter, steady-state conditions could not be reached
when the methanation reaction was not at full conversion. Using a heating rate of
65 or 70 W combined with a total volume flow of 2 NL/min, the carbon dioxide
conversion and, thus, the reaction rate constantly changed, and an oscillatory behavior
was observed. In the 3D-MRSI measurements performed during the non-steady
reaction, an additional, prominent peak could be observed in some of the spectra
of the honeycomb during phases of low reaction rate, as can be seen in Figure 6.7
a) and b). The unwanted signal is very broad and, thus, has a low 𝑇∗

2 . Therefore,
it could be separated from the other signals using MPM. In Figure 6.7 c-f), maps
of the unwanted signal in four consecutive measurements are shown. The maps
are side views of the measured honeycomb, and only the voxels are shown where
a certain amount of this signal was found. Additionally, the results of the NDIR
for the carbon dioxide conversion are shown in Figure 6.7 g). As the signal is large
compared to methane (Figure 6.7 b), it is assumed that a liquid must have formed
inside the reactor. The only substance that can be considered for this is water, which
has the highest boiling point of all gases in the system.
The map in Figure 6.7 c) shows practically no liquid water. In the second map (d),
the water covers the whole lower area. In the following two maps (e/f), the water
is pushed back until it disappears from the visible region of the honeycomb. The
appearance and disappearance of water can be witnessed several times from the
18 measurements made in between state #2 and state #3 (all measurements shown
in Appendix B in Figure B.2 & B.3). The fact that 𝑇∗

2 of water was so very low
is an indicator that the liquid water was inside the porous wash coat, which is on
top of the walls of the honeycomb walls. The wash coat is a porous region where
the catalyst is deposited. It contains tiny pores with a high surface area. Water
inside the wash coat experiences a high amount of wall contact through the high
surface area, which decreases the relaxation times [86]. The presence of liquid
water inside the porous region is further confirmed by the strong capillary forces
that water experiences inside the pores. These forces work against the evaporation
of water and, thus, increase the boiling point. As a result, the porous region will be
the first region to be saturated with liquid water.
To explain the oscillatory behavior of the reaction, the presence of water inside
the porous region is necessary. The liquid water decreases intra-pore diffusion,
thus, the reaction rate decreases, and less heat is produced. With less heat, more
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and more water will move into the liquid state inside the pores, and the reaction
is decelerating even more. When the reaction rate is low, less water is formed by
the reaction. Eventually, the hot inlet gas stream evaporates the water inside the
pores, allowing the reaction to proceed and generate heat again. In the steady states
observed using the CTD method, there was either enough heat inside the catalytically
active honeycomb so that no water was condensing (states #1 & #3) or insufficient
water formed to block the active sites (state #2).
In this thesis, we have seen different obstacles when observing the gas formed
during the methanation reaction, like steady-state conditions, electrically conductive
material, and field inhomogeneities. The fact that the heat from the laser is applied
frontally at the same spot where the main reaction zone is promotes temperature
gradients inside the object and the formation of liquid water. By this, it limits the
observable parameter range. Still, the oscillatory behavior of the reaction is an
interesting oddity that we could nicely observe using the given technique.
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Conclusion and Outlook
7

In order to study the temperature and concentration of methane operando during
the methanation reaction, a MRI-compatible setup, the Combined Temperature
and Density (CTD) method, and boundary conditions for the application of MRI
methods to gas-phase reactions have been developed in this thesis.

7.1 Conclusions

1. The MRI reactor specially designed for the application to heterogeneously
catalyzed gas-phase reactions can withstand high temperatures and pressure,
which usually cannot be reached inside MR magnets. The glass and alumina
tubes featured in the observable region of the reactor have a negligible effect on
the magnetic field and the magnetic field homogeneity in particular. Reaching
temperatures over 800 ◦C inside the reaction zone without permanent damage
to the reactor exceeds our expectations. By combining the insulation around
the reactor tube with air cooling of the MR coil and laser heating, high
temperatures can be realized inside the reaction zone while the surrounding
MR coil stays at manageable temperatures. The frontal heating of the
reaction zone is not beneficial for many applications as it results in significant
temperature gradients along the reactor tube. If it is desired to study the
effect of heat conductivity of the supporting material on a chemical reaction,
the measurements are already biased by the temperature gradient resulting
purely from frontal heating. Secondly, a certain gas leak rate was always
present during the reactor operation at increased temperatures. However, the
gases accumulate in the insulation layer around the reactor tube, leading to
additional measured signals. It was required to increase the field of view of
the measurement to avoid an overlapping of different signals. Depending on
the type and amount of leaking gas, the leakage may prove hazardous for the
operating people.
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2. The presented Combined Temperature and Density (CTD) measurement
technique is a promising strategy to characterize gases inside chemical
reactors. When the acquired signal is not disturbed by large magnetic field
inhomogeneities, the combined usage of maximum signal amplitude 𝐴 and
longitudinal relaxation time 𝑇1 of methane can visualize both the temperature
and the mole fraction of methane independently from each other and with a
high amount of repeatability. Noteworthy is the fact that the information can be
obtained from the methane signal alone, even though it required a very defined
set of boundary conditions. Disadvantages were mainly encountered in the
measurement of 𝑇1. The magnetic field inhomogeneity strongly influences the
fitted 𝑇1. Further, 𝑇1 is affected by the presence of every different gas species,
making the calculation of 𝑇1 from theory very tedious. As the distribution
of the remaining gases inside the reactor could not be measured spatially
resolved, it was necessary to rely on the assumption of ideal gas distribution.
For other chemical reactions it might be impossible to determine the gas
distribution and the expected 𝑇1 accurately. Further, the acquisition of the two
cross-sectional parameters 𝜎j,CH4−H2 , and 𝜎j,CH4−H2O was a time-consuming
process. For most different gas systems, similar parameter studies would be
required.
Aside from the issues experienced with 𝑇1, the basic idea behind the method
is a strong tool. Measuring two NMR parameters, temperature and density
can be quantified independently. Very recently, the CTD method could be
applied to the hydrogenation of ethylene in a yet-unpublished work. Instead
of using 𝑇1 of one of the gases present in the system, the ratio between the two
carbonic species, ethane, and ethene, could be used to quantify the gas density,
as was already done by Ulpts et al. [55]. By combining this information
with the ratio of the maximum signal amplitude 𝐴/𝐴0, the temperature of the
gases could also be extracted. In this case, the preparational effort was almost
non-existent, and the measurement time could also be drastically reduced.
Still, the method requires good knowledge about the studied system and how
different NMR parameters are affected during the chemical reaction.

3. From the results of the methanation reaction shown in this work, regions of
high methane yield could be identified and temperature hot spots quantified.
Even though the chosen voxel size of (3 mm)3 is quite large and the resolution
accordingly low, clear trends can be observed inside the reactive region.
Natural convection is crucial, especially at the lower flow rate of 2 NL/min.
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The reactive region is shifted upwards. In front of the sponge, it can be seen
how warm and less dense gas is moving against the flow direction while the
cooler inlet gas is pushing in from below. The flow rate difference between the
full conversion in state #1 and state #3 leads to significantly different results.
It can clearly be seen how the increased amount of gas and reaction changes
the temperature and mole fraction profiles. Apart from these important
pieces of information, the potential to optimize a honeycomb catalyst support
is relatively low, and further investigations might not offer substantial new
insights. Other monolithic structures, like a sponge for catalyst support or a
fixed bed of pellets, offer more parameters to optimize. They are inherently
more inhomogeneous in their temperature and density distribution, making
the application of this time-consuming and complex measurement technique
more viable. However, as can be seen from the results in the uncoated sponge
in front of the honeycomb, severe problems for the technique arise due to
the massive magnetic field inhomogeneities. While it can be seen from the
measurements of state #1 that feasible results are not impossible inside the
sponge, the influence of magnetic field inhomogeneities on the quality of
the results needs to be addressed in the future. A second drawback of the
investigated system is the frontal heating which led to water formation inside
the honeycomb structure and prevented a steady state at non-full conversion.
The frontal heating limits the investigated parameter range. To deal with
this limitation, it might be necessary to perform measurements at increased
flow rates or use support materials with a higher axial thermal conductivity.
However, the latter usually comes with a high electric conductivity, preventing
these measurements completely.
Nonetheless, the application of the CTD method to the methanation was
successful. It is a viable technique to investigate chemical reactions operando
and spatially resolved, without making significant changes to the reaction
system.

7.2 Outlook
So far, the method’s application shown in this thesis is limited to investigations on
honeycombs, as the structure offers a simple geometry with small influences on the
measurement. It is necessary to investigate how disturbances like magnetic field
inhomogeneities influence the measurement to overcome this limitation in the future.
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It might be possible to find different monolithic structures with almost the same
reactive parameters but with less magnetic field disturbance. Further, the results of
the CTD method can be combined with computer simulations of chemical reactions.
While MRI measurements can provide results of real applications and more accurate
boundary conditions, computer simulations can be applied to reactor systems without
the limitations mentioned above. The measurement results would not only offer
guiding points for the validation of the simulations but provide their own unique
set of information. So far, combined CFD/MRI approaches are only seen by the
community as a comparison between the results of each method. Instead, it would
be possible to create a combination of simulation and measurement parameters and
feed these together into the calculation of final results. The calculation could be
done by implementing the governing equations used in this work for 𝑇1 and 𝐴 into
the simulation such that it can use the original MRI results without the need to
convert them first into reaction parameters. This type of calculation allows incorpo-
rating a diffusion/reaction model into the processing of NMR parameters, greatly
improving the calculation process as the assumption of ideal mixing could be omitted.

The presented work strongly emphasizes the possibilities available to use MRI
to describe catalytic reaction processes in chemical reactors. Even though the
application of MRI is not straightforward and requires much effort to consolidate
new findings, it is an exciting field with many new topics to study. It can unlock a
new and more profound understanding of transport processes and chemical reactions
in general.
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Description of the glass
tube preparation
procedure

A

Creating defined mixtures of water vapor and methane inside a measurement setup
is no easy task, as it requires temperatures of at least 100 ◦C. Further, the amount of
water required to match the number of molecules of the gaseous methane is very
low. In an open system, where – especially inside an MR scanner – temperature
gradient along the measurement setup are inevitable, it is very difficult to ensure
that the exact local molecule ratio of methane and vapor is known. As a solution to
this, a procedure was developed to fixate a known amount of water and methane
inside a sealed glass tube. The procedure utilizes the fact that water is liquid at room
temperature while methane is gaseous to be able to bring the two substances into
the tube one after another. The filling procedure consisted of the following steps
(Figure A.1):

1) fill water into the bottom of the glass tube

2) freeze water inside the glass tube by bringing the tube into a bath of undercooled
water

3) connect the glass tube to the vacuum pump and gas supply while completely
covered inside the bath of undercooled water

4) iteratively draw vacuum and then replace the missing gas with methane to
remove the air inside the glass tube

5) set a defined pressure of methane in the glass tube

6) seal the valve at the glass tube and then remove the bath of undercooled water

7) dry the glass tube using a towel
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8) put the lower third of the glass tube in a bath of liquid nitrogen to solidify the
methane inside the glass tube

9) seal the glass tube using a blow torch

Before the start of the filling procedure, one end of the tube was already sealed.
First, the water is filled into the tube using a 10 L syringe which is typically used
for gas chromatographic applications extended by a small tube to be able to reach
the bottom of the tube (Step 1). Afterwards the glass tube is almost completely sunk
in a bath of undercooled water (−7 ◦C to −2 ◦C, using NaCl) to freeze the water
inside the glass tube (Step 2). The tube is then connected to a small tube array
connecting the glass tube to a vacuum pump and a methane supply (Step 3). The
connections to the pump and the gas supply are opened sequentially to draw vacuum
and then resupply the removed gas with methane. This way, the remaining air inside
the tube could be reduced to a marginal amount, even though the vacuum pump did
only reach down to a pressure of 80 mbara (Step 4). In the next step, the pressure
regulator of methane was used to set a defined methane pressure inside the glass
tube (Step 5). The pressure was checked using two different pressure sensors, one

Figure A.1: Scheme of the different steps involved in sealing methane and water inside
glass tubes.
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for pressure below ambience and one for pressure above ambience. The resulting
pressure is necessary for the calculation of the amount of methane inside the tube.
When the desired pressure was reached, the valve near the glass tube was sealed
and the bath of undercooled water was removed (Step 6). After drying the tube
(Step 7), its lower part was emerged in a bath of liquid nitrogen (Step 8). As a
result, solid methane was formed at the bottom of the tube. This ensured that the
pressure inside the glass tube was below ambient pressure which allows to seal the
tube using a blow torch even when a higher pressure was applied before (Step 9).
Though different approaches to sealing water and methane inside a glass tube are
theoretically possible, the presented procedure has the benefit that the ratio of water
and methane inside the tube is not dependent on the final length of the glass tube
which was a quite hard to control parameter as the sealing process was manual.
The amount of water inside the glass tube was calculated as

𝑛H2O =
𝑉H2O,liq.

𝑉m,H2O,STP
, (A.1)

with the volume of water in liquid form 𝑉H2O,liq. and the molar volume of water at
standard temperature and pressure 𝑉m,H2O,STP = 1.807 × 10−5 m3 mol−1 provided by
the thermo package for python [87]. The amount of methane was calculated from
the ideal gas law

𝑛CH4 =
𝑉𝑝CH4

𝑅𝑇
, (A.2)

where V denotes the volume of the glass tube plus the volume of the tubes
before the valve, 𝑝CH4 is the measured pressure of methane inside the glass tube,
𝑅 = 8.314 J mol−1 K−1 is the gas constant and 𝑇 the temperature of the under
cooled water. The final pressure dependent on the temperature was calculated using
the flasher procedure from the thermo python package [87]. A difficulty of this
procedure was to get the exact information on how much water was brought into
the glass tube. For the used combinations of water and methane only 0.6 to 13 µL
of liquid water was required. The smallest available item to inject the water into
the tube was a 10 µL syringe with a scale of 0.2 µL. As a result, amounts of water
below 1 µL could only be extracted with reduced accuracy. Further, the amount
of water is less than is required to form a drop of water. As a result of the surface
tension of the water it could not be ensured that all of the water that was squeezed
out of the syringe really stuck to the glass tube’s wall. As in this application the
exact ratio between methane and water was determined from MRI measurements,
the uncertain amount of water did not change the results of this study.
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Additional information
B

Figure B.1: Comparison of the features of the original MRI reactor and the last version
designed for laser heating. The idea to use a coolant inside the glass tube was
abolished as the coolant inlet needed to be removed in the new flange.
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Figure B.2: 3D depiction of formed liquid water inside the catalytically active honey-
comb during the methanation reaction in eighteen consecutive 3D-MRSI
measurements (no 𝑇1 measurement). Only voxel are shown, where liquid
water was found. Gas flow is in 𝑧-direction. As reference, the results for the
CO2 conversion measured by the NDIR spectrometer at the gas outlet during
the methanation reaction are shown. The time window is between the 𝑇1
measurement series of state #2 and state #3.
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Figure B.3: 3D depiction of formed liquid water inside the catalytically active honey-
comb during the methanation reaction in eighteen consecutive 3D-MRSI
measurements (no �1 measurement). Only voxel are shown, where liquid
water was found. Gas flow is in �-direction. As reference, the results for the
CO2 conversion measured by the NDIR spectrometer at the gas outlet during
the methanation reaction are shown. The time window is between the �1
measurement series of state #2 and state #3.
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Figure B.4: Graphical abstract of the post processing. The FIDs (black line) are fitted
using MPM (red line). From a series of 9 measurements, signal amplitude 𝐴

and 𝑇1 are fitted using Equation 3.2. Frequency spectra are shown for better
understanding. They are not part of the post processing. The process is shown
for three different qualities of magnetic field homogeneity to visualize its effect
on the results. The three voxels were obtained from the reference measurement
to state #1 where pure methane was measured at room temperature. Thus,
the arrangement of sponge and honeycomb is identical to Figure 6.3. The
three voxels are located inside the honeycomb (ideal shimming), in the free
gas area in front of the sponge (non-ideal shimming), and at the interface
between sponge and honeycomb (strong local disturbance). It can be seen
that without proper shimming, the measured 𝑇1 time changes drastically even
though the measured amplitudes do not change much. However, the strong
local disturbance cannot be reduced by shimming.
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List of abbreviations

CI Confidence interval
CTD Combined Temperature and Density [technique]
CFD Computational fluid dynamics
DW-MRI Diffusion weighted magnetic resonance imaging
FID Free induction decay
FOV Field of view
FTS Fischer-Tropsch synthesis
GHG Greenhouse gas
GUI Graphical user interface
NDIR Non-dispersive infrared spectrometer
NMR Nuclear magnetic resonance
MFC Mass flow controller
MPM Matrix-pencil method
MR Magnetic resonance
MRI Magnetic resonance imaging
MRSI Magnetic resonance spectroscopic imaging
PTFE Polytetrafluoroethylene
PtX Power-To-X
RF Radio frequency
ROI Region of interest
SNR Signal-to-noise ratio
STP Standard temperature and pressure
TMS Tetramethylsilane
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List of symbols
Roman

𝐴 Maximum signal amplitude, a.u.
𝐵 Magnetic flux density, T
𝐵0 Static magnetic field strength, T
𝐵1 Dynamic magnetic field strength, T
𝐶 Correction factor / fitting constant, -
𝐶eff Effective spin-rotation constant, Hz
ΔR𝐻

298 K Standard enthalpy of reaction, kJ mol−1

𝐺 Magnetic field gradient, T
ℏ Reduced Planck constant, 1.0546 × 10−34 J s
𝐼0 Principal moment of inertia, kg m2

𝑘𝐵 Boltzmann constant, 1.3806 × 10−23 J K−1

𝑀 Magnetization, A m−1

𝑛 Exponent of temperature dependence / molar amount, - / mol
𝑁 Absolute number of molecules, -
𝑁+/− Amount of spins in/opposite magnetic field direction, -
𝑁𝐴 Avogadro number, 6.022 × 1023 mol−1

𝑝 Pressure (absolute), bara
𝑃laser Heat emitted by the diode laser, W
𝑟 Cartesian coordinate vector, m
𝑅 Gas constant, 8.314 J mol−1 K−1

𝑆 Signal, a.u.
𝑆m Number of nuclei per molecule, -
𝑡 Time, s
𝑇 Temperature, °C|K
𝑇1 Longitudinal relaxation time, ms
𝑇2 Transversal relaxation time, ms
𝑇∗

2 Effective transversal relaxation time, ms
𝑇𝐸 Echo time (delay between RF excitation and start of acquisition), ms
𝑇𝑅 Repetition time between two sequence executions, ms
�̄� Mean relative gas velocity, m2

𝑉 Volume, m3

𝑉m Molar volume, m3 mol−1

𝑥 Mole fraction, -
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Greek

𝛾 Gyromagnetic ratio, rad/T
𝛿 Gradient duration, s
𝛿f Chemical shift, ppm
𝜃 Overhead of aligned spins, -
𝜈 Frequency, Hz
𝜎j Cross section for the collision of one molecule with another, m2

𝜎0 Reference for 𝜎j at STP, m2

𝜌 Molecular number density, m−2

𝜏 Wait time in the saturation recovery sequence, s
𝜏1 Time between molecule collisions, s
Φ Angle between two complex signals, rad
𝜔0 Larmor frequency, rad/s
𝜔𝐿 Angular rotational frequency, rad/s

Indices

0 Reference conditions/STP
𝑖 Referring to different molecular species
𝑥 Cartesian dimension (horizontal axis)
𝑦 Cartesian dimension (vertical axis)
𝑧 Cartesian dimension (axis along magnet bore)
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