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Abstract

Possessing strong argumentative writing skills is a crucial competency for
academic and professional success. Such skills enable individuals to articulate
their thoughts, beliefs, and opinions effectively while engaging in construc-
tive discourse. Not only do they facilitate personal expression, but they also
foster critical thinking and the ability to communicate persuasively. However,
argumentation skills are challenging to acquire, especially for novice writers.
This prompts the need to develop scalable computational solutions capable of
guiding writers in improving their argumentative writing skills and assisting
them in effectively communicating their ideas, regardless of their skill level.

Despite recent advancements in machine learning and natural language
processing and extensive studies on argument quality in the past, the questions
of automating argumentative writing support remain largely unexplored. In
this thesis, we aim to address this gap and explore the following research
question:What makes a good argument and how can we computationally model this
knowledge to develop tools supporting individuals in improving their arguments?To
do so, we suggest using human revisions of argumentative texts as a basis to un-
derstand and model quality characteristics of arguments.We argue that akin to
how individuals learn through revisions to recognize gaps in their reasoning,
organize ideas, and convey arguments in a clear and concise manner, compu-
tational models can be similarly conditioned to develop such competencies.

In this thesis, we make several contributions to the field of computational
argumentation, specifically in automated argument assessment and generation.
In particular, we introduce several new tasks focusing on identifying low
quality content, characterizing the flaws within them, and suggesting types of
improvement to increase their quality. The differences between the tasks and
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their scope allow for a more nuanced and targeted assessment when capturing
argument quality, making them applicable to a wide range of content quality
control applications in online moderation or education processes.

To enable making such assessments with cutting-edge computational meth-
ods, we compile the first large-scale corpus of argumentative claim revisions
from a popular online debate platform. With this data in hand, we investi-
gate the important aspects, inter-dependencies, and attributes that shape the
perceived quality of the argument and assess the impact of the revision pro-
cesses on the various dimensions of argument quality. We find that working
with revision-based data offers many opportunities and allows us to learn a
more general notion of argument quality, which generalizes well across the
topics, aspects, and stances covered in argumentative text. However, it also
comes with several challenges related to the representativeness and reliability
of data, topical bias in revision behaviors, appropriate model complexities and
architectures, and the need for context when judging claims. In a detailed
analysis, we outline the strengths and weaknesses of various approaches and
strategies exploiting different types of knowledge specific to text and argument
revisions to tackle said challenges. For example, we find that using revision
distance-based sampling can improve performance when identifying claims
that require improvement and incorporating contextual information allows to
make more accurate quality assessments.

Finally, keeping in mind the lessons learned from quality assessment tasks,
we address the problem of automatically generating improved versions of
argumentative texts. Specifically, we propose a neural approach that first gen-
erates a diverse range of candidate claims and then selects the best candidate
via a ranking process using several argument and text quality metrics. We
empirically show that our approaches can perform a diverse range of improve-
ment types and successfully revise argumentative texts. Moreover, the results
show that the proposed solutions generalize well to other domains, such as
instructional texts, news, scientific articles, and encyclopedia entries.

With this work, we take another step towards automatically assessing the
quality of argumentative texts and generating their improved versions. Wehave
done so by adopting a new perspective that looks at argument quality through
the lens of revisions. By proposing a set of methods that can guide writers
and help them improve their argumentative writing skills and produce more
compelling and persuasive texts, we showcase that, with the right approach,
the art of persuasion becomes an attainable endeavor.
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Zusammenfassung

Starke argumentative Schreibfähigkeiten sind eine entscheidende Kompetenz
für akademischen und beruflichen Erfolg. Solche Fähigkeiten ermöglichen
es dem Einzelnen, seine Gedanken, Überzeugungen und Meinungen effektiv
zu artikulieren und gleichzeitig einen konstruktiven Diskurs zu führen. Sie
verbessern nicht nur die persönliche Ausdrucksweise, sondern fördern auch
kritisches Denken und die Fähigkeit, überzeugend zu kommunizieren. Allerd-
ings ist es gerade für unerfahrene Autoren eine Herausforderung, sich Argu-
mentationskompetenzen anzueignen. Daraus ergibt sich die Notwendigkeit,
skalierbare maschinengestützte Lösungen zu entwickeln, welche Autoren, un-
abhängig von ihrem Fähigkeitsniveau, dabei unterstützen, argumentative
Schreibfähigkeiten zu verbessern und Ideen effektiv zu kommuninizieren.

Trotz jüngster Fortschritte beimmaschinellen Lernen und der Verarbeitung
natürlicher Sprache, sowie umfangreichen Studien zur Argumentqualität in
der Vergangenheit, bleiben die Fragen der Automatisierung der Unterstützung
argumentativen Schreibens weitgehend unerforscht. In dieser Arbeit wollen
wir diese Lücke schließen und die folgende Forschungsfrage untersuchen: Was
macht ein gutes Argument aus und wie können wir dieses Wissen computergestützt
modellieren, um Werkzeuge zu entwickeln, die Einzelpersonen bei der Verbesserung
ihrer Argumente unterstützen?Dazu schlagen wir vor, menschliche Überarbeitun-
gen argumentativer Texte als Grundlage zu verwenden, um Qualitätsmerkmale
von Argumenten zu verstehen und zu modellieren.Wir argumentieren, dass
ähnlich wie Einzelpersonen durch Überarbeitungen lernen, Lücken in Ihrer
Argumentation zu erkennen, Ideen zu ordnen und Argumente klar und präg-
nant zu vermitteln, auch auf maschinellem Lernen basierende Modelle ähnlich
konditioniert werden können, um ebendiese Kompetenzen zu entwickeln.

v



In dieser Arbeit leisten wir mehrere Beiträge zum Bereich der comput-
ergestützten Argumentation, insbesondere zur automatisierten Argumentbe-
wertung und -generierung. Konkret führen wir mehrere neue Aufgaben ein,
die sich darauf konzentrieren, minderwertige Inhalte zu identifizieren, die
darin enthaltenen Mängel zu charakterisieren und Arten von Verbesserungen
zur Steigerung ihrer Qualität vorzuschlagen. Die Unterschiede zwischen den
Aufgaben und ihrem Umfang ermöglichen eine differenziertere und geziel-
tere Beurteilung bei der Erfassung der Argumentqualität und machen sie
für eine Vielzahl von Anwendungen zur Inhaltsqualitätskontrolle in Online-
Moderationen oder Bildungsprozessen anwendbar.

Umsolche BewertungenmitmodernstenComputermethoden zu ermöglichen,
stellen wir den ersten groß angelegten Korpus von (mehrstufigen) Revisionen
argumentativer Behauptungen aus einer beliebten Online-Debattenplattform
zusammen. Mit diesen Daten untersuchen wir die wichtigen Aspekte, gegen-
seitigen Abhängigkeiten und Attribute, die die wahrgenommene Qualität des
Arguments prägen, und bewerten die Auswirkungen der Revisionsprozesse
auf die verschiedenen Dimensionen der Argumentqualität. Wir stellen fest,
dass die Arbeit mit revisionsbasierten Daten viele Möglichkeiten bietet und es
uns ermöglicht, einen allgemeineren Begriff der Argumentqualität zu erlernen,
der sich gut auf die in argumentativen Texten behandelten Themen, Aspekte
und Standpunkte übertragen lässt. Die Daten bringen jedoch auch mehrere
Herausforderungen mit sich, die sich auf die Repräsentativität und Zuverläs-
sigkeit der Daten, thematische Voreingenommenheit im Revisionsverhalten,
geeignete Modellkomplexitäten und -architekturen sowie die Notwendigkeit
des Kontexts bei der Beurteilung von Ansprüchen erstrecken. In einer de-
taillierten Analyse skizzieren wir die Stärken und Schwächen verschiedener
Ansätze und Strategien, die sich unterschiedliche Arten von argumentations-
und textanalysespezifischen Wissen und Methodiken zu Nutze machen, um
diese Herausforderungen zu bewältigen. Wir stellen beispielsweise fest, dass
die gesonderte Beachtung von Distanzen zwischen einzelnen Revisionen die
Identifizierung von verbesserungswürdigen argumentativen Behauptungen
verbessern kann, des weiteren stellen wir fest, dass die Einbeziehung von
Kontextinformationen genauere Qualitätsbewertungen ermöglicht.

Abschließend beschäftigen wir uns, unter Berücksichtigung der erarbeit-
eten Erkenntnisse aus der vorangegangenen Forschung bezüglich der Bewer-
tung der Argumentqualität, mit dem Problem der automatischen Generierung
verbesserter Versionen argumentativer Texte. Konkret schlagen wir einen
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neuronalen Ansatz vor, der zunächst eine Vielzahl von Kandidaten für eine
gegebene argumentative Behauptung generiert und dann über einen Ranking-
Prozess unter Verwendung mehrerer Argument- und Textqualitätsmetriken
den besten Kandidaten auswählt. Wir zeigen empirisch, dass unsere An-
sätze vielfältige Verbesserungen bewirken und argumentative Texte erfolgreich
überarbeiten können. Darüber hinaus zeigen die Ergebnisse, dass sich die
vorgeschlagenen Lösungen gut auf andere Bereichewie Lehrtexte, Nachrichten,
wissenschaftliche Artikel und Enzyklopädieeinträge übertragen lassen.

Mit dieser Arbeit gehen wir einen weiteren Schritt hin zur automatisierten
Beurteilung und Verbesserung der Qualität argumentativer Texte. Dies ist
uns gelungen, indem wir eine neue Perspektive eingenommen haben, die die
Qualität der Argumente durch die Linse von Revisionen betrachtet. Indemwir
eine Reihe vonMethoden vorschlagen, die Autoren anleiten und helfen können,
ihre argumentativen Schreibfähigkeiten zu verbessern und überzeugendere
Texte zu produzieren, zeigen wir, dass die Kunst der Überzeugung mit dem
richtigen Ansatz zu einem erreichbaren Unterfangen wird.
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1. Introduction

Argumentation skills are considered one of the most critical competencies for
academic and professional success. However, the ability to compose a coherent
argument and effectively deliver it to an audience can be challenging to acquire.
In this chapter, we first motivate the benefit of assisting individuals in argumen-
tative writing, public discourse and deliberative processes with computational
methods (Section 1.1). Then, we discuss the limitations of current approaches
to computational argumentation, specifically, argument quality assessment
and argument generation, that impede the development of effective and ro-
bust solutions (Section 1.2). Section 1.3 describes how we propose to tackle
these problems by learning from human revisions of argumentative texts using
natural language processing techniques. In Section 1.4, we present our main
contributions, followed by the publication record in Section 1.5. Finally, we
conclude with the outline of this dissertation (Section 1.6).

1.1 Motivation

Argumentation plays a major role in the advancement of society and is an
integral part of everyday life, particularly in decision-making. As individuals,
we routinely engage in argumentation when deciding whether or not to buy a
house, switch to a healthier lifestyle, or adopt a pet. As such, we use arguments
to form a personal opinion about something. On the other hand, arguments
can be viewed as a form of communication in which individuals express their
opinions, beliefs, and ideas to persuade others or to come to an agreement
through deliberation (Atkinson et al., 2013). For example, as a society, we
need to decide how to tackle issues related to human rights, environmental
problems, population control, or global poverty. Making such choices is not
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simple and involves reasoning about the causes and consequences of such
issues, the advantages and disadvantages of proposed solutions, and their
alternatives. Developing argumentation skills enables people to assess such
problems of varying complexity, structuredness, and context and to make fair
and informed choices even when confronted by problems with no definite
solutions. However, not only the content of the argument and the reasoning
abilities of the person are instrumental in such decision-making or persuasion
(Oswald, 2011), but also their speaking and writing skills which enable them
to present their arguments in a clear and compelling manner (Aristotle, 2007).

The rise of various discussion forums and online debate platforms, such
as Idebate1, CreateDebate2, and Kialo3 has given users many opportunities
to share and express their opinions, views, and thoughts over a wide range
of topics, making public discourse more accessible to people with any back-
ground. Prior, such opportunities to participate in debates were mainly offered
in “debate clubs”. Such clubs were particularly prominent in countries such
as the UK and USA and were often associated with higher education institu-
tions. However, while debate clubs have historically been valuable resources
for individuals looking to develop their argumentation skills, they have often
been exclusive and not available to everyone. Figure 1.1 shows examples of
three debates found on Kialo related to abortion rights, vaccinations, and even
fictional scenarios such as the immorality of killing vampires. While the first
two debate topics discuss common concerns around human rights, which are
practically relevant to our society, the third debate presents a fictional scenario
to provoke debate about societal issues. Though such debates may not be
directly related to real-world problems, they still can be seen as instrumental in
fostering argumentation skills, as they enable one to imagine vividly different
possibilities, present issues in an open-ended way, and are engaging.

As the accessibility of online platforms for discussions and debates in-
creases, it becomes increasingly important to facilitate and support informed
and rational discourse, particularly in political contexts. This includes ensuring
effective communication, rational debate, and sensible collective behaviors.
However, research has shown that people generally lack proficiency in argu-
mentation, often mistaking opinions for fact-based claims and disregarding
conflicting viewpoints instead of refuting them (Byrne, 1989; Wolfe et al., 2009)
or simply possess poor argumentative writing skills rendering them unable

1https://idebate.net
2https://www.createdebate.com
3https://www.kialo.com
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Figure 1.1: Examples of three debates found on Kialo covering various top-
ics, such as COVID-19 vaccinations, abortion rights, and the immorality of
killing vampires, consisting of the main thesis of the debate along with several
supporting and opposing arguments. Each argument also includes an impact
meter reflecting its impact on the thesis of the debate based on user votes, while
the meter for the debate’s thesis reflects its veracity. Finally, each argument
has a comments section, where participants can “reply” to the argument with
comments, questions, or revision requests, all of which would be visible to all
participants in the debate.
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to clearly express their viewpoint (Knudson, 1992; Butler and Britt, 2011). To
overcome such issues, common teaching practices suggest using text revision
combined with personal feedback as an effective tool for learning argumentation
skills (Ferretti and Lewis, 2013).

By learning to perform text revisions, individuals learn how to identify
gaps in their reasoning, to organize their ideas more coherently and to present
their arguments in a clear and concise manner (Flower et al., 1986; Fitzgerald,
1987). However, learning when and how to successfully execute revisions can
be challenging, especially for novice writers. While some revisions simply
fix grammar issues, remove typos and biased language, others can reduce
ambiguity, further clarify unclear points, or even change the structural layout
of the original text, requiring expertise not only in the topic at hand but also in
text editing. Thus, additional guidance, specifically instructional feedback, is
required to allow learners to gain insights into their argumentation strengths
and weaknesses and learn to identify areas for improvement (Ferretti and
Lewis, 2013). Such feedback is typically given by teachers or peers (Afrin
et al., 2021; Latifi et al., 2021; Beck et al., 2019); however, providing it can be
time-consuming and impractical to deliver on a case-by-case basis both in
educational and online public debate scenarios.

This prompts the need to develop scalable computational solutions capable
of supporting participants in effectively communicating their ideas regardless
of their skill level. Such technologies could inform future revisions and guide
the development of argumentation skills while helping ensure that the partici-
pants in the discourse treat each other with respect, stay on topic, take up other
opinions, and sufficiently justify their positions. As argumentative writing
plays a critical role in professional development aswell, we believe that research
enabling automated quality assessment of argumentative texts and generation of
actionable feedback and suggestions can be useful for assisting argumentative
writing even outside of educational scenarios, for example, by supporting
online participation in deliberative processes and public debates. Furthermore,
such technologies could provide a foundation for a deeper understanding of
the linguistic characteristics that distinguish high-quality arguments.
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1.2 Computational Argumentation: Background and Challenges

In order to address the above-mentioned concerns and enable the creation
of automated tools to support argumentative writing, this thesis focuses on
understanding the factors of argument quality usingmethods of computational
argumentation.

Computational argumentation is a sub-field of artificial intelligence that fo-
cuses on the application of computationalmethods for analyzing and synthesiz-
ing argumentation and human debate. It is based on techniques from natural
language processing and computational linguistics, which are concerned with
the development of methods to automatically interpret, synthesize, and com-
prehend human language in general. Computational argumentation covers a
wide range of problems distributed across four main subareas (Lauscher et al.,
2022):

• Argument mining considers the extraction of argumentative structures
of varying granularity from natural language text, for example, whole
argumentative sentences or argument components, such as claims or
supporting evidence (e.g., Lippi and Torroni (2016); Stab and Gurevych
(2017a); Cabrio and Villata (2018)).

• Argument assessmentmethods are used to determine particular properties
of arguments in their context, for example, their stance towards some
target (Bar-Haim et al., 2017), covered aspects (Ajjour et al., 2019a) or
various dimensions of argument quality, such as clarity (Persing and Ng,
2013), strength (Habernal and Gurevych, 2016) or persuasiveness of the
arguments (Toledo et al., 2019).

• Argument reasoning deals with understanding the reasoning process be-
hind an argument and covers such tasks as predicting the entailment
relationship between a premise and a hypothesis (Williams et al., 2017)
or recognizing fallacies of certain reasoning types (Habernal et al., 2018;
Delobelle et al., 2019).

• Argument generation tackles a variety of synthesis tasks, such as summa-
rizing arguments (Wang and Ling, 2016; Syed et al., 2020), or generating
potential counter-arguments (Hidey and McKeown, 2019; Alshomary
et al., 2021c), conclusions based on premises (Alshomary et al., 2020), or
additional supporting claims (Zukerman et al., 2000; Schiller et al., 2021;
Al Khatib et al., 2021).
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In this thesis, we will primarily focus on two subareas of computational
argumentation: argument quality assessment and argument generation, as
on the one hand, we are interested in understanding the characteristics of
argumentative texts and the factors influencing the user’s perception of such
texts, e.g., what makes an argument persuasive, strong, acceptable, or sufficient
(Wachsmuth et al., 2017a), to provide feedback on how to increase the text
quality further. Yet, on the other hand, we also intend to use the learned
insights to generate optimized versions of written text, which individuals could
use as additional guidance in improving their content. Here, we define an
“optimized” version as a text version that improves upon the original text in
terms of overall argument quality while preserving the original meaning as
far as possible (Skitalinskaya et al., 2023).

But what makes a good argument? Though different quality dimensions have
been considered in argumentation, a common understanding of argument
quality is still missing. For example, researchers studying argument qual-
ity from a theoretical viewpoint defined such quality dimensions as cogency
(Johnson and Blair, 2006), fallaciousness (Hamblin, 1970), strength (Perelman,
1971), effectiveness (Perelman, 1971) and reasonableness (Van Eemeren, 2015).
However, practitioners object that such quality dimensions are difficult to
capture with computational methods in practice and focus on assessing more
practical quality dimensions such as clarity (Persing and Ng, 2013), accept-
ability (Cabrio and Villata, 2018), or relevance (Wachsmuth et al., 2017c). To
do so, typically, methods employing absolute or relative assessments to rate or
compare various arguments are considered, with absolute assessments being
less common, as necessary annotations are more difficult to obtain and model
(Toledo et al., 2019).

Transferring such comparisons into actionable feedback to guide future
improvements of the text is not very straightforward and, in certain cases, not
possible without additional information. Let’s consider the following scenario,
Argument A is compared to Argument B in terms of relevance to the topic
of discussion, and A is found to be more relevant than B. Does this mean
that B is of low relevance and needs improvement? What if A and B are both
of low relevance, with A being only marginally more relevant? Here, it is
largely unclear how to interpret the result to create any feedback on improving
either argument. Moreover, although extensive research has been done on
various general text editing tasks, such as paraphrasing (Max and Wisniewski,
2010), sentence simplification (Botha et al., 2018), grammatical error correction
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(Lichtarge et al., 2019) and bias neutralization (Pryzant et al., 2020), no work
so far has studied how to actually improve arguments using text generation
methods. Thus, we can formulate the first research gap as follows:

RESEARCH GAP 1:
While existing approaches based on natural language processing tech-
niques can capture single quality dimensions and help characterize good
arguments, they are not designed to identify issues within them or guide
writers on how to improve the quality of their arguments, let alone gen-
erate improved versions of their texts automatically.

To further complicate matters, argument quality can be considered on dif-
ferent granularity levels, such as argument components, arguments, or full
debates, and from various perspectives (Wachsmuth et al., 2017b). Many of
these perspectives depend on personal beliefs, stance on an issue, and the
weighting of different aspects of the topic, making them inherently subjec-
tive (Kock, 2007). Existing research largely ignores this limitation of inherent
subjectivity and learns to predict argument quality based on subjective as-
sessments of human annotators (Persing and Ng, 2013; Stab and Gurevych,
2017b; Toledo et al., 2019; Gretz et al., 2020). Some efforts have been made to
control for topic and stance when comparing the convincingness of arguments
(Habernal and Gurevych, 2016), for personality and ideology when assessing
their effect on quality perception (Lukin et al., 2017; El Baff et al., 2020), or for
the argument itself by abstracting from it and assessing its relevance only struc-
turally (Wachsmuth et al., 2017c). However, none of these approaches controls
for the concrete aspects of a topic that the arguments claim and reason about, which
leads us to the following research gap:

RESEARCH GAP 2:
A general approach to assessing argument quality independently of the
specific subject matter, beliefs and biases of the participants and audience,
or context of the argument is still missing.

Another issue to consider is the lack of annotated corpora that deal with
argumentative texts. Even though there are several datasets covering different
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Paper introducing Dataset Quality dimension Source Size
Ed

uc
at
io
n

(Persing et al., 2010) organization student essays 34 topics, 1 003 essays
(Persing and Ng, 2013) thesis clarity student essays 13 topics, 830 essays
(Feng et al., 2014) global coherence student essays 34 topics, 1 003 essays
(Rahimi et al., 2015) evidence student essays 11 topics, 2 392 essays
(Persing and Ng, 2015) strength student essays 10 topics, 1 000 essays
(Stab and Gurevych, 2017b) sufficiency student essays 402 essays
(Zhang et al., 2017) diverse student essays 60 essays (3 drafts each)
(Kashefi et al., 2022) diverse student essays 86 essays (3 drafts each)

W
eb

-b
as
ed

m
ed

ia

(Cabrio and Villata, 2012) acceptability debate portals 200 argument pairs
(Boltužić and Šnajder, 2015) prominence forum discussions 4 topics, 3 104 sentences
(Habernal and Gurevych, 2016) convincingness debate portals 32 topics 16K arg. pairs
(Wachsmuth et al., 2017c) relevance diverse 26 012 arguments
(Gleize et al., 2019) convincingness Wikipedia 118 topics, 1 884 sentences
(Toledo et al., 2019) convincingness debate portals 6K arguments
(Durmus et al., 2019a) impact debate portals 471 topics, 47k arguments
(Gretz et al., 2020) overall quality crowd-sourced 71 topics, 30K arguments
(Ng et al., 2020) diverse diverse 3 domains, 5 284 arguments

Table 1.1: Available datasets for argument assessment tasks, grouped by their
application domain.

topics and domains, the existing annotated data is still limited, especially in
terms of size (typically less than 2000 arguments/argumentation units per
dataset; and less than 50k arguments/argumentation units per dataset in “big
datasets”). As no corpora enabling optimized argument generation has been
introduced by the research community to date, in Table 1.1 we only give an
overview of released datasets used in argumentation assessment grouped by
their application domain. Here, most datasets consider annotations of single
quality dimensions for a narrow selection of topics and domains, which limits
their practical applicability. Though annotations provided in (Zhang et al.,
2017; Kashefi et al., 2022) cover various quality dimensions and aspects, the
limited amount of data provided (less than 90 essays) makes it unsuitable to
use for computationally modeling generalizable argument quality features.
To enable modeling argument quality more effectively, robustly and enable
generalization across various domains of argumentative text, larger and more
diverse datasets covering argument editing behaviors are required. Thus, we
formulate the third research gap as follows:

RESEARCH GAP 3: Though there are various datasets covering differ-
ent topics and domains, most of them are limited in size and diversity
making them unsuitable for modeling generalizable aspects of argument
quality, and none allow for modeling optimized argument generation.

8 INTRODUCTION



Figure 1.2: Example of an argument pair used to learn relative argument
quality characteristics in Gretz et al. (2020) in contrast to the argument pair
extracted from argument revision histories.

1.3 Revision-based Claim Quality Assessment and Optimization

As mentioned previously in Section 1.1, the composition and delivery of argu-
ments are among the factors that determine their effectiveness. Individuals
need to select, arrange and present their ideas taking into account the social
and cultural context of the audience (Wachsmuth et al., 2017b). For written
texts, such optimal phrasing is often found through cycles of revisions and
text editing (Fitzgerald, 1987; Freeley and Steinberg, 2013). The dissertation at
hand is largely based on this observation, specifically, we suggest using revi-
sions of argumentative texts as a basis to understand and model general quality
characteristics of arguments. Here, when we speak of revisions, we refer to
any change that occurs during the writing process, including error corrections,
rephrasing, and removing or replacing content while preserving the original
meaning (Fitzgerald, 1987).

Specifically, to address Research Gaps 1 and 2, we suggest to consider
argument quality from a novel perspective: instead of comparing arguments
with different content and meaning as done in prior work, we suggest to compare
different versions of the same argument (illustrated in Figure 1.2). By comparing
the quality of different versions of the same argumentative text, we argue that
we can learn general quality characteristics of such texts (Skitalinskaya et al.,
2021) and, to a wide extent, abstract from prior perceptions and weightings
(addresses Research Gap 2). Moreover, by taking into account not just the
quality differences between revisions but also the reasoning and purpose of
the performed edits, we can learn not only to identify existing flaws in texts
but also to suggest types of changes required to tackle said flaws and even
automatically generate optimized alternatives for the arguments (addresses
Research Gap 1).
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Figure 1.3: Examples of argument revisions found on Kialo along with the
reasons provided by the users performing the revision.

To enable such assessments, we compile a new corpus of argumentative
claims from an online debate platform, www.kialo.com. Kialo is a typical
example of an online debate portal that encourages collaborative argumentative
discussions, where participants jointly develop nuanced pro/con debates on a
wide rage of topics. But what differentiates Kialo from other portals is that it
supports editing claims and tracking the history of changesmade in a discussion.
This allows all users to collaborate and improve existing claims by suggesting
edits, which are subject to review and approval by the debate’s moderation
team. Examples of such suggestions are presented in Figure 1.3 showcasing
three distinct reasons for revision provided by the users suggesting it, such
as claim clarification, typo or grammar correction, and corrected or added links.
Through organized community discussions of each suggested change, this
collaborative process should continually improve the quality of claims and
lead to a topically diverse collection of claims. Such process of collaborative
editing creates a high quality, diverse set of supporting and attacking claims
for each controversial debate topic and helps gain deeper insights on various
argument characteristics, such as impactfulness, persuasiveness, clarity, etc.
Due to the popularity of the platform and the abundance of content, we were
able to collect over 508K arguments, which is an order of magnitude larger
than any existing corpus for studying argument quality in the field (addresses
Research Gap 3).

10 INTRODUCTION
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1.3.1 Research Questions

By capturing implicit revision patterns, we aim to model argument quality
irrespective of the discussed topics, aspects, and stances to enable the devel-
opment of writing support systems where users are provided with access
to automatically generated, structured feedback information, guiding them
through the process of improving their arguments.

Thus, our first research question is dedicated to understanding the bene-
fits and disadvantages of working with the compiled revision-based corpora,
which we accompany with two additional sub-questions:

RQ1 What quality-related phenomena are typical of argument revisions on
online debate platforms?

RQ1.1 What quality flaws and revision types are typical in online de-
bates?

RQ1.2 What challenges does the revision-based nature of the corpora
pose for computationally modeling argument quality?

As we are concerned with understanding the factors of argument quality
and modeling them computationally, we formulate the next research question
and relevant sub-questions as follows:

RQ2 How to approach the modeling of argument quality computation-
ally to enable the analysis of arguments in need of improvement?

RQ2.1 How to model argument quality to enable identification of low
quality argumentative texts?

RQ2.2 How to model argument quality to enable identification of spe-
cific flawswithin an argumentative text?

RQ2.3 How tomodel argument quality to enable comparison of several
versions of the same argumentative text?

Finally, we are also interested in generating optimized versions of argu-
mentative texts automatically. In order to understand the benefits of using
contextual information, such as the main thesis of the debate or related ar-
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guments, and explore the potential of using the obtained generative models
even outside the original domain of online debates, such as, for example news,
encyclopedia entries, scientific papers, and instructional texts, we investigate
the following research question and relevant sub-questions:

RQ3 How to approach the generation of improved argumentative texts using
computational methods?

RQ3.1 How to model argument quality and specific quality flaws to en-
able automated generation of improved argumentative texts?

RQ3.2 How can including contextual information in the modeling pro-
cess assist in further improvements of the generated argumen-
tative texts?

RQ3.3 How can the obtained insights and computational models
assist in automatically improving the argument quality of
texts from other domains and sources?

1.3.2 Suggested Tasks

To answer the outlined research questions, we introduce and systematically
address a set of four argument assessment and generation tasks that are specifi-
cally designed for working with revision-based data. In particular, we consider
the following tasks:

T1 Suboptimal-Claim Detection Given an argumentative claim, decide
whether it is in need of further revision or can be considered to be phrased
more or less optimally in terms of overall argument quality (Skitalinskaya
and Wachsmuth, 2023).

T2 Claim Improvement Suggestion Given an argumentative claim, select
all types of quality issues from a defined set that should be improved
when revising the claim (Skitalinskaya and Wachsmuth, 2023).

T3 Argumentative Claim Ranking Given two or more versions of the same
argumentative claim, determine which one is of higher argument quality
(Skitalinskaya et al., 2021).

T4 Argument Quality OptimizationGiven as input an argumentative claim,
potentially along with context information on the debate, generate a
revised version of the claim that (a) improves upon the original claim
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Figure 1.4: Example pipeline combining all four argument assessment and
generation tasks explored in this thesis along with example outputs of user
feedback based on the outcomes of the text classification and generation ap-
proaches.

in terms of text quality and/or argument quality, and (b) preserves the
meaning of original claim as far as possible (Skitalinskaya et al., 2023).

Within the given context of tasks, we explore quantitative approaches,
such as classical statistical machine-learning algorithms and deep-learning
solutions adopted to facilitate automated language processing, primarily fo-
cusing on classification methods(SVM (Cortes and Vapnik, 1995), Glove (Pen-
nington et al., 2014), FLAIR (Akbik et al., 2018), BERT (Devlin et al., 2019),
SBERT (Reimers and Gurevych, 2019), DeBERTa (He et al., 2021), among
others) and text generation models (e.g., Transformer (Vaswani et al., 2017),
BART (Lewis et al., 2020)).

Figure 1.4 illustrates an example pipeline, which combines all four argu-
ment assessment and generation tasks explored in this thesis. With this figure,
we aim to show how solutions to the considered tasks can be used to sup-
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port individuals in assessing and writing argumentative text. Here, the input
refers to an argumentative claim proposed by an individual, accompanied by
contextual information. While providing such contextual information is not
mandatory, it can include details such as the main thesis or topic of the debate,
related claims, and other pertinent information. In the example illustrated
in the figure, the user suggests an argumentative claim (“Cell phones causes
brain cancer.”) and specifies its parent claim that the argument is intended to
support (“Radiation from cell phones and Wi-Fi is harmful.”).

The provided input is then passed to the pipeline component, where so-
lutions to the suggested text classification and generation tasks are used to
identify various patterns and characteristics of argument quality and suggest
improvements. Based on the outcomes of each task, an output with feedback
is generated. The feedback message highlights any concerns found in the argu-
mentative claims and offers suggestions on how to modify them or provides
automatically generated alternative candidates. Specifically, the outcome of
Task 1 indicates that the claim still requires further revision. To understand the
issues the argumentative text is suffering from, we can further apply solutions
to Task 2. As shown in the output to the task in Figure 1.4, the claim requires
further clarification and contains a grammatical error.

Once the quality issues have been identified, solutions to Task 4 can auto-
matically generate alternative versions of the same claim improving upon the
original version in terms of text and argument quality. For example, in Figure
1.4 as feedback, the user is presented with several alternative suggestions on
how to further improve the argumentative text, such as:

1. "Cell phones causes brain cancer."
2. "Cell phones radiation may causes brain cancer."
3. "Research shows cell phones radiation may causes brain cancer <LINK>."

Although all the suggested revisions can be considered plausible improve-
ments, they differ in terms of the nature and extent of improvement. For
instance, the first suggestion primarily focuses on fixing grammatical errors
in the claim, while the second revision aims to clarify that it is the radiation
emitted by cell phones that causes brain cancer. On the other hand, the third
suggestion goes beyond grammar and clarification and provides relevant re-
search evidence to support the claim. While individuals can manually choose
the optimal suggestion from such a set of plausible revisions, an automatic
approach can also be employed to evaluate and rank generated suggestions
(Task 3). This approach can be applied not only to computer-generated argu-
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ments but also to human-generated ones. In our example in Figure 1.4, the
output of Task 3 displays the optimal suggestion (Candidate 3) among the set
of automatically generated texts obtained from the outcome of Task 4.

Though the provided example showcases a scenario oriented at supporting
individuals, the same solutions used in the outlined tasks can be used to
support moderators and teachers, enabling them to efficiently assess and
moderate large amounts of content while providing them with the feedback
necessary to also guide other individuals in improving their arguments.

1.4 Contributions

In the following, we present contributions to the area of argument assessment
and generation that can be attributed to the field of computational argumenta-
tion. Below, we give a compact overview of the most important ones grouped
by the type of contribution.

Corpora. One of the central outcomes of this thesis is a collection of large-
scale corpora consisting of argumentative claim revisions to analyze online
editing behaviors and argument quality in online debate communities.

• ClaimRev. We create one of the largest corpora covering over 124,000
debate topics for studying argument quality within the computational
argumentation field to date. A novel aspect of the corpus is its coverage of
different versions of the same claim, with annotations regarding the claim
quality, reasons, and types of revisions collected from an online debating
website 4. This is the first dataset to target the quality assessment and
revision processes on a claim level.

• Extension As the original corpus only consists of revision histories of
claims that have undergone a revision, we extend the original ClaimRev
corpus with a collection of claims that remained unchanged throughout
time. Adding such claims aims to fill the gap observed in the original
corpus, where claims of good quality are only represented by final ver-
sions of revised arguments, enabling to distinguish between claims that
contain flaws and get revised from ones that are already of high quality.

Models and Empirical Insights. Leveraging the resources introduced above,
we conduct a series of analyses aimed at gaining a better understanding of the
challenges of modeling argument quality based on human revision histories.

4www.kialo.com
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• Intention Taxonomy. To understand the actions and intentions behind
revisions in online debate platforms, we introduce a taxonomy for classify-
ing argumentative claim edits into eight distinctive categories, capturing
common revision intentions such as elaboration and disambiguation.
This taxonomy allows a fine-grained analysis of revisions and serves as a
basis for a systematic comparison of revision candidates generated both
by humans in the original corpus and the suggested approaches.

• Revision Types and Argument Quality. To explore the relationship
between the revision types covered in the collected corpus and argument
quality in general, we assess whether each revision improved any of the
15 dimensions of argument quality defined by Wachsmuth et al. (2017b).
We provide a detailed analysis of the correlations between the revision
types and quality dimensions and summarize our findings along the
logical, rhetorical, and dialectical quality aspects.

• Challenges in Modeling Argument Quality Finally, we delineate the
main challenges of revision-based data, covering issues related to the rep-
resentativeness and reliability of data, topical bias in revision behaviors,
appropriate model complexities and architectures, and the need for con-
text when judging claims. In a detailed analysis, we outline the strengths
and weaknesses of strategies exploiting different types of knowledge
specific to text and argument revisions to tackle said challenges.

Methods. Based on the obtained insights, we propose several new methods
addressing the identified challenges using state-of-the-art language modeling
techniques.

• Suboptimal ClaimDetection and Claim Improvement Suggestion. We
present a systematic comparison of approaches based on different con-
textualized representations and analyze their impact on various types of
writing issues for the tasks of suboptimal claim detection and claim im-
provement suggestion. To tackle the noisy nature of revision-based data,
we propose a new sampling strategy based on revision distance, which
makes it generalizable to other domains without additional annotations
and judgments.

• Classification and Ranking of Argumentative Claims. To explore the ca-
pabilities of existing approaches to capture the relative quality difference
between various versions of the same argumentative text, we compare
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traditional and transformer-based models in the tasks of claim quality
classification and ranking. We demonstrate consistent performance even
in cross-category scenarios, suggesting that learned features generalize
well across debate topics.

• ArgumentQualityOptimization. We are the first to present an approach
to argument quality optimization that first generates multiple candidate
optimizations of an argumentative claim and then identifies the best
one using quality based reranking. We demonstrate the generalization
capabilities of the approach on out-of-domain datasets, showcase the
benefits of using contextual information, and summarize the challenges
concerning the automation of certain optimization types.

1.5 Publication record

Several parts of this thesis have been previously published in international
peer-reviewed conference proceedings from major events in natural language
processing, e.g., ACL, EACL, INLG. We list these publications below, along
with author contribution statements, and indicate the chapters of this thesis
which build upon them:

• Chapter 3: Skitalinskaya G., Wachsmuth H. (2023) To Revise or Not
To Revise: Learning to Detect Improvable Claims for Argumentative
Writing Support, In Proceedings of the 61st AnnualMeeting of the Association
for Computational Linguistics: Main Volume, pp. 15799–15816, Toronto,
Canada
Contributions: S.G. collected the data, designed and carried out the
experiments. All authors analyzed and discussed the findings and con-
tributed to writing the final manuscript. H.W. supervised the work.

• Chapter 4: Skitalinskaya G., Klaff J., Wachsmut H. (2021) Learning
From Revisions: Quality Assessment of Claims in Argumentation at
Scale, In Proceedings of the 16th Conference of the European Chapter of the
Association for Computational Linguistics: Main Volume, pp. 1718–1729,
Kiev, Ukraine
Contributions: S.G. collected the data and devised the main conceptual
ideas. S.G. and K.J. annotated a subset of samples for data quality evalu-
ations, and designed the experiments. S.G. carried out the experiments
and analyzed the findings. All authors contributed to writing the final
manuscript.

INTRODUCTION 17



• Chapter 5: Skitalinskaya G., Spliethoever M., Wachsmuth H. (2023)
Generation of Optimized Claims in Computational Argumentation, In
Proceedings of the 16th International Conference on Natural Language Genera-
tion, pp. 134–152, Prague, Czechia (Honorable Mention for Best Paper
Award)
Contributions: S.G. collected the data and devised the main conceptual
ideas. S.G. designed and carried out the experiments. S.G. and S.M.
annotated a subset of samples and established a taxonomy of revision
intentions to enable deeper analysis of typical reviewing behaviors and
model performance. All authors discussed the findings and contributed
to writing the final manuscript. H.W. supervised the work.

1.6 Outline

This dissertation is structured in 6 chapters. We provide a brief overview of
the organization and the content of each chapter:
Chapter 2: Background
In Chapter 2, we first introduce fundamental concepts pertaining to compu-
tational argumentation and writing research. Then we give an overview of
recent developments, in particular, related to argument quality assessment,
argument generation, and the process of text revision.

Chapter 3: Suboptimal-Claim Detection and Claim Improvement Suggestion
This chapter addresses Research questions 1 and 2 and is based on Skitalinskaya
and Wachsmuth (2023). Specifically, we target Sub-questions 1.2, 2.1, and
2.2. As part of the paper, we summarize the main challenges of performing
argument quality assessments covering issues related to the representativeness
and reliability of data, topical bias in revision behaviors, appropriate model
complexities and architectures, and the need for context when judging claims.
In a series of experiments, we provide various solutions to the aforementioned
challenges in relationship to each of the tasks separately.

Chapter 4: Quality-based Ranking of Argumentative Text Revisions
This chapter addresses our second Research question and is based on Skitalin-
skaya et al. (2021). Specifically, we target Sub-question 2.3. As part of the paper,
we describe how revision histories of argumentative claims can be used to
analyze and compare the quality of argumentative claims. Here, we introduce
the details and statistics of the ClaimRev dataset. Applications of prominent
approaches, detailed evaluations, and open challenges are presented as well.
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Chapter 5: Generation of Optimized Argumentative Texts
This chapter addresses Research questions 1 and 3 and is based on Skitalinskaya
et al. (2023). Here, we tackle Sub-questions 1.1, 3.1, 3.2 and 3.3. As part of
the paper, we work towards not only being able to automatically assess but
also to optimize argumentative text. We present an approach that generates
multiple candidate optimizations of a claim and then identifies the best one
using quality-based reranking. The quality-based assessments combine both
text quality metrics and argument quality measurements, which are compared
against human judgments. Furthermore, various conditioning techniques are
adapted to the task, and their performances are compared on relevant revision-
based corpora, covering not only argumentative claims but also formal and
instructional texts.

It should be noted, that Chapters 3, 4 and 5 present the original content of
published papers within this cumulative thesis as well as an additional section,
titled “Implications for the Thesis”. This section relates the findings presented in
the papers to the research questions of this thesis.

Chapter 6: Discussion and Conclusion
Finally, this chapter explains the main conclusions of the papers published
within this cumulative dissertation as well as their interrelationships. Here,
we also discuss the limitations of our research, summarize our contributions,
and provide directions for future work. Potential future research directions
are proposed from both empirical and theoretical perspectives.
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2. Background and Related Work

In this chapter, we introduce fundamental concepts relevant to the main areas
of focus in this thesis, namely, computational argumentation, text revision,
and natural language processing. First, we provide an overview of relevant
research on argument quality and text revision from a non-computational
perspective (Section 2.1 and Section 2.2, respectively). The aim is to examine
the various approaches, theories, andmethodologies that have been developed
to understand and improve the process of argumentation. We then give a brief
introduction to the machine learning methods for representing and modeling
argumentative texts considered in this thesis (Section 2.3). Finally, in Sec-
tion 2.4, we give an overview of the recent developments from a computational
perspective within the two relevant sub-areas of computational argumentation:
argumentation assessment and argumentation generation.

2.1 Argumentation

For millennia, the study of argumentation has been an important part of in-
tellectual and philosophical inquiry. Different definitions of argumentation
have been proposed in literature, often focusing on some particular aspects
or perspectives of the phenomena. In this work we adopt the definition of
Johnson (2012), which describes argumentation as follows:

Definition 1. (Argumentation). The sociocultural activity of constructing,
presenting, interpreting, criticizing, and revising arguments.

Early theories of argument have been formed by cultures all around the
world and can be traced to, for example, ancient Indian, Chinese, Persian,
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Middle Eastern, and Greek traditions. In India, debating practices emerged
as a means to address epistemological and religious questions, such as the
meaning of life, the existence of the after-life, and the explication of the soul
(Solomon, 1976). The concept of dharma, or right conduct, was a central theme
in Indian philosophy, and debates often revolved around the proper way to
live a moral and virtuous life (Matilal et al., 1999).

In ancient Chinese culture, individuals were seen as integral components
of a closely-knit community, be it a family or a village. As such, the conduct of
an individual was expected to be influenced by the expectations of the group.
This is reflected in the philosophical ideologies and debating practices of the
most prominent schools of thought at the time, Confucianism and Taoism. In
their teachings, they emphasized the importance of respect, ethical behavior,
and the cultivation of personal virtues (Munro, 1985).

However, it is the ancient Greek and Roman study of argument that has
laid so many of the foundations for the way we think about argumentation
today. In contrast to Chinese traditions and their value of reciprocal social
obligation, the Greeks valued personal agency and freedom in their tradition of
debate. As the concept of democracy began to emerge in Athens (fifth century
B.C.E.), even ordinary citizens were given the opportunity to participate in the
political process and engage in discussions regarding civic matters (Hansen,
1999). Public speaking and debate became highly valued skills, and the study
of rhetoric emerged as a discipline of its own, with philosophers and educators
developing theories and techniques for effective communication and persua-
sion, many of which continue to influence contemporary discourse (Hansen,
2005).

Aristotle Aristotle’s On Rhetoric (Aristotle, 2007) is considered one of the
most influential works on the subject. According to Aristotle, effective argu-
mentation requires not only logical reasoning but also the ability to establish
credibility and appeal to the emotions of the audience.

Plato Aristotle’s teacher Plato, on the other hand, believed that argumen-
tation should be used primarily for seeking truth and understanding rather
than for persuasion. In his dialogues, such as the Phaedrus (Plato, 1961) and
the Gorgias (Lamb, 1925), Plato presents a critical view of rhetoric, arguing
that it can be used to deceive and manipulate people. He advocates for a form
of dialectical inquiry, in which individuals engage in critical questioning and
constructive debate to arrive at a shared understanding of truth.
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Figure 2.1: The Toulmin model of argumentation, illustrated with an argument
example concerning the ban of soda from school campuses.

Cicero Cicero, a Roman statesman and orator, drew on the works of Aristotle
and Plato to develop his own theory of argumentation. In his De Oratore
(Cicero, 1903), Cicero emphasizes the importance of style, delivery, and adapt-
ability in persuasive communication and argues that effective speakers must
have a deep understanding of human nature and the ability to appeal to the
values and interests of their audience.

Leveraging the historical foundations of persuasive discourse, logical anal-
ysis, rhetorical strategies, and the models of argument built upon them, this
dissertation explores how these principles can be computationally modeled
and used to help people improve their argumentation skills by revising and
refining their arguments.

2.1.1 Models of Argument

There has been considerable effort in defining and conceptualizing arguments,
as well as developing models of argumentation reflecting their internal (micro)
or external (macro) structure. On the one hand, suchmodels enable descriptive
and explanatory analysis of how people typically engage in argumentation by
breaking down complex arguments into smaller components, which can be
assessed for their quality and inter-relations. On the other hand, such theories
can also be used to guide and regulate the course of an argument helping
distinguish valid reasoning from fallacious argumentation. One of the most
notable models is Toulmin’s Model (Toulmin, 1958), which influenced many
works focusing on computationally modeling argumentation quality.
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S1: Animal testing should be banned.

S3: Animal testing is necessary for 
medical development.

S2: Testing on animals in unethical. S4: Animal testing is an e�ective 
method of testing products.

S5: Animal testing is also necessary to 
advance veterinary medicine.

S6: Not all animal testing is done for medical purposes: 
animals are often tested on by cosmetic companies.

Figure 2.2: Sample of a debate found on Kialo on the topic of whether animal
testing should be banned presented as a hierarchical tree structure. The topic of
debate represents the root node (colored gray), whereas statements supporting
(colored green) or challenging (colored red) other statements are connected
with directed edges.

Toulmin’s model A nuanced model of argumentation describing the differ-
ent parts necessary in a well-formed argument and their interrelationships
(Toulmin, 1958). Specifically, Toulmin introduces six key components (see
Figure 2.1):

1. Claim. An argumentative statement whose merit the audience seeks to
establish. This assertion reveals the individual’s opinion on the matter.

2. Data. Evidence or facts which support the claim. Alternatively referred
to as premise or ground.

3. Warrant. An assumption or reasoning of how the evidence logically and
justifiably supports the claim.

4. Backing. Additional evidence or reasoning which provides support for
the warrant.

5. Rebuttal. Conditions of exception in which the argumentative statement
does not hold.

6. Qualifier. The degree of certainty and the strength of the justification,
typically encoded in terms such as certainly, presumably, or probably.

However, real-world arguments do not usually appear in this format and
typically lack some of these elements. Moreover, the component assignment,
as defined by Toulmin, depends on the specific context and how the argumen-
tative text is used within an argument. Consider the following example of
a debate from Kialo illustrated in Figure 2.2 presented as a hierarchical tree
structure. Each debate is a collection of statements expressing viewpoints
or arguments related to the topic of debate (root node). The directed edges
and block colors containing each statement reflect their interrelationships:
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red nodes challenge parent statements, while green nodes support them. In
this example, Statement 3 (S3 in the figure) can be seen as a rebuttal when
considered together with its parent statement (S1). However, if its children
statements (S5 and S6) are considered, it can be seen as a claim, according to
Toulmin’s model.

In this thesis, we do not differentiate between such fine-grained compo-
nents as defined by Toulmin and adopt a more loose definition of a claim that
unites these components under one concept:

Definition 2. (Argumentative claim). An argumentative statement that
asserts a particular viewpoint, facts, or reasoning and seeks to persuade others
to accept or believe it.

2.1.2 Argument Quality

Assessing the quality of arguments is a central theoretical and practical concern,
yet, it has proven challenging to establish clear criteria for what constitutes a
“good” argument.

In classical rhetoric, the quality of argumentation is often assessed accord-
ing to three key elements: logos, ethos, and pathos (Aristotle, 2007). These
elements are known as the modes of persuasion, and they refer to different ways
of appealing to an audience in order to persuade them to accept an argument.
While logos seeks to persuade the audience through sound reasoning, scien-
tific evidence, and logical analysis, pathos focuses on persuasion by arousing
certain emotions, which are beneficial for influencing their decision-making in
a desired way. On the other hand, ethos, refers to the credibility and trustwor-
thiness of the person making the argument, and includes the use of authority,
expertise, and reputation of the speaker or writer.

In Wachsmuth et al. (2017a,b), the authors present a comprehensive over-
view of existing classical and modern theories to assessing argument quality,
combining both theoretical and practical viewpoints. The authors suggest a
unified framework (Figure 2.3) that defines overall argument quality as being
composed of three main categories: Cogency, Effectiveness, and Reasonable-
ness.

• Cogency covers the logical aspects of argument quality. According to
Govier (2013), a cogent argument satisfies the following conditions: it
has premises that are rationally acceptable and support the conclusion
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Figure 2.3: Taxonomy of argument quality proposed by Wachsmuth et al.
(2017a).

in a way that is relevant and provides good grounds. Thus, as reflected
in the taxonomy in Figure 2.3, within Cogency, one can assess: whether
the premises are believable (Local Acceptability), the relevance of the
premises to the conclusion (Local Relevance), and whether the premises
give enough support to rationally draw the conclusion (Local Sufficiency).

• Effectiveness covers the rhetorical aspects of argument quality and re-
flects the persuasive power of how an argument is delivered. Here,
Wachsmuth et al. (2017b) outline such quality dimensions as Arrange-
ment, which assesses the structure of the argument, Clarity, which reflects
how unambiguous and understandable the language used is, Appropri-
ateness in a given context, the usage of Emotional Appeal in persuasion,
and Credibility, which takes into account the rhetor’s worthiness to be
believed in.

• Reasonableness covers the dialectical aspects of argumentation and
reflects the quality of an argument in the context of a debate. Here,
the dimensions target quality aspects that ensure that the argument
contributes to the issue’s resolution (Global Relevance) in a sufficient
way (Global Sufficiency) that is acceptable to the target audience (Global
Acceptability). While the outlined quality dimensions resemble those
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of Cogency, within this category, the arguments are judged specifically
by their reasonableness for achieving agreement (Van Eemeren and
Grootendorst, 2004).

Each of these categories is represented by several relevant quality dimen-
sions. Although each dimension captures distinct aspects of a text’s argumen-
tative quality, they are interconnected and collectively contribute to the overall
quality of the argument.

In this work, we use the taxonomy of Wachsmuth et al. (2017a) to disentan-
gle which argument quality dimensions are typically addressed when revising
arguments and how they relate to certain types of revision performed.

2.2 Text Revision

Revision is widely recognized as a crucial aspect of writing, contributing to
the quality of the final work and enhancing writers’ knowledge (Murray, 1978;
Bamberg, 1978; Lowenthal, 1980; Sommers, 1980; Beck et al., 1991; Myhill and
Jones, 2007; Hyland and Hyland, 2019). In the early 1980s, there was con-
siderable debate among scholars regarding the exact definition of revision
(Fitzgerald, 1987). It was discussed whether the term should solely refer to the
product (changes made to a text) or the mental processes undertaken by au-
thors, or both aspects. As a result, different terms like reprocessing (Bereiter and
Scardamalia, 1987) and reviewing (Hayes and Flower, 1981) were introduced
by the community to capture the mental aspects of revision, distinguishing
them from the actual changes made to the text. In this thesis, we combine
both aspects and not only explore the different textual changes but also try to
capture the intentions of the authors that led to such modifications.

2.2.1 Theories of Revision

Different models and taxonomies have been proposed to describe the subpro-
cesses involved in the revision of written text, each offering valuable insights
into the process.

Problem-Solving Models Most work views text revision as a problem-solving
task where writers actively engage in identifying and resolving issues to en-
hance the quality and effectiveness of their written work. For example, Flower
and Hayes (1981), Beach (1984) and Scardamalia (1983) model revision as a
goal-directed process, where, first, the writers infer their intentions or goals,
then define the challenges in achieving those intentions, and, finally, make
changes to the text that align with their intended meanings. In (Beach and
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Eaton, 1984), the authors found that college students who can clearly define
their intentions are more adept at identifying problems and implementing
appropriate revisions to enhance their drafts.

Revision Category Taxonomies To systematically analyze and understand
the changes made during the revision process, several coding schemes and
taxonomies were developed to categorize revisions in written texts. Early
schemes, such as Stallard’s study (Stallard Jr, 1972) introduced basic classifica-
tions that lacked theoretical grounding and contained non-mutually exclusive
categories, such as spelling, syntax, punctuation, as well as multiple-word,
paragraph, and single-word changes (see Figure 2.4). The study also did not
distinguish between surface changes that do not affect the meaning of the text
from meaning-altering changes.

Later taxonomies addressed some of these limitations, for example, Som-
mers (1980) introduced the distinction between revision operations and lin-
guistic levels, as well as mutually exclusive revision categories. Building on
discourse analysis research, Faigley and Witte (1981) introduced a taxonomy,
which accounted for revisions related to the semantic structure of the text,
considering surface and meaning changes, as well as micro-structure and
macro-structure features (Figure 2.5). While Bronner and Monz (2012) sug-
gested to classify revisions into fluency edits, aimed at improving style and
readability, and factual edits, which alter the meaning.
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As noted in previous studies (Bazerman, 2016), the process of text revision
is influenced by the specific domains or contexts in which the writing takes
place. Specifically, the text should meet the requirements and expectations
of the intended audience or the conventions of a specific genre or discipline.
Recognizing this, recent research has looked into developing domain-specific
taxonomies for text revision. For instance, Daxenberger and Gurevych (2013)
proposed a 21-category taxonomy for Wikipedia editing, which included not
only surface edits but also domain-specific policy edits, such as vandalism and
reversion of changes. Similarly, Yang et al. (2017) introduced a 13-category
taxonomy that focuses on capturing the semantic intentions, providing insights
into the reasons behind each revision (see Figure 2.6). While such taxonomies
are more fine-grained and capture important parts of the revision process, they
do not fully transfer to other domains limiting their practical applicability.

Given our focus on argumentative texts, it is relevant to provide an overview
of the revision categories introduced specifically for this domain. While many
of the above-mentioned works have focused on studying revisions of argu-
mentative texts, such as student essays (Sommers, 1980; Faigley and Witte,
1981; Daxenberger and Gurevych, 2013), only Zhang and Litman (2015) in-
corporate argument theory concepts in their categorization. Specifically, they
outline two main categories: surface changes and text-based changes (see
Figure 2.7). Under the surface changes category, similar to previous work, they
include sub-categories such as organization, conventions/grammar/spelling,
and word usage/clarity. In the text-based changes category, they incorporate
Toulmin’s argument structure and outline such sub-categories as claims or
ideas, warrant/reasoning/backing, rebuttal or reservation, general content,
and evidence. It is worth noting that while the broader categories align with
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the taxonomy of Faigley and Witte (1981), the specific sub-categories differ.

While the considered taxonomies include information regarding the ar-
gumentation structure (Zhang and Litman, 2015) and general linguistic and
semantic text quality features (Faigley and Witte, 1981), such revision types
do not reflect the actions and intentions of each revision, which is crucial in-
formation when providing feedback and guiding users on why and how to
improve their texts. Though Yang et al. (2017) touch upon this in their work,
their taxonomy is tailored to the needs and revisions of Wikipedia articles,
making it hard to employ to other domains of text. This motivates us to further
explore the relationships between revision actions and intentions and develop
a new taxonomy tailored to the domain of argumentative texts building on the
outlined work (see Section 5.7 for more details).

2.3 Natural Language Processing

As part of our work, we make use of several important concepts related to
natural language processing. Below we summarize the basic concepts relevant
to our work.

2.3.1 Types of Learning

Machine Learning Opposed to classical imperative programming, where
each step of solving the task should be explicitly coded, in machine learning,
the goal is to algorithmically derive a set of rules from data that captures mean-
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ingful relationships and patterns (Bishop and Nasrabadi, 2006). Such learning
is facilitated by computational algorithms that are designed to process and
analyze input data, capture patterns of interest, and produce computational
models to make predictions or decisions based on the learned knowledge. In
(Mitchell, 1997), the author emphasizes the iterative nature of machine learn-
ing and further specifies that the performance of the computational model
should improve with the number of examples it has seen in order to be called
learning.

Literature typically distinguishes three types of learning computational
models (Bishop and Nasrabadi, 2006; Goodfellow et al., 2016):

• Supervised Learning In a supervised learning setting, the aim is to
extract a set of rules from labeled examples, where each example consists
of input data paired with corresponding desired target values (Bishop
and Nasrabadi, 2006). What distinguishes supervised learning from
other learning settings is that the exact mapping between every input
and target value is known.

• Unsupervised Learning In contrast, in an unsupervised learning setting,
the goal is to identify hidden patterns or structures from unlabeled data,
i.e., without prior knowledge of the correct target value (Goodfellow
et al., 2016).

• Semi-supervised Learning Semi-supervised learning combines the ben-
efits of both approaches mentioned above for scenarios when only a
limited amount of labeled examples is available along with an abundant
number of unlabeled samples (Russell, 2010). The idea is to leverage
the unlabeled data to enhance the labeled samples by augmenting it
using various techniques, such as, for example, self-training (Lee, 2013)
and co-training (Blum and Mitchell, 1998). In this work, we consider a
technique called distant supervision (Mintz et al., 2009), where labels are
induced by leveraging existing knowledge bases, databases, or heuristics,
resulting in an automated yet potentially noisy labeling process.

For more details on each type of learning, refer to the following main
textbooks on pattern recognition, artificial intelligence, and deep learning
(Bishop and Nasrabadi, 2006; Russell, 2010; Goodfellow et al., 2016).

The dataset we work with in this thesis consists of revision histories of ar-
gumentative claims, where each history defines a chain (v1, ..., vm). Here, each
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claim vt is a revised version of the previous claim, vt−1 with 1 < t ≤ m. The
only annotations available to us are the intention labels for consecutive claim
version pairs (vt−1, vt) denoting the purpose of revision, such as clarification.
Fortunately, we can use distant supervision methods to automatically infer
certain labels. For instance, we can derive relative argument quality labels
between different versions of the same claim (vj , vk) by assuming that each
revision improves the quality of the claim. Thus, if k > j (vj appears before vk
in the revision history) the assigned label would be 1, denoting that the quality
of vk is greater than vj or 0 if otherwise. Deriving such distantly supervised
labels enables us to explore the applicability of supervised approaches in solving
complex problems across different text classification and generation tasks in
Chapters 3 to 5. While other types of learning could also be considered for
these tasks, for the purposes of this thesis, we focused solely on supervised
and semi-supervised approaches.

2.3.2 Text Representation

To be processed by computational models, textual input needs to be trans-
formed into numerical representations in a way that captures the semantic and
contextual information inherent in language. Various techniques and methods
have been suggested to tackle the problem on the word level, including:

• Bag-of-Words (BoW): BoW transforms text into a numerical represen-
tation by counting the occurrences of words without considering their
order or context. The approach can be applied to a sentence, document,
or even a collection of texts. As a result, the input is transformed into a
vector, where each dimension represents a distinct word, and the value
assigned to it indicates its frequency in the text.

• Static Word Embeddings: Static word embeddings are created by train-
ing on extensive datasets utilizing unsupervised learningmethods. These
methods aim to capture the word semantics and relations by analyzing
the co-occurrence patterns present within the training data. As a result,
eachword of the input is transformed into a vector, and this representation
does not change depending on the context in which the word appears.
Word2Vec(Mikolov et al., 2013), GloVe (Pennington et al., 2014), and
FastText (Bojanowski et al., 2017) are examples of the most widely recog-
nized word embedding methods.

• ContextualizedWord Embeddings: Unlike static word embeddings, con-
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textualized word embeddings, such as Flair (Akbik et al., 2018), ELMo
(Embeddings from Language Models) (Peters et al., 2018), BERT (Bidi-
rectional Encoder Representations from Transformers) (Devlin et al.,
2019), and other transformer-based embeddings, generate word rep-
resentations that are sensitive to context. These models consider the
surrounding words and sentences to create embeddings that capture
word meaning variations based on their usage within a specific context.

2.3.3 Models

Computational models in machine learning can be broadly classified into two
main categories: statistical and neural models. In this thesis, we consider both
of these categories. In the following, we provide an overview of the models
used in our research and elaborate on the methods employed for their training.

Statistical Machine Learning

Linear Regression Linear regression is used to establish a linear relationship
between one or more input variables, also known as independent variables,
and a continuous output variable, known as the target (Bishop and Nasrabadi,
2006). The goal is to find the best-fitting line that minimizes the difference
between the predicted values and the actual values of the target variable. The
linear regression model is represented by the equation:

y = β0 + β1x1 + β2x2 + . . .+ βnxn

Here, y represents the target variable, x1, x2, . . . , xn denote the indepen-
dent variables, β0, β1, β2, . . . , βn are the regression coefficients that represent
the relationship between the variables. The best-fitting coefficients can be
estimated, for example, using a technique called ordinary least squares (OLS)
(Bishop and Nasrabadi, 2006), which minimizes the sum of the squared dif-
ferences between the predicted and actual values. Once the coefficients are
estimated, the linear regression model can be used to make predictions for
new input values.

Support Vector Machines Support Vector Machines (SVMs) are a class
of machine learning algorithms that aims to find the best possible decision
boundary that separates different classes of data points (Joachims, 2006). For
linearly separable data, the decision boundary is represented by

y = β0 + β1x1 + β2x2 + . . .+ βnxn
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Figure 2.8: The basic structure of a recurrent neural network.

Here, y is the predicted class label, x1, x2, . . . , xn are the input features,
and β0, β1, β2, . . . , βn are the coefficients to be estimated. SVMs use the kernel
trick to handle non-linearly separable data by mapping features into a higher-
dimensional space. The optimization objective is to minimize

1

2
‖β‖2 + C

m∑
i=1

ξi,

Here, 1
2‖β‖

2 represents the regularization term that penalizes the magnitude
of the coefficients β, andC

∑m
i=1 ξi is the cost term that sums the slack variables

ξi with a regularization parameter C. Slack variables are introduced to handle
cases where finding a hyperplane that linearly separates the classes is infeasible
by allowing some data points to be misclassified. Here, C controls the margin
vs. classification error trade-off. SVMs can employ not only linear kernel
functions as described above but also polynomial or Gaussian functions to
handle complex decision boundaries in high-dimensional spaces (Joachims,
2006).

Neural Machine Learning

Recurrent Neural Networks Recurrent Neural Networks (RNNs) are a class
of neural networks designed to process sequential data bymaintaining a hidden
state that carries information from previous time steps (Rumelhart et al., 1986).
The key feature of RNNs is their ability to capture temporal dependencies by
recursively applying the same set of weights across multiple time steps. The
output of an RNN at each time step can be computed as:

ht = φ(Wxh · x(t) +Whh · ht−1 + bh)

Here, φ is the activation function, xt is the input at time step t, ht−1 is the
hidden state at the previous time step, Wxh and Whh are weight matrices, and
bh is the bias vector.
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The output of an RNN at each time step can be computed as:

yt =Wo · ht + bo(2)

Here,Wo and bo are the weight matrix and bias vector for the output layer,
respectively.

By recursively applying these formulas, an RNN can capture and propagate
information through time, allowing it to model complex sequential patterns
and dependencies. Figure 2.8 illustrates the basic structure of an RNN. Here
the recurrent connections are depicted via cyclic edges. However, RNNs
suffer from the vanishing or exploding gradient problem, which can make it
difficult for them to learn long-term dependencies. This limitation led to the
development of more advanced architectures like LSTMs that address these
issues.

Long Short-TermMemory Long Short-TermMemory (LSTM) is a type of re-
current neural network (RNN) that addresses the vanishing gradient problem
by incorporating memory cells and gating mechanisms. The basic building
block of an LSTM is the memory cell, which consists of three main components:
the input gate (i), the forget gate (f), and the output gate (o) (Hochreiter and
Schmidhuber, 1997). These gates regulate the flow of information into and out
of the cell. The input gate determines how much new information should be
stored in the memory cell (c), the forget gate decides what information should
be discarded, and the output gate controls the amount of information to be
outputted.

Formally, an LSTM cell can be described as follows:

i(t) = σ(Wixx(t) + Uihh(t− 1) + bi)

f(t) = σ(Wfxx(t) + Ufhh(t− 1) + bf )

o(t) = σ(Woxx(t) + Uohh(t− 1) + bo)

g(t) = tanh(Wgxx(t) + Ughh(t− 1) + bg)

Here, x(t) represents the input at time step t, h(t− 1) denotes the hidden state
at the previous time step, and σ is the sigmoid function. And updating the
cell state is performed as follows:

c(t) = f(t)� c(t− 1) + i(t)� g(t)

Here, c(t− 1) is the previous cell state, and � denotes the Hadamard product
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Figure 2.9: The basic structure of Long Short-Term Memory neural network.

(element-wise multiplication).
Finally, the output of the LSTM can be computed as:

h(t) = o(t)� tanh(c(t))

Figure 2.9 presents a visual representation of the basic LSTM structure,
incorporating all the aforementioned components.

Transformers Transformers are a type of multi-layer neural network architec-
ture by Vaswani et al. (2017) that has made significant contributions to natural
language processing tasks. Unlike LSTMs, which process sequences sequen-
tially, transformers employ certain mechanisms that allow them to consider
all words in the sequence simultaneously. Specifically, transformers utilize
self-attention mechanisms, multi-head attention, position-wise feed-forward
networks, and residual connections with layer normalization to process input
sequences (illustrated in Fig. 2.10). These operations are performed within
each transformer layer, enabling themodel to capture long-range dependencies.
We explain each of the introduced concepts below.

Self-Attention The core component of transformers is the self-attentionmech-
anism, which allows the model to weigh the importance of different words in
a sentence when processing the input sequence. The self-attention mechanism
calculates attention weights for each word in the input sequence by compar-
ing its relevance to other words. Given an input sequence of length n, the
self-attention mechanism computes the attention weights using the following
formula:

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V

Here, Q represents the query matrix,K represents the key matrix, and V
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Figure 2.10: The encoder-decoder structure of the Transformer architecture
based on Vaswani et al. (2017) with specifications from Xiong et al. (2020).

represents the value matrix. The query matrix corresponds to the representa-
tion of the current input element that the attention mechanism is focusing on.
The key matrix represents the learned representation of the input sequence,
based on which the relevance or similarity between the current input element
(the query) and all other elements in the sequence is measured. The similarity
scores are then transformed into attention weights using a softmax function.
The division by√dk helps stabilize the gradients during training, and dk rep-
resents the dimensionality of the query and key vectors. Finally, the value
matrix represents the learned representation of the input sequence carrying
the context information associated with each input element. Combining them
with attention scores forms the final output of the attention mechanism.

Multi-head Attention To enable the model to attend to different parts of the
input representation simultaneously, multi-head attention is used. In multi-
head attention, the input embeddings are linearly projected into multiple
subspaces, called “heads”. The outputs of these attention heads are concate-
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nated and linearly transformed to produce the final output. Mathematically,
the multi-head attention is computed as:

MultiHead(Q,K, V ) = Concat(head1, head2, ..., headh)WO

where each headi is computed asAttention(QWQ
i ,KWi

K , V Wi
V ), andWO

is the output weight matrix.

Feedforward Network To further process the attention outputs indepen-
dently at each position, a feedforward network is applied. This network con-
sists of two linear transformations with a non-linear activation function in
between.

The formula for the position-wise feed-forward network can be written as:

FFN(x) = max(0, x ·W1 + b1) ·W2 + b2

Here, x represents the input from the previous attention step, andW1, b1,W2,

and b2 are learned weight matrices and biases for the feed-forward network.

Positional Encodings To provide the model with the necessary information
about the relative or absolute positions of tokens, positional encodings are
added to the word embeddings. The formula for generating the positional
encoding vector for a given position pos and dimension i is as follows:

PE(pos, 2i) = sin

(
pos

10000
2i
d

)

PE(pos, 2i+ 1) = cos

(
pos

10000
2i
d

)

Here, d is the dimensionality of the model. The value 10000 is chosen based on
heuristics and can be adjusted according to the length of the input sequence.

Residual Connections and Layer Normalization To facilitate better gradient
flow during training, residual connections, and layer normalization are applied
after each sub-layer (attention and position-wise feed-forward network)within
a transformer layer.

The formula for residual connection and layer normalization is given by:

LayerNorm(x+ Sublayer(x))

Here, x represents the input to the sub-layer, and Sublayer(x) denotes the
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output from the sub-layer (either self-attention or position-wise feed-forward
network).

By stackingmultiple transformer layers, information canpropagate through
the network, allowing the model to capture complex dependencies within the
input sequence.

Architecture Variations The original transformer architecture includes both
an encoder and a decoder component, as illustrated in Figure 2.10. The en-
coder processes the input sequence, capturing its information and context.
The decoder generates an output sequence based on the encoded input and
incorporates attention mechanisms to attend to both the input and previously
generated tokens.

However, variations of transformer models have been developed that fea-
ture either an encoder-only or a decoder-only setup, in addition to models that
retain both components. While encoder-only models are suitable for tasks such
as language understanding, sentiment analysis, or representation learning,
models with a decoder component can be used in tasks oriented on sequence
generation, such as text summarization or machine translation. Model archi-
tectures with both an encoder and decoder component are often referred to
as sequence-to-sequence models, and can also be implemented using recurrent
neural networks (RNNs) or Long Short-Term Memory (LSTM) networks, as
done in early works on text generation (Sutskever et al., 2011; Salehinejad et al.,
2017; Wu et al., 2016; Pawade et al., 2018).

Training Methods In this thesis (Chapters 3 to 5), we consider the following
pretrained language models based on the encoder-only architecture: BERT
(Devlin et al., 2019), ELECTRA (Clark et al., 2020), DeBERTa (He et al., 2021),
and the following sequence-to-sequence models: LSTM (Wiseman and Rush,
2016), Transformer (Vaswani et al., 2017), and BART (Lewis et al., 2020). While
the models may share certain similarities in their architecture and objectives,
there are some differences in their training methods.

• BERT is trained using a masked language modeling (MLM) objective.
During training, a portion of the input text is randomly masked, and
the model is tasked with predicting the masked tokens based on the
surrounding context (Devlin et al., 2019).

• ELECTRA employs a training approach called “discriminative masked
language modeling”. Instead of masking tokens and predicting them,
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ELECTRA trains a generator model to replace certain tokens with plau-
sible alternatives and then trains a discriminator model to distinguish
between the original tokens and the replacements. (Clark et al., 2020)

• DeBERTa extends BERT by incorporating disentangled attention and
enhanced decoding mechanisms. It introduces two additional training
objectives: disentangled attention objective and sequence-level training
objective. The disentangled attention objective encourages the model
to attend to different aspects of the input independently, improving its
interpretability. The sequence-level training objective focuses on predict-
ing the next sentence given the previous one, promoting coherence in
text generation (He et al., 2021).

• BART follows an encoder-decoder architecture and is trained using
a combination of denoising auto-encoding and sequence-to-sequence
learning. During training, BART corrupts the input text by randomly
masking, shuffling, and deleting words. It then learns to reconstruct
the original text from the corrupted version, serving as an auto-encoder
(Lewis et al., 2020).

2.4 Related Work

After having introduced the fundamental concepts and theories underlying this
thesis, we now give an overview of related work on computational approaches
tackling argument quality assessment, argument generation, and processing
revisions of argumentative texts.

2.4.1 Argument Quality Assessment

The assessment of argument quality can be approached from various perspec-
tives as discussed in Sections 1.2 and 2.1.2. In the recent years, there has been
a sharp increase of research and interest in learning how to make such quality
assessments automatically, resulting in two main lines of work. The first is
oriented more on the domain of education and mainly focuses on the assess-
ment of argumentative essays of students. While the second works with less
formal texts extracted from web-based media, such as online forums, debate por-
tals, and digital encyclopedias. Assessing argument quality in such different
contexts presents unique challenges and considerations, below we provide a
comprehensive overview of studies for each line of work categorized according
to the dimensions of argument quality, as introduced in Section 2.1.2.
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Student Essays When assessing argument quality in student essays, the focus
is typically on academic writing and structured argumentation. Evaluators of-
ten look for elements such as logical coherence, evidence-based reasoning, the
use of counterarguments, and adherence to academic conventions. The evalu-
ation criteria may also include factors like clarity of expression, organization,
and adherence to the assigned prompt or guidelines.

Organization One of the first works on argument quality assessment is the
work of Persing et al. (2010), who propose to predict the organization
of student essays. To do so, they apply an SVM with a string kernel to
sequences of paragraph and sentence labels, representing the structure of
the written text. While paragraph labels denote the general structure of
the essay, such as the introduction, conclusion, or rebuttal, the sentence
labels provide more fine-grained information, denoting such aspects as
the thesis, main idea, suggestion, or elaboration.

Clarity and Strength Similarly, in (Persing and Ng, 2013) and (Persing and
Ng, 2015), the authors propose to model the clarity of a thesis and the
strength of an argument by training a linear SVM incorporating both tra-
ditional features, such as word tokens, cue words, part of speech tag
n-grams, and semantic frames or features reflecting the structure of the
text, such as major claims, claims, and premises. Their results show
that incorporating argumentative information can further improve the
model’s ability to predict argumentative quality aspects of the essays.

Sufficiency In another study, (Stab and Gurevych, 2017b) address the task
of assessing the sufficiency of arguments in essays. They aim to deter-
mine whether the premises of an argument provide enough evidence to
support its claim. To do so, they explore the effectiveness of feature-rich
SVMs as well as convolutional neural networks (Collobert et al., 2011).
Their findings indicate that arguments lacking sufficient exhibit display
specific lexical indicators that can be reasonably captured with the above-
mentioned approaches. Gurcke et al. (2021) reexamined the sufficiency
quality criterion through a novel task setup involving the generation of
conclusions from premises that may or may not be sufficient. Here, the
objective is to assess premise sufficiency by evaluating the generated
conclusion’s quality. When approaching the task, the authors explore
the benefits of assessing sufficiency based on the output of large-scale
pre-trained language models. In the experiments, the authors fine-tuned
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BART (Lewis et al., 2020) and then learned to distinguish sufficient from
insufficient arguments using amodified RoBERTamodel (Liu et al., 2019)
based on the generated conclusion with the original argument.

Web-Based Media Assessing argument quality in online forums and debate
platforms introduces additional challenges due to the interactive and dynamic
nature of the discussions. Online platforms often involve multiple participants
with diverse backgrounds andmotivations, and the arguments can varywidely
in terms of style, tone, and level of formality. Evaluating argument quality
in this context requires considering factors such as relevance to the topic, the
use of logical reasoning, the consideration of alternative viewpoints, and the
ability to engage in productive and respectful discourse.

Acceptability Cabrio and Villata (2012) aim to automatically determine the
logical relationships between arguments presented in online debates
and predict the acceptability of arguments from the now defunct Debate-
pedia.org. They suggest to do so by building upon an argumentation
framework proposed by Dung (1995), which models arguments as a
graph structure. Specifically, they leverage textual entailment relations
to construct the graph and only measure the acceptability of the main
argument based on the obtained structure.
On the other hand, Yang et al. (2019a) and Yang et al. (2019b) focused on
assessing local acceptability in news editorials, i.e., how much the given
text is rationally worthy of being believed to be true (Wachsmuth et al.,
2017b). In (Yang et al., 2019a) analyzed the reasons to see why given
information is accepted or rejected. Their results show show a positive
correlation between local acceptability and verifiability, and a negative
correlation between local acceptability and disputability. Respectively,
the authors of (Yang et al., 2019b) develop an approach aimed at identi-
fying reliable annotations of local acceptability based on the provided
reasons for each label.

Effectiveness A lot of attention has been given to understanding the char-
acteristics of persuasive text, e.g., what distinguishes persuasive from
non-persuasive text. In (Tan et al., 2016), the researchers examined the
ChangeMyView community on Reddit to investigate how user interac-
tion dynamics and language features influence persuasion. They found
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that both user interaction and linguistic characteristics influence the
success in persuasion. On the other hand, Hidey et al. (2017) studied
whether specific semantic types or combinations of semantic types exist
that are typical exclusively for persuasive essays. Their results suggest
that emotional appeal is strongly correlated with persuasion and appears
mainly in premises.
Habernal and Gurevych (2016) developed a crowdsourced corpus of
argument pairs and asked annotators to determine which argument is
more convincing. Based on such relative assessments, they modeled
convincingness with feature-rich SVMs and LSTM neural networks with
convolution and attention mechanisms to detect unconvincing argu-
ments. Similarly, Gleize et al. (2019) and Toledo et al. (2019) took a
relative approach to argument quality. They created crowsourced cor-
pora by asking annotators whether they would recommend a particular
argument to a friend while asking them to disregard their own opin-
ion on a topic. Then they modeled the quality of the arguments using
various neural solutions, including transformer-based approaches and
bidirectional LSTMs.
While framing the task as a relative assessment allows to some extent to
abstract from annotator bias and simplify the problem, some research
also developed corpora to facilitate absolute assessments (Gretz et al.,
2020; Fromm et al., 2023). For example, Gretz et al. (2020) introduced
one of the largest to date crowdsourced corpora with pointwise quality
annotations in the form of scores and binary judgments. In their study,
the authors examined the correlation between these annotations and the
15 dimensions outlined in the framework proposed by Wachsmuth et al.
(2017b) revealing that mainly two dimensions, namely global relevance
and effectiveness, were captured by the annotations.
As previously mentioned, certain argument quality dimensions depend
not only on the language employed but also on the attributes of the
author and audience. In Durmus et al. (2019b), the authors tried to
predict which argumentative claims will have the most impact on the
audience. To do so, they modeled argument trees from an online debate
portal, Kialo, using audience votes as indicators of impact. They found
that incorporating the surrounding context of the claim, e.g., preceding
claims, into the modeling process leads to significant performance im-
provements. In Lukin et al. (2017), the authors considered personality
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traits in persuasion dialogues on social and political issues. They found
that personality factors can affect belief change, with conscientious, open,
and agreeable people being more convinced by emotional arguments.
Similarly, El Baff et al. (2020) study the impact of argumentative texts
on people depending on their political ideology and find that style has a
significant influence on how (liberal) editorials affect (liberal) readers.

Appropriateness Although the concept of appropriateness is considered an
important aspect of argument quality, it has been widely overlooked,
with no systematic studies on how to define, assess, and model the
appropriateness of arguments until very recently. In (Ziegenbein et al.,
2023), the authors present a taxonomy of appropriateness derived from
rhetoric and argumentation theory. To assess whether the suggested
sub-dimensions of appropriateness can be modeled computationally,
initial experiments have been conducted with a transformer-basedmodel
(DeBERTa, He et al. (2021)), achieving results close to human-level
performance.

Relevance Wachsmuth et al. (2017c) propose a model for determining the
relevance of arguments by abstracting from the content and ranking argu-
ments solely based on structural relations. In this approach, the relevance
of an argument’s conclusion is decided by what other arguments reuse it
as a premise. In contrast, Guo and Singh (2023) propose to use Siamese
networks to determine whether an argumentative claim is relevant to an-
other claim. As training data they suggest to extract pairs of claims from
deeply nested tree-structured debates from online platforms, such as
Kialo. They consider direct relations, i.e., claims, where one directly sup-
ports or opposes the other claim, ancestor-descendant relations, where
the claims belong to the same branch of a tree are but not directly related,
and randomly sampled pairs.

Opposed to only focusing on the assessment of single quality dimensions,
Lauscher et al. (2020) suggest to model the three core argument quality dimen-
sions (Wachsmuth et al., 2017b) – Cogency, Effectiveness, Reasonableness (see
Section 2.1 for details) – in a multi-task learning setup. In such setup, for each
quality dimension, a separate prediction layer with an individual task loss is
employed. The total training loss is then defined as the sum of all losses. Doing
so enables exploiting interactions between the dimensions to boost predictive
performance. Specifically, the authors considered the BERTmodel architecture
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and applied the modeling to a multi-domain dataset, which includes q&a fo-
rum posts, online debate content, and business reviews. Their results suggest
that multi-task learning can lead to improvements for all considered quality
dimensions.

Alternative Viewpoints on Argument Quality Assessment Though the
aforementioned dimensions offer a comprehensive overview from the Argu-
mentation Theory perspective, other fields and research communities have
dedicated their attention to assessing argument quality as well. Notably, from
a Social Science perspective the Deliberative Theory community has produced
different theories of argument quality, where arguments are assessed not only
by their persuasive power but also by their potential to contribute to a reasoned
agreement among participants (Atkinson et al., 2013). From a computational
perspective, Park et al. (2012) and Falk and Lapesa (2023) have approached
the task of modeling the deliberative quality of arguments in an online public
rulemaking platform. For instance, in (Park et al., 2012) the authors focus on
facilitate moderation to help maximize individual contribution and promote
quality discussions among the users. They do so by using an SVM to predict
the type of action a moderator should perform given an argumentative text.
Here, the type of actions considered were limited to two types: broadening the
scope of the discussion and improving argument quality. More recently, (Falk
and Lapesa, 2023) performed a comprehensive analysis to understand the
relationships between argument quality and deliberative quality dimensions
by combining several datasets and modeling them with transformer-based
adapters (Pfeiffer et al., 2021) in multi-task setup. Their results suggest that
automatically assessing certain individual quality dimensions can be improved
by injecting knowledge about related dimensions (for example, dimensions
that come from similar datasets or conceptually related dimensions).

Another way of assessing the quality of arguments is by identifying certain
flaws or fallacies they may contain. A fallacy is an erroneous or deceptive
argument that might seem persuasive but lacks logical validity (Hamblin,
1970). Fallacies can take various forms (over 150 types), each highlighting
a different way in which an argument fails to provide valid or reliable rea-
soning (Van Eemeren and Grootendorst, 1987; Tindale, 2007). While most
computational work on detecting fallacies mainly employed rule-based sys-
tems and theoretical frameworks (Gibson et al., 2007; Nakpih and Santini,
2020), some more recent work considered neural methods as part of their
approaches (Habernal et al., 2018; Jin et al., 2022; Goffredo et al., 2022). For
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instance, Habernal et al. (2018) employed self-attentive LSTM models to pre-
dict a certain type of fallacy - ad hominem, where the arguer attacks the person
instead of the claim. In (Jin et al., 2022), the authors used transformer-based
models to detect 13 types of logical fallacies exploiting coreference resolution
and entity linking to abstract from the surface of the arguments and identify
logical fallacies that are structurally fallacious in their arguments. Similarly,
Goffredo et al. (2022) jointly finetuned four transformer-basedmodels to detect
fallacies in political debates. Each model processed a certain part of the argu-
ment, i.e., the dialogue context, argument components (premise and claim),
fallacious argument snippet, argument relation (attack or support). They
show that detecting argument components, relations, and context in debates
is a necessary step when detecting fallacies.

We complement the existing body of work by introducing a novel perspec-
tive to modeling argument quality. Opposed to simply considering various
claims with different content, we focus on modeling the differences between
several versions of the same argumentative claim. By adopting this approach,
we gain a comprehensive understanding of quality characteristics that are not
limited to the specifics mentioned in the text. Moreover, this enables a more
refined analysis of how individual claims can adapt and increase their qual-
ity through revisions. However, this perspective also presents its own set of
challenges, including the need for careful data collection and methodological
innovation. In Chapter 3 we provide a detailed overview of these challenges
and propose solutions. Despite the dissimilarity in framing, we consider the
same scope of argument quality dimensions and the same spectrum of com-
putational approaches as in previous work covering both traditional (Persing
et al., 2010; Stab and Gurevych, 2017b; Habernal and Gurevych, 2016) and neu-
ral approaches (Gurcke et al., 2021; Toledo et al., 2019; Ziegenbein et al., 2023).
Guided by related work (Persing and Ng, 2015; Durmus et al., 2019b), we also
consider the benefit of employing contextual information (Chapters 3 and 5)
and assess the relationship between different types of context and argument
quality dimensions (Chapter 5).

2.4.2 Argument Generation

While argument quality assessment has been a focal point in computational
argumentation research, the exploration of argument generation has received
comparatively less attention in the field. However, recent advancements in
natural language generation and the emergence of large languagemodels, such
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as BART (Lewis et al., 2020), T5 (Raffel et al., 2020) have paved the way for
significant progress in this area, opening new opportunities for developing
systems that can engage in argumentative exchanges or support such exchanges
between humans.

In traditional text generation systems, a lot of attention has been given to
content selection and planning (Reiter andDale, 1997). These processes involve
determining the relevant information to be included in the generated text and
organizing it in a coherent and logical manner. Early approaches mainly relied
on hand-crafted features and rules based on discourse theory (Hovy, 1993)
and expert knowledge (Reiter et al., 2000). For example, Elhadad (1995) and
Zukerman et al. (2000) developed rules based on theories of argumentation,
specifically, they explore the usage of common sense relations (topos) and
discourse strategies to guide content selection and text planning.

Recent advancements in neural generation models have significantly re-
duced the need for human effort in system engineering by introducing an
end-to-end trained conditional text generation framework. This framework
enables learning the rules and patterns for content selection and text planning
automatically, enabling a variety of argument generation tasks. We will give
an overview of the most recent approaches to argument generation, focusing
mainly on such tasks as argument synthesis, reframing, and summarization.

Argument Synthesis Argument synthesis can be defined as the task of gen-
erating new arguments that support or refute a given viewpoint or hypothesis.
Typically, the task is approached using controlled text generation techniques,
where the goal is to generate text that meets certain criteria, which can be
specified through various forms of input, such as prompts, keywords, tem-
plates, or constraints. For example, Schiller et al. (2021) learn to generate
argumentative text by conditioning a transformer-based model (Keskar et al.,
2019) on topics, stances, and certain aspects the argument should address. To
promote the generation of argumentative claims covering different aspects of
a claim Park et al. (2019) introduce a diversity penalty as part of a sequence-
to-sequence framework. Opposed to these works, in our task of argument
optimization (Chapter 5), the goal is to improve the delivery of an argument
without changing its meaning, i.e., the aspects of the claim should remain the
same.

Alshomary et al. (2021a) emphasize the importance of the audience’s
characteristics and suggest generating claims on a given topic that also match
the morals of a given user based on their stance towards “big issues”. Although
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they showed that it is possible to encode beliefs into claims, they did not
investigate how effective these claims are in persuading an audience.

Other work focuses on the generation of counter-arguments that challenge
or oppose a given statement on a controversial issue. Hua and Wang (2019)
use a sequence-to-sequence model (Sutskever et al., 2014) to generate counter-
arguments by using automatically extracted keyphrases from Wikipedia as
input to the generation model. While Hidey and McKeown (2019) proposed a
neural model that edits the original claim semantically to produce a claim with
an opposing stance. On the other hand, Alshomary et al. (2021c) approached
the task of counter-argument generation by identifying weak premises and
undermining them.

Argument Reframing Another popular direction of research is argument
reframing, i.e., changing the way an argument is presented or perceived. Often
such changes include the polarity or sentiment of the argument, for example,
Hu et al. (2017); Lai et al. (2019) trained variational auto-encoders (Mueller
et al., 2017) and generative adversarial networks (Goodfellow et al., 2020),
respectively, to generate sentences with a specific polarity. Later work utilized
large transformer models to tackle the same task, as shown in (Sudhakar et al.,
2019). Other work has employed neural models to “flip” the bias of news
headlines based on political convictions (Chen et al., 2018b), or to reframe
arguments to appear more trustworthy by combining controlled generation
with entailmentmodeling (Chakrabarty et al., 2021). For example, Chakrabarty
et al. (2021) first generated several candidate arguments, then measured the
entailment of the generated candidates to the input and selected the one with
the highest score as the optimal candidate. We take a similar approach in the
task of claim optimization (Chapter 5) and develop our own post-processing
approach that, based on the fluency, argument quality, and semantic similarity
of the generated outputs, selects the best one.

Argument Summarization Argument summarization is the task of gener-
ating a concise summary of an argumentative text (e.g., essay, article) or col-
lection of texts (e.g., debate, online discussion) that captures its main claims,
evidence, and reasoning. Previous work on this task considered training
attention-based neural networks for generating abstractive summaries of opin-
ionated text by selecting the select the most representative opinionated sen-
tences using sub-modular optimization (Wang and Ling, 2016). While the
authors of (Egan et al., 2016) propose to generate summaries of debates by
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extracting meaningful key points made in the debate, which are then grouped
into discussion summaries. Similarly, Bar-Haim et al. (2020) and Alshomary
et al. (2021b) learn to summarize debates based on key points. While the first
paper does so by taking into account salience (the number of arguments a key
point is matched to), the latter proposed a graph-based extractive summariza-
tion approach, which utilizes a PageRank variant to rank sentences in the input
arguments by quality and outputs the top-ranked sentences as key points.
Other domains of argumentative texts have also been considered, for instance,
Syed et al. (2020) applied a graph-based extractive summarization approach
to generate concise and fluent summaries of opinions in news editorials.

In contrast to approaches that solely concentrate on a specific narrow task,
some researchers have considered a more holistic approach to modeling ar-
gumentation by developing full debating systems that seamlessly integrate
multiple tasks, including argument mining, retrieval, and generation. One
noteworthy advancement in this domain is the autonomous debating system
proposed by (Slonim et al., 2021), known as Project Debater. This system
has the ability to engage in competitive debates with humans and relies on a
hybrid approach, which combines various retrieval, mining, clustering, and
rephrasing components. However, the system does not offer writing assistance
or support guiding users in improving the delivery of their arguments. Hence,
one of the practical applications of our work could be the improvement of such
systems by integrating methods proposed in this thesis as a post-processing
mechanism or directly within the system.

2.4.3 Argument Revision Processing

Analyzing and modeling revisions of argumentative texts in terms of their
quality is rather understudied. While so far no research tackled rewriting
argumentative texts automatically to enhance their quality, some work on
classifying and assessing argumentative writing revisions has been already
carried out. In the following sections, we summarize the relevant studies
on the topic highlighting the methodologies, findings, and limitations that
served as a foundation for our research. Furthermore, we give an overview of
recent revision generation approaches developed for other natural language
processing tasks, such as simplification and grammar error correction, that
inspired our work.

RevisionTypeClassification Asmentioned in Section 2.2, various taxonomies
have been proposed to categorize different types of revision as well as their
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intentions and purposes. The most relevant work on computationally model-
ing such revisions is the work of Zhang and Litman (2015) and Zhang et al.
(2017), where the authors propose to classify the reasons why writers perform
revisions on a sentence level. Specifically, they suggest applying Random
Forest Tree classifiers (Breiman, 2001) or SVMs in a supervised setup to vari-
ous hand-crafted text features, including n-grams, position of sentence in the
text, named entity features, discourse markers, and part-of-speech tags. The
authors distinguish surface and text-based changes, and their results suggest
that text-based changes are significantly correlated with writing improvement,
while surface changes are not.

In a follow-up work (Zhang and Litman, 2016), the authors found that
using features derived from the context around the revised sentence, such as
coherence and cohesion, can further lead to classification performance improve-
ments. Kashefi et al. (2022) extend the corpus of Zhang and Litman (2015)
with more fine-grained annotations enabling a more granular distinction of
content-level and surface-level revision changes. They propose to classify revi-
sion purposes by applying an XGBoost classifier (Chen and Guestrin, 2016) to
various features representing textual (length and position), syntactic (part-
of-speech), semantic (embedding), and discourse (transition words) aspects.
Their results suggest that solely using embeddings from a pre-trained language
model can produce competitive results even without the suggested textual,
syntactic, and discourse features when predicting revision purposes.

Although neural solutions have not yet beenwidely considered in argument
revision type classification, other domains have reported on their successful
usage in similar tasks. For instance, in (Du et al., 2022), the authors fine-tune
a transformer-based model to classify revision intentions in Wikipedia-style
articles, academic essays, and news articles. Specifically, they consider clarity,
fluency, coherence, style, and meaning-changing edits.

It should be noted that all of these works consider two versions as input and
do not aim to identify issues within the texts but only to categorize the type
of change introduced by the revision. Some work, such as (Bhat et al., 2020),
consider detecting sentences requiring revision in other domains, such as
instructional texts. However, due to the distinct objectives, varying perceptions
of quality, and, consequently, different types of revisions performed across the
domains, the results do not fully transfer to argumentative texts.

Assessment of Revision Quality Compared to characterizing the types of
revisions typically found in argumentative texts, little attention has been given

50 BACKGROUND AND RELATED WORK



tomodeling and understanding the changeswithin any of the argument quality
dimensions (e.g., argument strength, clarity, persuasiveness, etc.) that occur
during the revisions.

The only works we are aware of that analyzes revision quality of argumen-
tative texts are the studies of Afrin and Litman (2018), Liu et al. (2023), and
Afrin and Litman (2023). In (Afrin and Litman, 2018), the authors propose to
automatically assess whether a revision of an argumentative essay has been
successful, i.e., improves the quality of the text or not, by comparing the two
versions. To do so, they suggest using various hand-crafted features, such as
n-grams and named entities, and feeding them into a Random Forest Tree
classifier. To deal with class imbalance, they apply SMOTE (Chawla et al.,
2002), which is an oversampling technique where new synthetic examples are
generated for underrepresented classes. They experiment with expert and
non-expert(student) revisions and find that using expert data to model quality
is particularly important when predicting low-quality revisions. Similarly, Liu
et al. (2023) explore how recent large language models, such as ChatGPT 1,
can be incorporated in argument revision assessment. Specifically, they sug-
gest predict successful revisions by using Chain-of-Thought prompting (Wei
et al., 2022) to first extract claim, evidence, and reasoning sentences from input
essays separately and then classify summaries of the extracted content with a
transformer-based model.

On the other hand, in (Afrin and Litman, 2023), the authors introduce
the concept of revision desirability. Under desirable revisions, the authors
understand, revisions which have a hypothesized utility in improving an essay
in response to certain feedback. The feedback is given to the students before
they begin their revisions, e.g., “Explain how the evidence connects to the
main idea and elaborate:" or “Explain how the evidence helps you make your
point". In experiments, the authors suggest to feed BERT embeddings to a
BiLSTMmodel to predict whether the performed revision was desirable. Their
results suggest that contextual information, such as neighboring sentences
or all revised sentences in the essay along with feedback provided before the
revision, leads to performance improvements.

Though similar quality assessment tasks have been approached in other
domains, such as news articles, online encyclopedia entries, and instructional
texts (see Section 2.2), such results typically do not fully transfer to argumen-
tative texts as they do not account for the domain-specific argument quality

1https://openai.com/blog/chatgpt
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characteristics. This discrepancy arises from the different objectives, quality
standards and definitions, and consequently, different types of revisions that
are inherent to each domain.

As previously mentioned, when it comes to essay revisions, there is a
possibility that the quality of the text may decrease, particularly when these
revisions are carried out by individuals who may not be experts (students). In
contrast, in online platforms that implement rigorous moderation procedures,
the likelihood of such a decrease in quality due to revisions becomes very low
and unlikely. In this thesis, we work with revision histories from the online
debate platform, Kialo, which not only employs moderators to overlook the
quality of the created content but also allows the users themselves to suggest
improvements and revisions to existing arguments. In an annotation study
(see Chapter 4 for details), we explore the impact of these revisions on the
quality of claims and find that in 93% of cases, the revisions improved their
quality.

RevisionGeneration Despite being largely disregarded in the field of compu-
tational argumentation, automated revision generation has recently garnered
attention from practitioners in the broader field of natural language processing.
Primarily, these efforts have targeted specific narrow tasks such as sentence
simplification (Botha et al., 2018), grammatical error correction (Lichtarge
et al., 2019), bias neutralization (Pryzant et al., 2020) and used Wikipedia
revision histories (Faruqui et al., 2018) as training data.

For instance, in the case of sentence simplification, Botha et al. (2018)
approach the problem as a split-and-rephrase, where larger sentences are broken
down into shorter ones that together convey the same meaning. To do so,
they suggest employing the COPY512 sequence-to-sequence architecture of
Aharoni and Goldberg (2018), which is a one-layer, bi-directional LSTM with
attention and a copying mechanism that dynamically interpolates the standard
word distribution with a distribution over the words in the input sentence.

In (Lichtarge et al., 2019), for the task of grammar error correction, the
authors proposed an iterative decoding algorithm that allows a transformer-
based sequence-to-sequence model to make multiple incremental corrections
until no further edits are required. The stopping criteria are determined by the
model’s confidence, i.e., themodel would rewrite the text only if the confidence
surpasses a prespecified threshold, which is found empirically.

In the case of subjective bias neutralization, Pryzant et al. (2020) used a
collection of original and debiased sentence pairs mined from Wikipedia edits
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to train an encoder-decoder neural network. While the encoder is represented
by a BERT-based classifier trained to identify problematic words. The decoder
is a bidirectional LSTMwith attention, copy, and coverage mechanisms. Due to
the specifics of the proposed architecture, the model is limited to single-word
edits and can only handle the simplest instances of bias.

More recently, the development of larger language models, such as BART
(Lewis et al., 2020), T5 (Raffel et al., 2020), and PEGASUS (Zhang et al., 2020)
has allowed researchers to expand their conceptualization of revision tasks.
In particular, Faltings et al. (2021) explored natural language conditioned
editing as a means for controllable text generation using a T5-based sequence-
to-sequence model. The suggested approach required a command in natural
language describing the nature of the revision that needs to be performed and
generating the revised text based on a grounding consisting of snippets of web
page results. Similarly, Du et al. (2022) and (Rajagopal et al., 2022) considered
conditioning sequence-to-sequence models, such as BART and PEGASUS, by
using phrases denoting the intent of the edit the model should perform. While
Rajagopal et al. (2022) work only with Wikipedia edits, Du et al. (2022) model
revisions as an iterative process and combine Wikipedia edits with revisions
of scientific texts and news articles during modeling. Inspired by these works,
in Chapter 5, we explore the benefits of using controllable text generation
to condition the inputs on additional contextual information to support the
generation of relevant and grounded argumentative claims.

Having introduced the fundamental concepts underlying this thesis and
discussing relevant previous research, we now move forward and introduce
the publications that this thesis builds upon as separate chapters.
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3. Suboptimal Claim Detection and
Claim Improvement Suggestion

This chapter presents the original content of the following paper (Skitalinskaya
and Wachsmuth, 2023) by Gabriella Skitalinskaya and Henning Wachsmuth:
“To Revise or Not to Revise: Learning to Detect Improvable Claims for Argumenta-
tive Writing Support” in the Proceedings of the 61st Annual Meeting of the
Association for Computational Linguistics 2023 (ACL’23).

Abstract

Optimizing the phrasing of argumentative text is crucial in higher education
and professional development. However, assessing whether and how the
different claims in a text should be revised is a hard task, especially for novice
writers. In this work, we explore the main challenges to identifying argumenta-
tive claims in need of specific revisions. By learning from collaborative editing
behaviors in online debates, we seek to capture implicit revision patterns in
order to develop approaches aimed at guiding writers in how to further im-
prove their arguments. We systematically compare the ability of common
word embedding models to capture the differences between different versions
of the same text, and we analyze their impact on various types of writing
issues. To deal with the noisy nature of revision-based corpora, we propose a
new sampling strategy based on revision distance. Opposed to approaches
from prior work, such sampling can be done without employing additional
annotations and judgments. Moreover, we provide evidence that using con-
textual information and domain knowledge can further improve prediction
results. How useful a certain type of context is, depends on the issue the claim
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Figure 3.1: Examples of revision histories of argumentative claims from the
online debate platform Kialo. Colors denote claims considered optimal (light
green) and claims requiring revisions (medium red). We seek to identify if
and how a new claim should be revised.

is suffering from, though.

3.1 Introduction

Text revision is an essential part of professional writing and is typically a recur-
sive process until a somehow optimal phrasing is achieved from the author’s
point of view. Aside from proofreading and copyediting, text revision sub-
sumes substantive and rhetorical changes not only at the lexical, syntactic, and
semantic levels, but also some that may require knowledge about the topic of
discussion or about conventions of the domain or genre. An optimal phrasing
is especially important in argumentative writing, where it is considered a key
component in academic and professional success: An argument’s style directly
affects its persuasive effect on the audience (El Baff et al., 2020).

But how to know whether an argument is phrased well enough and no
more revisions are needed? Most existing approaches to argument quality
assessment score arguments on different aspects of a topic or compare one to
another, rather than detecting issues within arguments to highlight potential
improvements (see Section 3.2 for details). Beyond those, Zhang and Litman
(2015) analyze the nature of revisions in argumentative writing. They annotate
revisions at various levels to learn to classify changes that occur. Others
compare revisions in terms of quality on essay level (Afrin and Litman, 2018)
or claim level (Skitalinskaya et al., 2021). Still, the question of whether a given
argumentative text should be revised remains unexplored.

Figure 3.1 illustrates the underlying learning problem. What makes re-
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search on detecting the need for revision challenging is the noisy and biased
nature of revision-based corpora in general and respective argument corpora
specifically. Not only is it uncertain whether a text will be revised in the future
and how, but also the inherent subjectivity and context dependency of certain
argument quality dimensions (Wachsmuth et al., 2017b) pose challenges.

In this work, we investigate how to best develop approaches that identify
argumentative claims in need of further revision, and that decide what type of
revision is most pressing. We delineate the main challenges originating from
the nature of revision-based corpora and from the notion of argument quality.
To tackle these challenges, we exploit different types of knowledge specific to
text and argument revisions: (a) the number of revisions performed, in the
past and the available future, (b) the types of revision performed, such as typo
correction vs. clarification, (c) contextual information, such as the main thesis
or parent claim in the given debate, (d) topic knowledge, such as debates
belonging to the same topical categories, and (e) the nature of revisions and
their concordance with training processes of embedding representations.

In systematic experiments on a claim revision corpus, we provide evidence
that some explored approaches can detect claims in need of revision well even
in low-resource scenarios, if appropriate sampling strategies are used. While
employing contextual information leads to further improvements in cases
where linguistic cues may be too subtle, we find that it may also be harmful
when detecting certain types of issues within the claim.

We argue that technologies that identify texts in need of revision can highly
benefit writing assistance systems, supporting users in formulating arguments
in a better way in order to optimize their impact. The main contributions of
this paper are:

1. An overview of the main challenges in assessing whether a claim needs
revision;

2. a detailed analysis of the strengths and weaknesses of strategies to tackle
said challenges, guiding future research on revisions in argumentation
and other domains;

3. a systematic comparison of approaches based on different contextualized
representations for the tasks of suboptimal-claim detection and claim
improvement suggestion.1

1Data, code, and models from our experiments are found at https://github.com/
webis-de/ACL-23.
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3.2 Related Work

Foundational studies of writing specify two main revision sub-processes: eval-
uating (reading the produced text and detecting any problems) and editing
(finding an optimal solution and executing the changes) (Flower et al., 1986).
In this work, we focus on the former in the domain of argumentative texts. Al-
though considerable attention has been given to the computational assessment
of the quality of such texts, very few works consider the effects of revision
behaviors on quality.

Existing research largely focuses on the absolute and relative assessment of
single quality dimensions, such as cogency and reasonableness (Marro et al.,
2022). Wachsmuth et al. (2017b) propose a unifying taxonomy that combines
15 quality dimensions. They clarify that some dimensions, such as acceptability
and rhetorical effectiveness, depend on the social and cultural context of the
writer and/or audience. A number of approaches exist that control for topic
and stance (Habernal and Gurevych, 2016), model the audience (Al Khatib
et al., 2020), or their beliefs (El Baff et al., 2020), and similar. However, they
all compare texts with different content and meaning in terms of the aspects of
topics being discussed. While such comparisons help characterize good argu-
ments, they are not geared towards identifying issues within them, let alone
towards guiding writers on how to improve the quality of their arguments.

The only works we are aware of that study revisions of argumentative
texts are those of Afrin and Litman (2018), Skitalinskaya et al. (2021), and
Kashefi et al. (2022). The first two suggest approaches that enable automatic
assessments of whether a revision can be considered successful, that is, it
improves the quality of the argumentative essay or claim. The third extends
the corpus of Zhang and Litman (2015) to complement 86 essays with more
fine-grained annotations, enabling the distinction of content-level from surface-
level revision changes at different levels of granularity. All these approaches
to characterizing the type of revision and its quality require two versions as
input. In contrast, we seek to identify whether an argumentative text needs to
be revised at all and, if so, what type of improvement should be undertaken. In
such framing, the solutions to the tasks can also be used to support argument
generation approaches, for example, by helping identify weak arguments for
counter-argument generation (Alshomary et al., 2021c), as well as automated
revision approaches, for example, by providing required revision types or
weak points as prompts (Hua and Wang, 2020; Skitalinskaya et al., 2023).

Due to the lack of corpora where revisions are performed by the authors
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of texts themselves, researchers utilize collaborative online platforms. Such
platforms encourage users to revise and improve existing content, such as
encyclopedias (Faruqui et al., 2018), how-to instructions (Anthonio et al.,
2020), Q&A sites (Li et al., 2015), and debate portals (Skitalinskaya et al.,
2021). Studies have explored ways to automate content regulation, namely
text simplification (Botha et al., 2018), detection of grammar errors (Lichtarge
et al., 2019), lack of citations (Redi et al., 2019), biased language (De Kock and
Vlachos, 2022), and vagueness (Debnath and Roth, 2021). While Bhat et al.
(2020) consider a task similar to ours – detecting sentences in need of revision
in the domain of instructional texts – their findings do not fully transfer to
argumentative texts, as different domains have different goals, different notions
of quality, and, subsequently, different revision types performed.

Revision histories of peer-reviewed content help alleviate the shortcomings
typical for self-revisions, where a writer may fail to improve a text for lack
of expertise or skills (Fitzgerald, 1987). Yet, they also introduce new chal-
lenges stemming from sociocultural aspects, such as opinion bias (Garimella
et al., 2018; Pryzant et al., 2020) and exposure bias (Westerwick et al., 2017).
Approaches to filtering out true positive and negative samples have been sug-
gested to tackle such issues. These include community quality assessments,
where high quality content is determined based on editor or user ratings
and upvotes (Redi et al., 2019; Chen et al., 2018a), timestamp-based heuristics,
where high-quality labels are assigned to content that has not been revised for a
certain time period (Anthonio et al., 2020), and complementary crowdsourced
annotation (Asthana et al., 2021). However, all this requires domain-specific
information which may not be available in general. In our experiments, we
analyze the potential of sampling data solely based on revision characteristics,
namely revision distance (the number of revisions between a certain claim
version and its final version).

Moreover, studies have shown that writing expertise is domain-dependent,
revealing commonalities within various professional and academic writing
domains (Bazerman, 2016). Although certain quality aspects can be defined
and evaluated using explicit rules, norms, and guidelines typical for a domain,
not all quality aspects can be encoded in such rules. This raises the need to
develop approaches capable of capturing implicit revision behaviors and incor-
porating additional context relevant to the decision-making process (Flower
et al., 1986; Boltužić and Šnajder, 2016). Below, we outline the main challenges
stemming from the noisy and biased nature of revision-based corpora as well
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as from the context dependence of certain argument quality aspects. We then
establish potential data filtering and sampling strategies targeting said issues.

3.3 Tasks and Challenges

Revision-based data provides many opportunities; yet, it also comes with
several challenges that arise at different stages of the experiment design process.
In the following, we define the tasks we deal with in this paper, summarize
the main challenges, and outline our approaches to these challenges.

3.3.1 Tasks

Previouswork has studied how to identify the better of two revisions. However,
this does not suffice to support humans in optimizing their arguments, as it
remains unclear when a claim is phrased optimally. We close this gap by
studying two new tasks:

Suboptimal-ClaimDetection Given an argumentative claim, decidewhether
it is in need of further revision or can be considered to be phrased more or less
optimally (binary classification).

Claim Improvement Suggestion Given an argumentative claim, select all
types of quality issues from a defined set that should be improved when
revising the claim (multi-class classification).
Reasons for revision can vary strongly, from the correction of grammatical
errors to the clarification of ambiguity or the addition of evidence supporting
the claim. In our experiments, we select quality issues sufficiently represented
in the given data.

3.3.2 Challenges

To tackle the given tasks on revision-based data, the following main challenges
need to be faced:

• Data. Compiling a dataset that is (a) representative and reliable and (b)
free of topical bias.

• Model. Selecting a model for the task whose complexity and architecture
fit the data.

• Context. Incorporating complementary contextual knowledge useful for
the tasks at hand.

We detail each challenge below and discuss how we approach it in our experi-
ments.
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Representativity and Reliability Compiling a reliable dataset from claim re-
vision histories that represents argumentative claim quality well is not straight-
forward. While examples of suboptimal quality are rather easy to find, since
each revision signals that something is wrong with the previous version, iden-
tifying examples of high (ideally, optimal) quality text remains a challenge.
The main reason is that such texts remain unchanged throughout time in col-
laborative systems, yet the same holds for low-quality texts that may have been
overlooked and never revised.

Prior work largely employs external information and additional quality
assessments to sample representative examples (see Section 3.2), limiting
scalability. In this paper, we complement existing efforts by suggesting a
scalable sampling strategy solely based on revision history characteristics,
namely revision distance, which denotes the number of revisions that occurred
until an optimal (final) state of the claimwas reached. The proposed strategy as
illustrated in Figure 3.2 only considers claim histories with 4 or more revisions
(chosen empirically). At each revision distance i from 1 to 4, a dataset Di is
compiled, where all final versions of claims are considered as positive examples
not needing a revision, and claim versions at revision distance i are considered
as negative ones.

Another problem is identifying flaws that need to be tackled in a revision.
Although a claim may suffer from multiple flaws at the same time, not all
of them may be eliminated in the same revision. In the dataset introduced in
Section 3.4, revisions may be accompanied by a label describing the type of
improvement performed. Still, such labels are skewed towards improvements
addressed by the community and do not account for other flaws in the text.

To address these issues, we explore three ways of extracting quality labels
from revision histories:

• We consider the revision distance between positive and negative exam-
ples when identifying claims in need of revision (Section 3.6.2).

• We extend the given dataset with examples of claims that were never
revised (Section 3.4).

• We frame the improvement suggestion task as a multi-class classification
task, where only the next most probable improvement type is predicted.
This better reflects the iterative nature of revision processes and accounts
for the lack of explicit quality labels (Section 3.6.5).
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Figure 3.2: Illustration of sampling approach. Shades of red denote claims
requiring revisions at different revision distances from 1 to 4, while final
versions are green and represent optimally phrased claims.

Topical Bias Despite the best efforts, histories of collaborative online revi-
sions may contain noise, be it due to accidental mistakes or biases of users or
moderators. Different users may have conflicting opinions on what should or
should not be edited, and certain debate topics may be seen as controversial,
making it even more difficult to assess the quality of claims and suggest further
improvements.

Accounting for such bias is inherently difficult and also depends on the
prominence of such behaviors in the given community. We do not solve this
issue here, but we explore it:

• We determine the extent to which bias differs across topical debate cate-
gories by assessing performance differences when including claims on
specific topics or not (Section 3.6.3).

Model Complexity and Architecture Learning quality differences across
several versions of the same argumentative claim likely requires amodel whose
architecture aligns with the idea of revisions. To determine the best model, we
carry out two complementary steps:

• We train several types of models of varying complexity, including statis-
tical and neural approaches to both obtaining claim representations and
classification (Section 3.5).

• We disentangle how pre-training, fine-tuning, and the final classification
affect the performance of claim assessment (Section 3.6.1).

Contextuality As mentioned in Section 3.2, some quality aspects require
domain knowledge. However, determining what kind of information should
be included when deciding whether a text needs a revision remains an open
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question. Some revisions may be typical for debate as a whole, for example,
related to a desired structure, layout and style of citations, or choice of words
for main concepts in the debate. In such cases, conditioning models on the
debate thesis may be beneficial. Others may depend on the parent claim,
which is supported or opposed by the claim in question, and affects whether
clarifications or edits improving the relevance of the claim are needed, and
potentially general domain knowledge as well (Gretz et al., 2020).

Therefore, we explore contextuality as follows:

• We compare benefits of using contextual debate information of vary-
ing specificity when detecting suboptimal claims and recommending
revision types (Sections 3.6.4–3.6.5).

3.4 Data

In our experiments, we use ClaimRev (Skitalinskaya et al., 2021): a corpus
of over 124,312 claim revision histories, collected from the online debating
platform Kialo,2 which uses the structure of dialectical reasoning. Each debate
has a main thesis, which is elaborated through pro and con claims, which
allows to consider each comment as a self-contained, relevant argument. Each
revision history is a set of claims in chronological order, where each claim
represents a revised version of the preceding claim meant to improve a claim’s
quality, which holds in 93% of all cases according to an annotation study
(Skitalinskaya et al., 2021).

We extend the corpus by extracting 86,482 unrevised claims from the same
set of debates as in ClaimRev, which have been introduced before the reported
date of data collection (June 26, 2020). Since claims that have been introduced
shortly before this date are still likely to receive revisions, we additionally filter
out claims that have undergone a revision within six months after the initial
data collection (December 22, 2020). We remove all revision histories, where
claim versions have been reverted to exclude potential cases of edit wars.

Our final corpus is formed by 410,204 claims with 207,986 instances repre-
senting optimally phrased claims (positive class) and 202,218 instances requir-
ing revisions (negative class). All claims in need of further refinement are also
provided with labels indicating the specific type of improvement the claim
could benefit from. In this work, we limit ourselves to the three most common
types, covering 95% of all labels revisions in the ClaimRev dataset: clarification,

2Kialo, https://www.kialo.com
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Subset Type # Instances
Positive Final in history 121 504

Unrevised 86 482
Negative Clarification 61 142

Typo/Grammar 57 219
Links 17 467
Other/Unlabeled 66 390

Overall 410 204

Table 3.1: Number of instances in the extended corpus. Positive examples
represent claims considered as optimally phrased. Negative examples require
revisions.

typo/grammar correction, and adding/correcting links. Specifically, clarifi-
cationmeans to adjust/rephrase a claim to make it more clear, typo/grammar
correction simply indicates linguistic edits, and adding/correcting links refers to
the insertion or editing of evidence in the form of links that provide supporting
information or external resources to the claim. Statistics of the final dataset are
shown in Table 3.1. Ensuring that all versions of the same claim appear in the
same split, we assign 70% of the histories to the training set and the remaining
30% are evenly split between the dev and test sets.

3.5 Methods

To study the two proposed tasks, we consider two experimental settings: (i)
extracting claim representations by using embeddings as input to an SVM
(Joachims, 2006), (ii) adding a classifier layer on top of pre-trained transformer
models with further fine-tuning (FT).

In our experiments, we consider the following approaches to generating
claim representations:

• Glove (Pennington et al., 2014). A static word embedding method

• Flair (Akbik et al., 2018). A contextual character-level embeddingmethod

• BERT (Devlin et al., 2019). A standard baseline pre-trained transformer

• ELECTRA (Clark et al., 2020). A transformer with adversarial pre-
training fitting our tasks

• DeBERTa (He et al., 2021). A transformer that achieved state-of-the-art
performance on the SuperGLUE benchmark (Wang et al., 2019).
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Approach Model Accuracy Ma. F1 P R F1
Embed. Glove 54.9 54.9 54.9 50.0 52.1
+ SVM Flair 60.1 60.1 60.2 56.9 58.5

BERT 62.1 61.8 63.5 54.7 58.8
ELECTRA 63.2 62.9 65.1 55.0 59.6
DeBERTa 61.5 61.2 63.2 52.9 57.6

Fine- FT-BERT 63.1 61.7 70.1 44.2 54.2
tuned FT-ELECTRA 63.8 62.9 68.8 49.0 57.2

FT-DeBERTa 67.1 66.6 71.3 55.9 62.6

Random baseline 50.0 50.0 50.0 50.0 50.0

Table 3.2: Suboptimal-claim detection: Accuracy, macro F1, and
precision/recall/F1 of the suboptimal class for all tested models, aver-
aged over five runs. Per approach, all gains from one row to another are
significant at p < .001 according to a two-sided student’s t-test.

3.6 Experiments

Based on the data from Section 3.4 and the methods from Section 3.5, we
now present a series of experiments aimed at understanding the effects and
possible solutions to the four challenges from Section 3.3: (1) the right model
complexity and architecture to capture differences between claim revisions;
(2) representative and reliable examples of high and low quality; (3) the impact
of topical bias in the data; (4) contextuality, where the quality of a claim may
depend on its surrounding claims.

3.6.1 Model Complexity and Architecture

First, we explore the ability of the methods to predict whether a claim can be
considered as optimal or needs to be revised. We treat all unrevised claims
and final versions of claims as not needing revisions and all preceding versions
as requiring revisions.

Table 3.2 presents the results of integrating several embeddingswith a linear
SVM classifier and fine-tuned transformer-based language models. Although
we see gradual substantial improvements as we increase the complexity of
the models used to generate the word embeddings, the best results (accuracy
67.1, macro F1 66.6) indicate the difficult nature of the task itself. Low results
of Glove (both 54.9) indicate that general word co-occurrence statistics are
insufficient for the task at hand. And while switching to contextualized word
embeddings, such as Flair, leads to significant improvements, pre-trained
transformers perform best.
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The difference between the transformer-based models suggests that the
pre-training task and attentionmechanism ofmodels impact the results notably.
Unlike BERT, ELECTRA is pretrained on the replaced-token detection task,
mimicking certain revision behaviors of human editors (e.g., replacing some
input tokens with alternatives). Using ELECTRA boosts accuracy from 62.1 to
63.2 for non-finetuned models and from 63.1 to 63.8 for fine-tuned ones. FT-
DeBERTa further improves the accuracy to 67.2, suggesting that also separately
encoding content and position information, along with relative positional
encodings, make the model more accurate on the given tasks. We point out
that, apart from considering alternative pre-training strategies, other sentence
embeddings and/or pooling strategies may further improve results.

Error Analysis Inspecting false predictions revealed that detecting claims in
need of revisions concerning corroboration (i.e., links) is the most challenging
(52% of such cases have been misclassified). This may be due to the fact that
corroboration examples are underrepresented in the data (only 13% of the
negative labeled samples). Accordingly, increasing the number of training
samples could lead to improvement. In the appendix, we provide examples
of false negative and false positive predictions. They demonstrate different
cases where claims are missing necessary punctuation, clarification, and links
to supporting evidence.

3.6.2 Representativeness and Reliability

Next, we explore the relationship between revision distance and data relia-
bility by using the sampling strategy proposed in Section 3.3. We limit our
experiments to revision histories with more than four revisions and compile
four datasets, each representing a certain revision distance. We use the same
data split as for the full corpus, resulting in 11,462 examples for training, 2554
for validation, and 2700 for testing for each of the sampled datasets.

Table 3.3 shows the accuracy scores obtained by FT-ELECTRA, when trained
and tested on each sampled subset Di. Not only does the accuracy increase
when training on a subset with a higher revision distance (results per column),
but also the same model achieves higher accuracy when classifying more
distant examples (results per row). On one hand, this indicates that, the closer
the claim is to its optimal version, the more difficult it is to identify flaws.
On the other hand, when considering claims of higher revision distance, the
model seems capable of distinguishing optimal claims from other improved
but suboptimal versions.
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Training Subset D1 D2 D3 D4 Average

D1 53.8 56.3 58.1 60.5 57.2
D2 55.1 58.4 60.1 63.6 59.4
D3 55.2 58.4 61.1 64.2 59.7
D4 55.5 59.0 61.8 65.6 60.5

Full training set 56.8 61.2 64.3 65.8 62.0

Table 3.3: Accuracy of FT-ELECTRA averaged over five runs, depending on
sample training subset and test subset Di; i denotes the revision distance from
1 to 4.

Comparing the results of training on D4 with those for the full training set,
we see that the D4 classifier is almost competitive, despite the much smaller
amount of data. For example, the accuracy values on the D4 test set are 65.6
and 65.8, respectively. We conclude that the task at hand can be tackled even
in lower-resource scenarios, if a representative sample of high quality can be
obtained. This may be particularly important when considering languages
other than English, where argument corpora of large scale may not be available.

3.6.3 Topical Bias

To measure the effects of topical bias, in a first experiment we compare the
accuracy per topic category of FT-DeBERTa and FT-ELECTRA to detect whether
identifying suboptimal claims is more difficult for certain topics. In Table 3.4,
we report the accuracy for the 20 topic categories from Skitalinskaya et al.
(2021). We find that the task is somewhat more challenging for debates related
to topics, such as justice, science, and democracy (best accuracy 63.6–65.2) than
for europe (69.1) or education (68.9). We analyzed the relationship between
the size of the categories and the models’ accuracy, but found no general
correlation between the variables indicating that the performance difference
does not stem from how represented each topic is in terms of sample size.3

In a second experiment, we evaluate how well the models generalize to
unseen topics. To do so, we use a leave-one-category-out paradigm, ensuring
that all claims from the same category are confined to a single split. We
observe performance drops for both FT-DeBERTa and FT-ELECTRA in Table 3.4.
The differences in the scores indicate that the models seem to learn topic-
independent features that are applicable across the diverse set of categories,
however, depending on the approach certain topics may pose more challenges
than others, such as religion and europe for FT-DeBERTa.

3A scatter plot of size vs. accuracy is found in the appendix.
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FT-ELECTRA FT-DeBERTa
Category Full Across Full Across
Education 67.0 66.2 68.9 68.6
Technology 65.7 64.3 66.9 67.0
Philosophy 65.0 65.2 67.3 67.1
Europe 65.3 64.6 69.1 66.5
Economics 64.8 65.1 68.0 66.2
Government 65.2 64.7 67.7 66.8
Law 64.5 62.0 67.7 65.9
Ethics 64.7 64.4 67.4 66.1
Children 64.2 62.0 67.2 66.0
Society 64.5 63.6 67.1 66.2
Health 65.0 64.7 68.7 66.5
Religion 64.2 63.9 67.5 63.4
Gender 63.4 62.9 66.8 65.0
ClimateChange 63.2 62.8 66.0 63.8
Politics 62.6 62.2 66.5 64.7
USA 62.0 62.2 65.4 64.0
Science 61.9 61.0 65.2 62.8
Justice 60.2 58.6 63.6 61.2
Equality 62.9 61.2 67.5 65.5
Democracy 61.3 60.3 65.2 63.4

Table 3.4: Topical bias: Accuracy of FT-ELECTRA an FT-DeBERTa across 20
topic categories, when trained on the full dataset (full) and in a cross-category
setting using a leave-one-out strategy (across).

Overall, the experiments indicate that the considered approaches generalize
fairlywell to unseen topics, however, further evaluations are necessary to assess
whether the identified topical bias is due to the inherent difficulty of certain
debate topics, or the lack of expertise of participants on the subject resulting in
low quality revisions, requiring the collection of additional data annotations.

3.6.4 Contextuality

In our fourth experiment, we explore the benefits of incorporating contextual
information. We restrict our view to the consideration of the main thesis and
the parent claim, each representing context of different levels of broadness.
We do so by concatenating the context and claim vector representations in
SVM-based models, and by prepending the context separated by a delimiter
token when fine-tuning transformer-based methods.

Table 3.5 reveals that, overall, adding context leads to improvements re-
gardless of the method used. Across all approaches, including the narrow
context of the parent claim seems more important for identifying suboptimal
claims, with the best result obtained by FT-DeBERTa (accuracy of 68.6).
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Model Accuracy Ma. F1 P R F1
Glove+SVM 54.9 54.9 54.9 50.0 52.1

+ thesis 55.9 55.8 55.6 53.1 54.3
+ parent 56.9 56.9 56.3 57.3 56.8

Flair+SVM 60.1 60.1 60.2 56.9 58.5
+ thesis 62.4 62.4 62.0 61.4 61.7
+ parent 62.8 62.8 61.9 64.4 63.1

BERT+SVM 62.1 61.8 63.5 54.7 58.8
+ thesis 63.5 63.4 64.2 59.0 61.5
+ parent 63.8 63.8 64.0 61.0 62.5

ELECTRA+SVM 63.2 62.9 65.1 55.0 59.6
+ thesis 65.0 64.9 66.1 60.0 62.9
+ parent 65.2 65.1 65.4 62.6 64.0

DeBERTa+SVM 61.5 61.2 63.2 52.9 57.6
+ thesis 62.5 62.2 63.9 55.1 59.2
+ parent 63.3 63.2 64.0 59.0 61.4

FT-BERT 63.1 61.7 70.1 44.2 54.2
+ thesis 64.1 63.0 70.1 47.6 56.7
+ parent 65.7 65.4 67.5 58.8 62.8

FT-ELECTRA 63.8 62.9 68.8 49.0 57.2
+ thesis 64.4 63.5 69.2 50.4 58.2
+ parent 64.8 64.6 66.0 59.3 62.4

FT-DeBERTa 67.1 66.6 71.3 55.9 62.6
+ thesis 67.3 67.0 70.1 59.5 64.2
+ parent 68.6 68.4 71.4 60.8 65.7

Random baseline 0.50 0.50 0.50 0.50 0.50

Table 3.5: Contextuality: Results of all evaluated models when including
the thesis or parent as contextual information, averaged over five runs. For
each approach, all gains from one row to another are significant at p < .001
according to a two-sided student’s t-test.

The results also suggest that classification approaches employing non-
finetuned transformer embeddings and contextual information can achieve
results comparable to fine-tuned models, specifically models with a high simi-
larity of the pretraining and target tasks (Peters et al., 2019). However, some
quality aspects may require more general world knowledge and reasoning
capabilities, which could be incorporated by using external knowledge bases.
We leave this for future work.
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F1-Score

Setup Accuracy Ma. F1 Clarif. Typo Links

FT-ELECTRA 56.0 49.0 62.4 52.4 34.5
+ parent 56.2 50.3 62.0 53.6 35.3
+ thesis 57.5 52.0 63.4 54.4 38.3

FT-DeBERTa 59.9 55.4 63.7 60.2 42.5
+ parent 60.3 56.0 63.6 61.2 43.0
+ thesis 62.0 57.3 65.2 63.1 43.4

Random baseline 33.4 31.4 38.5 33.4 45.3

Table 3.6: Claim improvement suggestion: Accuracy, macro F1-score, and the
F1-score per revision type for ELECTRA+SVM and FT-DeBERTa with and
without considering context, averaged over five runs.

3.6.5 Claim Improvement Suggestion

While previous experiments have shown the difficulty of distinguishing be-
tween claims in need of improvements and acceptable ones, the aim of this
experiment is to provide benchmark models for predicting the type of im-
provement that a certain claim could benefit from. Here, we limit ourselves
to the three most common types of revision: clarification, typo and grammar
correction (includes style and formatting edits), and adding/correcting links to
evidence in the form of external sources. Additional experiments covering
an end-to-end setup by extending the classes to include claims that do not
need revisions can be found in the appendix. We compare two best perform-
ing models from previous experiments, FT-ELECTRA and FT-DeBERTa, on a
subset of 135,828 claims, where editors reported any of the three types.

Table 3.6 emphasizes the general benefit of utilizing contextual information
for claim improvement suggestion. Though, depending on the specific revi-
sion type, the addition of contextual information can both raise and decrease
performance. For example, despite the slightly improved overall accuracy of
considering the parent claim as context, the F1-score for clarification edits drops
for all considered approaches (from 63.7 to 63.6 for FT-DeBERTa and from 62.4
to 62.0 for FT-ELECTRA). On the other hand, in the case of links, both types of
contextual information lead to increased F1-scores. Generally, we notice that
opposed to the task of suboptimal-claim detection, providing the main thesis
of the debate leads to higher score improvements overall. When comparing
the approaches directly, we observe that FT-DeBERTa consistently outperforms
ELECTRA+SVM in accuracy, achieving 62.0 when considering the main thesis.

Overall, our experiments indicate that to identify whether certain ap-
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proaches to generating text representations are more suitable than others, one
needs to consider the relationships between improvement type and context as
well. In future work, we plan to focus on the problem of further defining and
disentangling revision types to enable a deeper analysis of their relationships
with contextual information.

Error Analysis Inspecting false predictions of the best performing model
(FT-DeBERTa) revealed that the typo/grammar correction class seems to be
confused frequently with both the clarification class and the links class (see the
appendix for a confusion matrix). Our manual analysis suggests that editors
frequently tackle more than one quality aspect of a claim in the same revision,
for example, specifying a claim and fixing grammatical errors, or, removing
typos from a link snippet. In the collected dataset, however, the revision
type label in such cases would reflect only one class, such as clarification or
adding/correcting links, respectively. These not fully accurate labels reduce the
models ability to properly distinguish said classes. We provide examples of
misclassifications obtained by FT-DeBERTa in the appendix, illustrating cases
where both the true label and the predicted label represent plausible revision
type suggestions.

3.7 Limitations

A limitation of ourwork is that we cannot directly apply ourmethods to the few
existing revision-based corpora from other domains (Yang et al., 2017; Afrin
and Litman, 2018; Anthonio et al., 2020) for multiple reasons: On the one hand,
those corpora do not contain histories with more than one revision but only
before-after sentence pairs). Some also consist of less than 1000 sentence pairs,
rendering the quantitative experiments considered in this paper pointless. On
the other hand, additional metadata useful for our analysis (e.g., revision types
and contextual information) is either not available at all or only for a limited
number of instances that is insufficient for training models.

Furthermore, the methods we evaluated utilize distantly supervised labels
based on the assumption that each revision improves the quality of the claim
and additional annotations provided by human editors. These annotations
suffer from being coarse-grained, consisting of mainly three classes. However,
each of the improvement types can be represented by several more fine-grained
revision intentions. A point that we did not consider as part of this work is
whether certain revisions can affect or inform future revisions within the same
debate, for example, rephrasing of arguments to avoid repetition or ensuring
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that all claims use the same wording for the main concepts. Often, such
relationships are implicit and cannot be derivedwithout additional information
provided by the user performing the revision. We believe that collecting
datasets and developing approaches, which enable distinguishing more fine-
grained types of edits and implicit relationships, could not only enable deeper
analysis and training more fine-grained improvement suggestion models, but
also allow for better explanations to end users.

However, it should be noted that some of the considered methods rely on
deep learning and have certain limitations when it comes to underrepresented
classes, where the number of available training instances is very low. This is
especially important when considering the task of claim improvement sugges-
tion. We also point out in this regard that we only use the base versions of
the BERT, ELECTRA, and DeBERTa models due to resource constraints. The
results may vary, if larger models are used.

While common types of improvements likely differ across other domains
and communities, we stress that our approaches are entirely data-driven, and
are not tied to any specific quality definition. Therefore, we expect our data
processing and filtering methods as well as the considered approaches to be
applicable to other domains, where historical collaborative editing data similar
to ours is available. When it comes to practice, several issues require further
investigation, such as how to integrate recommendations in collaborative edit-
ing and educational environments, whether the recommended improvements
will be accepted by users, and how they may impact the users’ behavior. We
leave these questions for future work.

3.8 Ethical Considerations

Online collaborative platforms face challenging ethical problems in maintain-
ing content quality. On the one hand, they need to preserve a certain level of
free speech to stimulate high quality discussions, while implementing regu-
lations to identify editing behaviors defined as inappropriate. On the other
hand, distinguishing such legitimate forms of regulation from illegitimate
censorship, where particular opinions and individuals are suppressed, is a
challenge of its own.

Our work is intended to support humans in different scenarios, including
the creation or moderation of content on online debate platforms or in edu-
cational settings. In particular, the presented approaches are meant to help
users by identifying argumentative claims in need of further improvements
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and suggesting potential types of improvements, so they can deliver their
messages effectively and honing their writing skills. However, the presented
technology might also be subject to intentional misuse, such as the above-
mentioned illegitimate censorship. While it is hard to prevent such misuse,
we think that the described scenarios are fairly unlikely, as such changes tend
to be noticed by the online community quickly. Moreover, the source of the
used data (online debate platform Kialo) employs thorough content policies
and user guidelines aimed at dealing with toxic behaviors, censorship, and
discrimination. However, we suggest that follow-up studies stay alert for such
behaviors and carefully choose training data.

3.9 Conclusion

Most approaches to argument quality assessment rate or compare argumen-
tative texts that cover different aspects of a topic. While a few works studied
which of two revisions of the same argumentative text is better, this does not
suffice to decide whether a text actually needs revisions.

In this paper, we have presented two tasks to learn when and how to im-
prove a given argumentative claim. We have delineated the main challenges
of revision-based data, covering issues related to the representativeness and
reliability of data, topical bias in revision behaviors, appropriate model com-
plexities and architectures, and the need for context when judging claims. In
experiments, we have compared several methods based on their ability to
capture quality differences between different versions of the same text. De-
spite a number of limitations (discussed below), our results indicate that, in
general, revision-based data can be employed effectively for the given tasks,
contributing towards solutions for each of the considered challenges. Specifi-
cally, our suggested sampling strategy revealed that training on claim versions
with a higher revision distance between them improves the performance when
detecting claims in need of improvement. Moreover, we found that the impact
of the available types of contextual information is not only task-dependent but
also depends on the quality issue that a claim suffers from.

We argue that the developed approaches can help assist automated argu-
ment analysis and guide writers in improving their argumentative texts. With
our work, we seek to encourage further research on improving writing support
not only in debate communities but in educational settings as well.
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3.10 Implications for the Thesis

This chapter explores the first research question, namely,What quality-related
phenomena are typical of argument revisions on online debate platforms? Specifically,
we looked into what quality flaws and revision types are most common in
online debates and revision based-corpora, as well as the challenges they
pose for computationally modeling argument quality. The chapter has limited
itself to considering two tasks: identifying claims in need of revisions and
determining the types of quality issues that should be improved when revising
the claim. Through a series of experiments, we have provided various solutions
to the identified challenges in relation to each of the tasks separately. Hence,
partially answering the second research as well: How to approach the modeling
of argument quality computationally to enable the analysis of arguments in need of
improvement? To do so, we exploit such information as the number of revisions
performed in the past and the available future, the types of revision performed,
contextual information, topic knowledge, etc. In systematic experiments, we
show that the suggested quality assessments can be done even in low-resource
scenarios, which can be especially appealing when dealing with languages and
domains that have limited available resources. Overall, the chapter provides
valuable insights into how to approach absolute quality assessments solely
based on the claim’s characteristics, without direct comparison to other claims.

In contrast, the following chapter will explore relative quality assessments,
thus tackling the remaining sub-question of the second research question,
namely, How to model argument quality to enable comparison of several versions of
the same argumentative text?
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4. Quality-based Ranking of
Argumentative Text Revisions

This chapter presents the original content of the following paper (Skitalinskaya
et al., 2023) by Gabriella Skitalinskaya, Jonas Klaff and Henning Wachsmuth:
“Learning From Revisions: Quality Assessment of Claims in Argumentation at Scale”
in the Proceedings of the 16th Conference of the European Chapter of the
Association for Computational Linguistics 2021 (EACL’21).

Abstract

Assessing the quality of arguments and of the claims the arguments are com-
posed of has become a key task in computational argumentation. However,
even if different claims share the same stance on the same topic, their assess-
ment depends on the prior perception and weighting of the different aspects of
the topic being discussed. This renders it difficult to learn topic-independent
quality indicators. In this paper, we study claim quality assessment irrespective
of discussed aspects by comparing different revisions of the same claim. We com-
pile a large-scale corpus with over 377k claim revision pairs of various types
from kialo.com, covering diverse topics from politics, ethics, entertainment, and
others. We then propose two tasks: (a) assessing which claim of a revision
pair is better, and (b) ranking all versions of a claim by quality. Our first
experiments with embedding-based logistic regression and transformer-based
neural networks show promising results, suggesting that learned indicators
generalize well across topics. In a detailed error analysis, we give insights into
what quality dimensions of claims can be assessed reliably. We provide the
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data and scripts needed to reproduce all results.1

4.1 Introduction

Assessing argument quality is as important as it is questionable in nature. On
the one hand, identifying the good and the bad claims and reasons for arguing
on a given topic is key to convincingly support or attack a stance in debating
technologies (Rinott et al., 2015), argument search (Ajjour et al., 2019b), and
similar. On the other hand, argument quality can be considered on different
granularity levels and from diverse perspectives, many of which are inherently
subjective (Wachsmuth et al., 2017b); they depend on the prior beliefs and
stance on a topic as well as on the personal weighting of different aspects of
the topic (Kock, 2007).

Existing research largely ignores this limitation, by focusing on learning
to predict argument quality based on subjective assessments of human an-
notators (see Section 4.2 for examples). In contrast, Habernal and Gurevych
(2016) control for topic and stance to compare the convincingness of argu-
ments. Wachsmuth et al. (2017c) abstract from an argument’s text, assessing
its relevance only structurally. Lukin et al. (2017) and El Baff et al. (2020) focus
on personality-specific and ideology-specific quality perception, respectively,
whereas Toledo et al. (2019) asked annotators to disregard their own stance
in judging length-restricted arguments. However, none of these approaches
controls for the concrete aspects of a topic that the arguments claim and rea-
son about. This renders it difficult to learn what makes an argument and its
building blocks good or bad in general.

In this paper, we study quality in argumentation irrespective of the dis-
cussed topics, aspects, and stances by assessing different revisions of the basic
building blocks of arguments, i.e., claims. Such revisions are found in large
quantities on online debate platforms such as kialo.com, where users post claims,
other users suggest revisions to improve claim quality (in terms of clarity, gram-
maticality, grounding, etc.), and moderators approve or disapprove them. By
comparing the quality of different revisions of the same instance, we argue
that we can learn general quality characteristics of argumentative text and, to
a wide extent, abstract from prior perceptions and weightings.

To address the proposed problem, we present a new large-scale corpus,
consisting of 124k unique claims from kialo.com spanning a diverse range of
topics related to politics, ethics, and several others (Section 4.3). Using distant

1Data and code: https://github.com/GabriellaSky/claimrev
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Claim before Revision Claim after Revision Type

Dogs can help disabled people
function better.

Dogs can help disabled people to
navigate the world better.

Claim Clarification

African American soldiers joined
unionists to fight for their free-
dom.

Black soldiers joined unionists to
fight for their freedom.

Typo / Grammar Cor-
rection

Elections insure the indepen-
dence of the judiciary.

Elections ensure the indepen-
dence of the judiciary.

Typo / Grammar Cor-
rection

Israel has a track record of selling
US arms to third countries with-
out authorization.

Israel has a track record of
selling US arms to third coun-
tries without authorization
(https://www.jstor.org/stable/1149008).

Corrected / Added
links

Table 4.1: Four examples of claims from Kialo before and after revision, along
with the type of revision performed.

supervision, we derive a total number of 377k claim revision pairs from the
platform, each reflecting a quality improvement, often, with a specified revision
type. Four examples are shown in Table 4.1. To the best of our knowledge, this
is the first corpus to target quality assessment based on claim revisions. In a
manual annotation study, we provide support for our underlying hypothesis
that a revision improves a claim in most cases, and we test how much the
revision types correlate with known argument quality dimensions.

Given the corpus, we study two tasks: (a) how to compare revisions of
a claim by quality and (b) how to rank a set of claim revisions. As initial
approaches to the first task, we select in Section 4.4 a “traditional” logistic
regression model based on word embeddings as well as transformer-based
neural networks (Vaswani et al., 2017), such as BERT (Devlin et al., 2019) and
SBERT (Reimers and Gurevych, 2019). For the ranking task, we consider the
Bradley-Terry-Luce model (Bradley and Terry, 1952; Luce, 2012) and SVMRank
(Joachims, 2006). They achieve promising results, indicating that the compiled
corpus allows learning topic-independent characteristics associated with the
quality of claims (Section 3.6). To understand what claim quality improve-
ments can be assessed reliably, we then carry out a detailed error analysis for
different revision types and numbers of revisions.

The main contributions of our work are: (1) A new corpus for topic-
independent claim quality assessment, with distantly supervised quality im-
provement labels of claim revision pairs, (2) initial promising approaches to
the tasks of claim quality classification and ranking, and (3) insights into what
works well in claim quality assessment and what remains to be solved.
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4.2 Related Work

In the recent years, there has been an increase of research on the quality of
arguments and the claims and reasoning they are composed of. Wachsmuth
et al. (2017b) describe argumentation quality as a multidimensional concept
that can be considered from a logical, rhetorical, and dialectical perspectives.
To achieve a common understanding, the authors suggest a unified framework
with 15 quality dimensions, which together give a holistic quality evaluation
at a certain abstraction level. They point out, that several dimensions may be
perceived differently depending on the target audience. In recent follow-up
work, Wachsmuth and Werner (2020) examined how well each dimension can
be assessed only based on plain text only.

Most existing quality assessment approaches target a single dimension. On
mixed-topic student essays, Persing and Ng (2013) learn to score the clarity
of an argument’s thesis, Persing and Ng (2015) do the same for argument
strength, and Stab and Gurevych (2017b) classify whether an argument’s
premises sufficiently support its conclusion. All these are trained on pointwise
quality annotations in the form of scores or binary judgments. Gretz et al.
(2020) provide a corpus with crowdsourced quality annotations for 30,497
arguments, the largest to date for pointwise argument quality. The authors
studied how their annotations correlate with the 15 dimensions from the
framework of Wachsmuth et al. (2017b), finding that only global relevance and
effectiveness are captured. Similarly, Lauscher et al. (2020) built a new corpus
based on the framework to then exploit interactions between the dimensions
in a neural approach. We present a small related annotation study for our
dataset below. However, we follow Habernal and Gurevych (2016) in that we
cast argument quality assessment as a relation classification problem, where
the goal is to identify the better among a pair of instances.

In particular, Habernal and Gurevych (2016) created a dataset with ar-
gument convincingness pairs on 32 topics. To mitigate annotator bias, the
arguments in a pair always have the same stance on the same topic. The more
convincing argument is then predicted using a feature-rich SVM and a simple
bidirectional LSTM. Other approaches to the same task map passage repre-
sentations to real-valued scores using Gaussian Process Preference Learning
(Simpson and Gurevych, 2018) or represent arguments by the sum of their
token embeddings (Potash et al., 2017), later extended by a Feed Forward
Neural Network (Potash et al., 2019). Recently, Gleize et al. (2019) employed a
Siamese neural network to rank arguments by the convincingness of evidence.
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In our experiments below, we take on some of these ideas, but also explore
the impact of transformer-based methods such as BERT (Devlin et al., 2019),
which have been shown to predict argument quality well (Gretz et al., 2020).

Potash et al. (2017) observed that longer arguments tend to be judged
better in existing corpora, a phenomenon we will also check for below. Toledo
et al. (2019) prevent such bias in their corpora for both pointwise and pairwise
quality, by restricting the length of arguments to 8–36 words. The authors
define quality as the level of preference for an argument over other arguments
with the same stance, asking annotators to disregard their own stance. For a
more objective assessment of argument relevance, Wachsmuth et al. (2017c)
abstract from content, ranking arguments only based on structural relations,
but they employ majority human assessments for evaluation. Lukin et al.
(2017) take a different approach, including knowledge about the personality
of the reader into the assessment, and El Baff et al. (2020) study the impact of
argumentative texts on people depending on their political ideology.

As can be seen, several approaches aim to control for length, stance, audi-
ence, or similar. However, all of them still compare argumentative texts with
different content and meaning in terms of the aspects of topics being discussed.
In this work, we assess quality based on different revisions of the same text. In
this setting, the quality is primarily focused on how a text is formulated, which
will help to better understand what influences argument quality in general,
irrespective of the topic. To be able to do so, we refer to online debate portals.

Debate portals give users the opportunity to discuss their views on a wide
range of topics. Existing research has used the rich argumentative content and
structure of different portals for argument mining, including createdebate.com
(Habernal and Gurevych, 2015), idebate.org (Al-Khatib et al., 2016), and others.
Also, large-scale debate portal datasets form the basis of applications such as
argument search engines (Ajjour et al., 2019b). Unlike these works, we exploit
debate portals for studying quality. Tan et al. (2016) predicted argument per-
suasiveness in the discussion forum ChangeMyView from ground-truth labels
given by opinion posters, and Wei et al. (2016) used user upvotes and down-
votes for the same purpose. Here, we resort to kialo.com, where users cannot
only state argumentative claims and vote on the impact of claims submitted by
others, but they can also help improve claims by suggesting revisions, which
are approved or disapproved by moderators. While Durmus et al. (2019b)
assessed quality based on the impact value of claims from kialo.com, we derive
information on quality from the revision history of claims.
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The only work we are aware of that analyzes revision quality of argumen-
tative texts is the study of Afrin and Litman (2018). From the corpus of Zhang
et al. (2017) containing 60 student essayswith three draft versions each, 940 sen-
tence writing revision pairs were annotated for whether the revision improves
essay quality or not. The authors then trained a random forest classifier for
automatic revision quality classification. In contrast, instead of sentences, we
shift our focus to claims. Moreover, our dataset is orders of magnitude larger
and includes notably longer revision chains, which enables deeper analyses
and more reliable prediction of revision quality using data-intensive methods.

4.3 Data

Here, we present our corpus created based on claim revision histories collected
from kialo.com.

4.3.1 A New Corpus based on Kialo

Kialo is a typical example of an online debate portal for collaborative argu-
mentative discussions, where participants jointly develop complex pro/con
debates on a variety of topics. The scope ranges from general topics (religion,
fair trade, etc.) to very specific ones, for instance, on particular policy-making
(e.g., whether wealthy countries should provide citizens with a universal basic
income). Each debate consists of a set of claims and is associated with a list of
related pre-defined generic categories, such as politics, ethics, education, and
entertainment.

What differentiates Kialo from other portals is that it allows editing claims
and tracking changes made in a discussion. All users can help improve ex-
isting claims by suggesting edits, which are then accepted or rejected by the
moderator team of the debate. As every suggested change is discussed by the
community, this collaborative process should lead to a continuous improve-
ment of claim quality and a diverse set of claims for each topic.

As a result of the editing process, claims in a debate have a version history
in the format of claim pairs, forming a chain where one claim is the successor
of another and is considered to be of higher quality (examples found in Table
4.1). In addition, claim pairs may have a revision type label assigned to them
via a non-mandatory free form text field, where moderators explain the reason
of revision.

Base Corpus To compile the corpus, we scraped all 1628 debates found on
Kialo until June 26th, 2020, related to over 1120 categories. They contain
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Corpus Type of Instances Instances

ClaimRevBASE Total claim pairs 210 222
Claim Clarification 63 729
Typo/Grammar Correction 59 690
Corrected/Added Links 17 882
Changed Meaning of Claim 1 178
Misc 10 464
None 57 279

ClaimRevEXT Total claim pairs 377 659
Revision distance 1 77 217
Revision distance 2 27 819
Revision distance 3 10 753
Revision distance 4 4 460
Revision distance 5 2 055
Revision distance 6+ 2 008

Both Corpora Claim revision chains 124 312

Table 4.2: Statistics of the twoprovided corpus versions. ClaimRevBASE: Number
of claim pairs in total and of each revision type. ClaimRevEXT: Number of claim
pairs in total and of each revision distance. The bottom line shows the number
of unique revision chains in the corpora.

124,312 unique claims along with their revision histories, which comprise of
210,222 pairwise relations. The average number of revisions per claim is 1.7
and the maximum length of a revision chain is 36. 74% of all pairs have a
revision type. Overall, there are 8105 unique revision type labels in the cor-
pus. 92% of labeled claim pairs refer to three types only: Claim Clarification,
Typo/Grammar Correction, and Corrected/Added Links. An overview of the distri-
bution of revision labels is given in Table 4.2. We refer to the resulting corpus
as ClaimRevBASE.

Data pre-processing included removing all claim pairs from debates carried
out in languages other than English. Also, we considered claims with less than
four characters as uninformative and left them out. As we seek to compare
different versions of the same claim, claim version pairswith a general change of
meaning do not satisfy this description. Thus, we removed such pairs from the
corpus, too (inspecting the data revealed that such pairs weremostly generated
due to debate restructuring). For this, we assessed the cosine similarity of a
given claim pair using spacy.io and remove a pair if the score is lower than the
threshold of 0.8.

Extended Corpus To increase the diversity of data available for training
models, without actually collecting new data, we applied data augmentation.
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Figure 4.1: Visual representation of relations between revisions. Solid and
dashed lines denote original and inferred non-consecutive relations respec-
tively.

ClaimRevBASE consists of consecutive claim version pairs, i.e., if a claim v has
four versions, it will be represented by three three pairs: (v1, v2), (v2, v3), and
(v3, v4), where v1 is the original claim and v4 is the latest version. We extend this
data by adding all pairs between non-consecutive versions that are inferrable
transitively. Considering the previous example, this means we add (v1, v3),
(v1, v4), and (v2, v4). This is based on our hypothesis that every argument
version is of higher quality than its predecessors, which we come back to
below. Figure 4.1 illustrates the data augmentation. We call the augmented
corpus ClaimRevEXT.

For this corpus, we introduce the concept of revision distance, by which
we mean the number of revisions between two versions. For example, the
distance between v1 and v2 would be 1, whereas the distance between v1 and
v3 would be 2. The distribution of the revision distances across ClaimRevEXT is
summarized in Table 4.2.

The number of claim pairs of the 20most frequent categories in both corpus
versions are presented in Figure 4.2. We will restrict our view to the topics in
these categories in our experiments.

4.3.2 Data Consistency on Kialo

While collaborative content creation enables leveraging the wisdom of large
groups of individuals toward solving problems, it also poses challenges in
terms of quality control, because it relies on varying perceptions of quality,
backgrounds, expertise, and personal objectives of the moderators. To assess
the consistency of the distantly-supervised corpus annotations, we carried out
two annotation studies on samples of our corpus.

Consistency of Relative Quality In this study, we aimed to capture the
general perception of claim quality on a meta-level, by deriving a data-driven
quality assessment based on the revision histories. This was based on our
hypothesis that every claim version is better than its predecessor. To test the
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Figure 4.2: Number of claim revision pairs in each debate category of the two
provided versions of our corpus (ClaimRevBASE, ClaimRevEXT).

validity of this hypothesis, two authors of this paper annotated whether a
revision increases, decreases, or does not affect the overall claim quality. For
this purpose, we randomly sampled 315 claim revision pairs, found in the
supplementary material.

The results clearly support our hypothesis, showing an increase in quality
in 292 (93%) of the annotated cases at a Cohen’s κ agreement of 0.75, while 8
(3%) of the revisions had no effect on quality and only 6 (2%) led to a decrease.
On the remaining 2%, the annotators did not reach an agreement.

Consistency of Revision Type Labels Our second annotation study focused
on the reliability of the revision type labels. We restricted our view to the top
three revision labels, which cover 96% of all revisions. We randomly sampled
140–150 claim pairs per each revision type, 440 in total. For each claim pair,
the same annotators as above provided a label for the revision type from the
following set: Claim Clarification, Typo/Grammar Correction, Corrected/Added
Links, and Other.

Comparing the results to the original labels in the corpus revealed that
the annotators strongly agreed with the labels, namely, with Cohen’s κ of 0.82
and 0.76 respectively. The level of agreement between the annotators was
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Clarification Grammar Links
Cogency -0.31 -0.31 0.65
Local Acceptability 0.38 -0.20 -0.19
Local Relevance 0.44 -0.25 -0.22
Local Sufficiency -0.28 -0.33 0.62
Effectiveness 0.02 -0.35 0.34
Credibility 0.06 -0.16 0.10
Emotional Appeal 0.00 0.00 0.00
Clarity -0.16 0.35 -0.18
Appropriateness 0.01 0.02 -0.04
Arrangement 0.00 0.00 0.00
Reasonableness 0.07 -0.04 -0.04
Global Acceptability 0.37 0.42 -0.82
Global Relevance 0.02 -0.43 0.42
Global Sufficiency 0.00 0.00 0.00
Overall -0.05 0.00 0.05
Pairs with revision type 120 100 95

Table 4.3: Pearson’s r correlation in our annotation study between increases in
the 15 quality dimensions of Wachsmuth et al. (2017b) and the main revision
types: Claim Clarification, Typo/Grammar Correction, Corrected/Added Links.
Moderate and high correlations are shown in bold (r ≥ 0.3).

even higher (κ = 0.84). In further analysis, we observed that most confusion
happened between the revision types Typo/Grammar correction and Claim Clari-
fication. This may be due to the non-strict nature of the revision type labels,
which leaves space for different interpretations on a case-to-case basis. Still,
we conclude that the revision type labels seem reliable in general.

4.3.3 Quality Dimensions on Kialo

To explore the relationship between the revision types on Kialo and argument
quality in general, we conducted a third annotation study. In particular, for
each of the 315 claim pairs from Section 4.3.2, one of the authors of this paper
provided a label indicating whether the revision improved for each of the 15
quality dimensions defined by Wachsmuth et al. (2017b) or not. It should be
noted that the annotators reached an agreement on the revision type for all
these pairs.

Table 4.3 shows Pearson’s r rank correlation for each quality dimension
for the three main revision types. We observe a strong correlation between
the revision type Corrected/Added Links and the logical quality dimensions
Cogency (0.65) and Local Sufficiency (0.62), which matches the main purpose of
such revisions: to add supporting information to a claim. The high negative

84 QUALITY-BASED RANKING OF ARGUMENTATIVE TEXT REVISIONS



correlation of this revision type with Global Acceptability (-0.82) indicates that
improvements regarding the dimension in question are more prominent in
other types. Complementarily, Claim Clarificationmainly improves the other
logical dimensions (Local Acceptability 0.38, Local Relevance 0.44), matching the
intuition that a clarification helps to ensure a correct understanding of the
meaning. Typo/Grammar corrections, finally, rather seem to support an accept-
able linguistic shape, improving Clarity (0.35) and Global Acceptability (0.42).

Finding only low correlations for many rhetorical dimensions (credibility,
emotional appeal, etc.) as well as for overall quality, we conclude that the
revisions on Kialo seem to target primarily the general form a well-phrased
claim should have.

4.4 Approaches

To study the two proposed tasks, claim quality classification and claim quality
ranking, on the given corpus, we consider the following approaches.

4.4.1 Claim Quality Classification

We cast this task as a pairwise classification task, where the objective is to
compare two versions of the same claim and determine which one is better. To
solve this task, we compare four methods:

Length To check whether there is a bias towards longer claims in the data,
we use a trivial method which assumes that claims with more characters are
better.

S-BOW As a “traditional” method, we employ the siamese bag-of-words
embedding (S-BOW) as described by Potash et al. (2017). We concatenate
two bag-of-words matrices, each representing a claim version from a pair, and
input the concatenated matrix to a logistic regression. We also test whether
information on length improves S-BOW.

BERT We select the BERT model, as it has become the standard neural base-
line. BERT is a pre-trained deep bidirectional transformer language model
(Devlin et al., 2019). For our experiments we use the pre-trained version bert-
base-cased, as implemented in the huggingface library.2 We fine-tune the model
for two epochs using the Adam optimizer with learning rate 1e-5. 3

2Huggingface library, https://huggingface.co/transformers/pretrained_models.
html

3We chose the number of epochs empirically, picking the best learning rate out of {5e-7,
5e-6,1e-5,2e-5,3e-5}.
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v1 v2 v3

v1 0 0.018 0.002
v2 0.982 0 0.428
v3 0.998 0.572 0

Table 4.4: Example of a pairwise score matrix for ranking of three claim re-
visions, v1–v3, given the following pairwise scores: (v1, v2) = (0.018, 0.982),
(v2, v3) = (0.428, 0.572), and (v1, v3) = (0.002, 0.998).

SBERT We also use Sentence-BERT (SBERT) to learn to represent each claim
version as a sentence embedding (Reimers and Gurevych, 2019), opposed to
the token-level embeddings of standard BERT models. We fine-tune SBERT
based on bert-base-cased using a siamese network structure, as implemented in
the sentence-transformers library.4 We set the numbers of epochs to one which
is recommended by the authors (Reimers and Gurevych, 2019), and we use a
batch-size of 16, Adam optimizer with learning rate 1e-5, and a linear learning
rate warm-up over 10% of the training data. Our default pooling strategy is
MEAN.

4.4.2 Claim Quality Ranking

In contrast to the previous task, we cast this problem as a sequence-pair regres-
sion task. After obtaining all pairwise scores using S-BOW, BERT, and SBERT
respectively, we map the pairwise labels to real-valued scores and rank them
using the following models, once for each method.

BTL For mapping, we use the well-established Bradley-Terry-Luce (BTL)
model (Bradley and Terry, 1952; Luce, 2012), in which items are ranked ac-
cording to the probability that a given item beats an item chosen randomly.
We feed the BTL model a pairwise-comparison matrix for all revisions related
to a claim, generated as follows: Each row represents the probability of the
revision being better than other revisions. All diagonal values are set to zero.
Table 4.4 illustrates an example for a set of three argument revisions.

SVMRank Additionally, we employ SVMRank (Joachims, 2006), which
views the ranking problem as a pairwise classification task. First, we change
the input data, provided as a ranked list, into a set of ordered pairs, where
the (binary) class label for every pair is the order in which the elements of
the pair should be ranked. Then, SVMRank learns by minimizing the error
of the order relation when comparing all possible combinations of candidate

4Sentence-transformers library, https://www.sbert.net/
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pairs. Given the nature of the algorithm we cannot work with token embed-
dings obtained from BERT directly. Thus, we utilize one of most commonly
used approaches to transform token embeddings to a sentence embedding:
extracting the special [CLS] token vector (Reimers and Gurevych, 2019; May
et al., 2019). In our experiments we select a linear kernel for the SVM and use
PySVMRank,5 a python API to the SVMrank library written in C.6

4.5 Experiments and Discussion

We now present empirical experiments with the approaches from Section 4.4.
The goal is to evaluate how hard it is to compare and rank the claim revisions
in our corpus from Section 4.3 by quality.

4.5.1 Experimental Setup

We carry out experiments in two settings. The first considers creating random
splits over revision histories, ensuring that all versions of the same claim are
in a single split in order to avoid data leakage. We assign 80% of the revision
histories to the training set and the remaining 20% to the test set. A drawback
of this setup is that it is not clear how well models generalize to unseen debate
categories. In the second setting, we therefore evaluate the methods also in a
cross-category setup using a leave-one-category-out paradigm, which ensures
that all claims from the same debate category are confined to a single split. We
split the data in this way to evaluate if our models learn independent features
that are applicable across the diverse set of categories. To assess the effect of
adding augmented data, we evaluate all models on both ClaimRevBASE and
ClaimRevEXT.

For quality classification, we report accuracy and the Matthews correlation
coefficient (Matthews, 1975). We report the mean results over five runs in
the random setting and the mean results across all test categories in the cross-
category setting. To ensure balanced class labels, we create one false claim pair
for each true claim pair by shuffling the order of the claims: (v1, v2, true)→
(v2, v1, false), where the label denoteswhether the second claim in the pair is of
higher quality. We report results obtained by models trained on ClaimRevBASE

and ClaimRevEXT as score pairs in Table 4.5.
To measure ranking performance, we calculate Pearson’s r and Spearman’s

ρ correlation, as well as NDCG and MRR. We also compute the Top-1 accuracy,
i.e. the proportion of claim sets, where the latest version has been ranked best.

5PySVMRank, https://github.com/ds4dm/PySVMRank
6SVMrank, www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
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We average the results on each claim set across the test set for each metric.
Afterwards we average the results across five runs or across all categories,
depending on the chosen setting.

4.5.2 Claim Quality Classification

The results in Table 4.5 show that a claim’s length is a weak indicator of quality
(up to 61.3 accuracy). An intuitive explanation is that, even though claims
withmore informationmay be better, it is also important to keep them readable
and concise.

Despite SBOW’s good performance on predicting convincingness (Potash
et al., 2017), the claim quality in our corpus cannot be captured by a model of
such simplicity (maximum accuracy of 65.4). We point out that adding other
linguistic features (for example, part-of-speech tags or sentiment scores) may
further improve SBOW. Exemplarily, we equip SBOWwith length features and
observe a significant improvement (up to 67.5).

As for the transformer-basedmethods, we see that BERT and SBERT consis-
tently outperform SBOW in all settings on both corpus versions, with SBERT’s
accuracy of up to 77.7 being best.7

A comparison of the performance of the methods depending on the corpus
used for training in Table 4.5 shows the effect of augmenting the original Kialo
data. In most cases, the results obtained by models trained on ClaimRevEXT are
comparable (slightly higher/lower) than results obtained by models trained
on ClaimRevBASE. This means that adding relations between non-consecutive
claim versions does not improve the reliability of methods. Given that the
performance scores obtained on the ClaimRevEXT test set are evidently higher
than on the ClaimRevBASE test set, we can conclude that the augmented cases
are easier to classify and the cumulative difference in quality is more evident.

We can also see in Table 4.5 that the trained models are able to generalize
across categories; the accuracy and MCC scores in the random split and cross-
category settings for each method are very similar, with only a slight drop in
the cross-category setting. This indicates that the nature of the revisions is
relatively consistent among all categories, yet reveals the existence of some
category-dependent features.

To find out whether BERT really captures the relative revision quality and
not only lexical features present in the original claim, we introduced a Single

7Additionally, we have experimented with an adversarial training algorithm, ELECTRA
(Clark et al., 2020), and obtained results slightly better than BERT, yet inferior to SBERT. We
omit to report these results here, since they did not provide any further notable insights.
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claim baseline, analogous to the hypothesis-only baseline in natural language
inference(Poliak et al., 2018). It can be seen that the accuracy and MCC scores
are low across all settings (maximum accuracy of 59.8), which indicates that
BERT indeed captures relative revision quality mostly.

4.5.3 Claim Quality Ranking

Table 4.6 lists the results of our ranking experiments, which show patterns
similar to the results achieved in the classification task.

We can observe similar patterns in both of the selected ranking approaches:
SBERT consistently outperforms all other considered approaches across all set-
tings (up to 0.73 and 0.72 in Pearson’s r and Spearman’s ρ accordingly). BERT
and SBERT outperform SBOW, indicating that transformer-based methods are
more capable of capturing the relative quality of revisions. While BTL + BERT
obtains results comparable to BTL + SBERT, we find that using the CLS-vector
as a sentence embedding representation leads to lower results. We point out,
though, that using other sentence embeddings and/or pooling strategies (for
example, averaged BERT embeddings) may further improve results.

Similar to the results of the classification task, we observe only a slight
performance drop in the cross-category settingwhen using BTL for ranking, yet
an increase when using SVMRank, again emphasizing the topic-independent
nature of claim quality in our corpus.

4.5.4 Error Analysis

To further explore the capabilities and limitations of the best model, SBERT,
we analyzed its performance on each revision type and distance.

As the upper part of Table 4.7 shows, SBERT is highly capable of assess-
ing revisions related to the correction and addition of links and supporting
information. This revision type also obtained the highest correlations between
quality dimensions and type of revision (see Table 4.3), which indicates that
the patterns of changes performed within this type are more consistent. In
contrast, we observe that the model fails to address revisions related to the
changed meaning of a claim. On the one hand, this may be due to the fact
that such examples are underrepresented in the data. On the other hand, the
consideration of such examples in the selected tasks is questionable, since
changing the meaning of claim is usually considered as the creation of a new
claim and not a new version of a claim.

An insight from the lower part of Table 4.7 is that the accuracy of predic-
tions increases from revision distance 1 to 4. We obtain better results when
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Task Label Accuracy Instances
Type Claim Clarification 69.7 12 856

Typo/Grammar Correction 83.6 12 125
Corrected/Added Links 89.3 3 660
Changed Meaning of Claim 57.3 232
Misc 67.2 2 130
None 78.3 45 842

Distance Revision distance 1 76.2 42 341
Revision distance 2 79.6 17 478
Revision distance 3 80.6 8 023
Revision distance 4 81.0 3 979
Revision distance 5 79.5 2 103
Revision distance 6+ 74.9 2 921
All 77.7 76 845

Table 4.7: Accuracy of the best model, SBERT, on each single revision type and
distance in ClaimRevEXT, along with the number of instances per each case.

comparing non-consecutive claims than when comparing claim pairs with
distance of 1. An intuitive explanation is that, since each single revision should
ideally improve the quality of a claim, the more revisions a claim undergoes,
the more evident the quality improvement should be. For distances > 5, the
accuracy starts to decrease again, but this may be due to the limited number
of cases given.

4.6 Conclusion and Future Work

In this paper, we have proposed a new way of assessing quality in argumen-
tation by considering different revisions of the same claim. This allows us to
focus on characteristics of quality regardless of the discussed topics, aspects,
and stances in argumentation. We provide a new corpus of web claims, which
is the first large-scale corpus to target quality assessment and revision pro-
cesses on a claim level. We have carried out initial experiments on this corpus
using traditional and transformer-based models, yielding promising results
but also pointing to limitations. In a detailed analysis we have studied different
kinds of claim revisions and provided insights into the aspects of a claim that
influence the users’ perception of quality. Such insights could help improve
writing support in educational settings, or identify the best claims for debating
technologies and argument search.

We seek to encourage further research on how to help online debate plat-
forms automate the process of quality control and design automatic quality
assessment systems. Such systems can be used to indicate if the suggested
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revisions increase the quality of an argument or recommend the type of revi-
sion needed. We leave it for future work to investigate whether the learned
concepts of quality are transferable to content from other collaborative online
platforms (such as idebate.org or Wikipedia), or to data from other domains,
such as student essays and forum discussions.
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4.7 Implications for the Thesis

The findings presented in this chapter answer the final sub-question of the
second research question: How to model argument quality to enable comparison
of several versions of the same argumentative text? Such an assessment allows
for immediate quality control of the revision process, enabling users to get
feedback on the effectiveness of their revisions and identify further areas of
improvement. Within the chapter, we demonstrated different approaches to
modeling argument quality that enable such comparison and ranking of text
variations, taking into account several types of revision and their order in the
revision history.

Considering the overall thesis, the chapter provides valuable insights into
how revisions affect the quality of claims across various argument quality
dimensions. Specifically, in Section 4.3, we analyzed various quality aspects,
such as clarity, relevance, and coherence, to identify which revision types
trigger improvements across each dimension and have the most impact on
the overall persuasiveness of the argumentative text. These findings not only
provide a deeper understanding of how revisions impact argument quality
but also offer practical guidance for writers.

Using these insights, the next chapter will explore the third research ques-
tion, which focuses on How to automatically generate improved versions of argu-
mentative texts using computational methods?

QUALITY-BASED RANKING OF ARGUMENTATIVE TEXT REVISIONS 93





5. Generation of Optimized
Argumentative Texts

This chapter presents the original content of the following paper (Skitalinskaya
et al., 2023) by Gabriella Skitalinskaya, Maximilian Spliethöver and Henning
Wachsmuth: “Claim Optimization in Computational Argumentation” in the Pro-
ceedings of the 16th International Natural Language Generation Conference
2023 (INLG’23).

Abstract

An optimal delivery of arguments is key to persuasion in any debate, both for
humans and for AI systems. This requires the use of clear and fluent claims
relevant to the given debate. Prior work has studied the automatic assessment
of argument quality extensively. Yet, no approach actually improves the quality
so far. To fill this gap, this paper proposes the task of claim optimization: to
rewrite argumentative claims in order to optimize their delivery. As multiple
types of optimization are possible, we approach this task by first generating a
diverse set of candidate claims using a large language model, such as BART,
taking into account contextual information. Then, the best candidate is selected
using various quality metrics. In automatic and human evaluation on an
English-language corpus, our quality-based candidate selection outperforms
several baselines, improving 60% of all claims (worsening 16% only). Follow-
up analyses reveal that, beyond copy editing, our approach often specifies
claims with details, whereas it adds less evidence than humans do. Moreover,
its capabilities generalize well to other domains, such as instructional texts.
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Original
claim

Optimized
claim 1

Optimized
claim 2

Previous
claim

Should humans be allowed to explore DIY gene editing? Debate
topic

Optimized
claim 3

Humans should be allowed to explore DIY gene editing. 

This technology could be weaponized.

This technology could be weaponized and harmful to
human beings.

This technology could be used by criminals to create
and weaponize bio-mechanisms.

This technology could be weaponized, so it is important
to safeguard it from being weaponized.

Figure 5.1: Examples of different optimized versions of an original claim found
on the debate platform Kialo. All optimizations were generated by the ap-
proach proposed in this paper, using the debate topic as context.

5.1 Introduction

The delivery of arguments in clear and appropriate language is a decisive
factor in achieving persuasion in any debating situation, known as elocutio in
Aristotle’s rhetoric (El Baff et al., 2019). Accordingly, the claims composed
in an argument should not only be grammatically fluent and relevant to the
given debate topic, but also unambiguous, self-contained, and more. Written
arguments therefore often undergomultiple revisions in which various aspects
are optimized (Zhang and Litman, 2015).

Extensive research has been done on the automatic assessment of argu-
ment quality and the use of large language models on various text editing
tasks. Yet, no work so far has studied how to actually improve argumentative
texts. However, developing respective approaches is a critical step towards
building effective writing assistants, which could help learners write better
argumentative texts (Wambsganss et al., 2021) or rephrase arguments made
by an AI debater (Slonim et al., 2021). In this work, we close the outlined gap
by studying how to employ language models for rewriting argumentative text
to optimize its delivery.

We start by defining the task of claim optimization in Section 5.3, and adjust
the English-language claim revision dataset of Skitalinskaya et al. (2021) for
evaluation. The new task requires complementary abilities: On the one hand,
different types of quality issues inside a claim must be detected, from gram-
matical errors to missing details. If not all quality aspects can be improved
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simultaneously, specific ones must be targeted. On the other hand, improved
claim parts need to be integrated with the context of the surrounding dis-
cussion, while preserving the original meaning as far as possible. Figure 5.1
shows three exemplary optimizations of a claim from the debate platform Kialo.
The first elaborates what the consequence of weaponization is, whereas the
second rephrases the claim to clarify what weaponizing means, employing
knowledge about the debate topic. The third renders the stance of the claim
explicit. We observe that different ways to optimize a claim exist, yet the level
of improvement differs as well.

To account for the multiplicity of claim optimization, we propose a con-
trolled generation approach that combines the capabilities of large language
models with quality assessment (Section 5.4). First, a fine-tuned generation
model produces several candidate optimizations of a given claim. To optimize
claims, we condition the model on discourse context, namely the debate topic
and the previous claim in the debate. The key to selecting the best optimization
is to then score candidates using three quality metrics: grammatical fluency,
meaning preservation, and argument quality. Such candidate selection remains
understudied in many generative tasks, particularly within computational
argumentation.

In automatic and manual evaluation (Section 5.5), we demonstrate the
effectiveness of our approach, employing fine-tuned BART (Lewis et al., 2020)
for candidate generation. Our results stress the benefits of quality assessment
(Section 5.6). Incorporating context turns out especially helpful for making
shorter claims—where the topic of the debate is difficult to infer—more self-
contained. According to human annotators, our approach improves 60% of
all claims and harms only 16%, clearly outperforming standard fine-tuned
generation.

To gain further insights, we carry out a manual annotation of 600 claim
optimizations and identify eight types typically found in online debate com-
munities, such as elaboration and disambiguation (Section 5.7). Intriguingly, our
approach covers similar optimization types as in human revisions, but we also
observe limitations (Section 5.7). To explore to what extent it generalizes to
other revision domains, we also carry out experiments on instructional texts
(Anthonio and Roth, 2020) and formal texts (Du et al., 2022), finding that it
outperforms strong baselines and state-of-the-art approaches.

In summary, the contributions of this paper are:

1. a new task, claim optimization, along with a manual analysis of typical
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optimization types;
2. a computational approach that selects the best generated candidate claim

in terms of quality;
3. empirical insights into the impact and challenges of optimizing claims

computationally.1

5.2 Related Work

Quality assessment has become a key topic in computational argumentation re-
search (Lapesa et al., 2023). Various quality dimensions exist in argumentation
theory, as surveyed byWachsmuth et al. (2017b) and assessed computationally
in various works (Lauscher et al., 2020; Marro et al., 2022). Many of them
relate to quality aspects we consider in this work, from clarity and organization
(Wachsmuth et al., 2016) to the general evaluability of arguments (Park and
Cardie, 2018), potential fallacies in their reasoning (Goffredo et al., 2022), and
the appropriateness of the language used (Ziegenbein et al., 2023). Recently,
(Skitalinskaya and Wachsmuth, 2023) tackled the question whether an argu-
mentative claim is in need of revision, whereas Jundi et al. (2023) investigated
where to best elaborate a discussion. While Gurcke et al. (2021) leverage claim
generation for a refined assessment of argument quality, we are not aware of
any prior work that actually optimizes arguments or their components in order
to improve quality.

As shown in Figure 5.1, there can be several ways to optimize a given
text. Our key idea is to select the best optimization among diverse candidates
generated by a language model. Prior generation work on candidate selection
hints at the potential benefits of such setup, albeit in other tasks and domains.
In early work on rule-based conversational systems, Walker et al. (2001) intro-
duced dialogue quality metrics to optimize template-based systems towards
user satisfaction. Kondadadi et al. (2013) and Cao et al. (2018) chose the best
templates for generation, and Mizumoto and Matsumoto (2016) used syntac-
tic features to rank candidates in grammar correction. Recently, Yoshimura
et al. (2020) proposed a reference-less metric trained on manual evaluations
of grammar correction system outputs to assess generated candidates, while
Suzgun et al. (2022) utilize pre-trained language models to select the best
candidate in textual style transfer tasks.

In generation research on computational argumentation, candidate selec-
1Data, code, and models from our experiments are found at

https://github.com/GabriellaSky/claim_optimization
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tion remains largely understudied. Most relevant in this regard is the approach
of Chakrabarty et al. (2021) which reframes arguments to be more trustworthy
(e.g., less partisan). It generates multiple candidates and selects one based
on the entailment relation scores to the input. Extending this idea, we select
candidates based on various properties, including argument quality.

Understanding the editing process of arguments is crucial, as it revealswhat
quality dimensions are considered important. ForWikipedia, Daxenberger and
Gurevych (2013) proposed a fine-grained taxonomy as a result of their multi-
label edit categorization of revisions (Daxenberger and Gurevych, 2012). The
taxonomy focuses solely on the editing actions performed, such as inserting,
deleting, and paraphrasing. In contrast, Yang et al. (2017) identified various
semantic intentions behind Wikipedia revisions, from copy editing to content
clarifications and fact updates. Their taxonomy defines a starting point for our
research. Not all covered intentions generalize beyondWiki scenarios, though.

Wikipedia-based corpora have often been used in the study of editing and
rewriting, including paraphrasing (Max and Wisniewski, 2010), grammar
correction (Lichtarge et al., 2019), bias neutralization (Pryzant et al., 2020),
and controllable text editing (Faltings et al., 2021; Du et al., 2022). Similarly,
WikiHow enabled summarization (Koupaee and Wang, 2018) and knowledge
acquisition (Zhou et al., 2019). However, neither of these includes argumen-
tative texts. Instead, we thus rely on the corpus of Skitalinskaya et al. (2021),
which consists of revision histories of argumentative claims from online de-
bates. Whereas the authors compare claims in terms of quality, we propose
and study the new task of automatically optimizing claim quality. Moreoever,
we see the revision types they distinguish (clarification, grammar correction,
linking to external sources) as too coarse-grained to represent the diversity of
claim optimizations. We refine them manually into eight optimization types,
allowing for a more systematic analysis. Skitalinskaya et al. (2021) also found
low correlations between the revision types and 15 common argument quality
dimensions (Wachsmuth et al., 2017b), suggesting that they are rather comple-
mentary. Primarily, they target the general form a well-phrased claim should
have and its relevance to the debate.

For the analysis of argumentative text rewriting, Zhang and Litman (2015)
incorporated both argumentative writing features and surface changes. To
explore the classification of essay revisions, they defined a two-dimensional
schema, combining the revision operation (e.g., modify, add, or delete) with
the component being revised (e.g., reasoning or evidence). Moreover, Afrin
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and Litman (2018) created a small corpus of between-draft revisions of 60
student essays to study whether revision improves quality. However, these
works do not uncover the reasoning behind a revision operation and are more
geared towards analysis at the essay level.

5.3 Task and Data

This section introduces the proposed task and pre-sents the data used for
development and evaluation.

5.3.1 Claim Optimization

We define the claim optimization task as follows:

Task Given as input an argumentative claim c, potentially along with context
information on the debate, rewrite c into an output claim c̃ such that
(a) c̃ improves upon c in terms of text quality and/or argument quality, and
(b) c̃ preserves the meaning of c as far as possible.
While we conceptually assume that c consists of one or more sentences

and has at least one quality flaw, our approaches do not model this explicitly.
Moreover, note that c might have multiple flaws, resulting in n ≥ 2 candi-
date optimizations C̃ = {c̃1, . . . , c̃n}. In this case, the goal is to identify the
candidate c∗ ∈ C̃ that maximizes overall quality.

5.3.2 Data for Development and Evaluation

We start from the ClaimRev dataset (Skitalinskaya et al., 2021), consisting of
124,312 claim revision histories from the debate platform Kialo. Each history
defines a chain (c1, ..., cm), in which claim ci is a revised version of the previous
claim, ci−1 with 1 < i ≤ m, improving upon its quality. According to the
authors, this holds in 93% of all cases.

Fromeach revision chain, wederived all possible optimization pairs (c, c̃) :=
(ci−1, ci), in total 210,222. Most revisions are labeled with their intention by the
users who performed them, rendering them suitable for learning to optimize
claims automatically.2 Overall, 95% of all pairs refer to three intention labels:
clarification, typo/grammar correction, and corrected/added links. To avoid noise
from the few remaining labels, we condensed the data to 198,089 instances of
the three main labels.3

2As 26% of all pairs were unlabeled, we trained a BERT model to assign such pairs one of
the 6 most prominent labels.

3The labels of the removed instances denote changes to the meaning of c and statements
from which no action or intention can be derived (e.g., "see comments", "moved as pro").
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For the final task dataset, we associated each remaining pair (c, c̃) to its
context: the debate topic τ (i.e., the thesis on Kialo) as well as the previous claim ĉ

(the parent on Kialo), which is supported or opposed by c (see Figure 5.1). We
sampled 600 revision pairs pseudo-randomly as a test set (200 per intention
label), and split remaining pairs into training (90%) and validation set (10%).
As the given labels are rather coarse-grained, we look into the optimizations
in more detail in Section 5.7.

5.4 Approach

We now present the first approach to automatic claim optimization. To account
for the variety of possible optimizations, multiple candidate claims are gener-
ated that are pertinent to the context given and preserve the claim’s meaning.
Then, the best candidate is selected based on quality metrics. Both steps are
detailed below and illustrated in Figure 5.2.

5.4.1 Seq2Seq-based Candidate Generation

To generate candidates, we fine-tune a Seq2Seqmodel on pairs (c, c̃), by treating
the original claim c as encoder source and revised claim c̃ as the decoder target.
In a separate experiment, we condition the model on context information, the
debate topic τ and the previous claim ĉ, during fine-tuning to further optimize
the relevance of generated candidates. The context is separated from c by
delimiter tokens (Keskar et al., 2019; Schiller et al., 2021).

Multiple ways to improve c exist, especially if it suffers frommultiple flaws,
since not all flaws may be fixed in a single revision. Therefore, we first generate
n suitable candidates, c̃1, . . . , c̃n, among which the best one is to be found later
(n is set to 10 in Section 3.6). However, the top candidates created by language
models often tend to be very similar. To increase the diversity of candidates,
we perform top-k sampling (Fan et al., 2018), where we first generate the most
probable claim (top-1) and then vary k with in steps of 5 (e.g. top-5, top-10,
etc).

5.4.2 Quality-based Candidate Reranking

Among the n candidates, we aim to find the optimal claim, c∗, that most
improves the delivery of c in terms of text and argument quality. Similar to
Yoshimura et al. (2020), we tackle this task as a candidate selection problem. In
our proposed strategy, AutoScore, we integrate three metrics: (1) grammatical
fluency, (2) meaning preservation, and (3) argument quality. This way, we
can explicitly favor specific quality dimensions via respective models:
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Seq2Seq-based
Candidate Generation

Quality-based
Candidate Reranking

This technology could be weaponized.

Humans should be 
allowed to explore 
[DIY gene editing] 
<LINK>. 

fluency
arg.

quality
meaning

Top-k sampling

Top-1 sampling

This technology could be [weaponized] <LINK>.

This technology could be weaponized, so it is 
important to safeguard from being weaponized.

This technology could be [weaponized] <LINK>, 
and therefore should not be allowed to exist. 

This technology could be [weaponized] <LINK>, 
and therefore should not be allowed to exist. 

Original claim

Optimized claim

Candidate #1

Candidate #2

Candidate #n

Ranked #1

Context

Metrics

…

Figure 5.2: Proposed claim optimization approach: First, we generate n can-
didates from the original claim, possibly conditioned on context information.
Then, the optimized claim is selected using three quality metrics.

Grammatical Fluency We learn to assess fluency on theMSR corpus (Toutanova
et al., 2016) where the grammaticality of abstractive compressions is scored by
3–5 annotators from 1 (disfluent) to 3 (fluent). We chose this corpus, since
multiple compressions per input make a trained model sensitive to the differ-
ences in variants of a text. For training, we average all annotator scores and
make the task binary, namely, a text is seen as disfluent unless all annotators
gave score 3. Then, we train BERT on the data to obtain fluency probabilities
(details found in Appendix B.1). The accuracy of our model on the suggested
data split is 77.4.

Meaning Preservation To quantify to what extent a generated candidate
maintains the meaning of the original claim, we compute their semantic sim-
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ilarity as the cosine similarity of the SBERT sentence embeddings (Reimers
and Gurevych, 2019).

Argument Quality Finally, to examine whether the generated candidates are
better than the original claim from an argumentation perspective, we fine-tune
a BERT model on the task of pairwise argument classification using the Claim-
Rev dataset. Since this corpus is also used to fine-tune the Seq2Seq model,
we apply the same training and validation split as described in Section 5.3.2
to avoid data leakage, and obtain 75.5 accuracy. We then use its probability
scores to determine relative quality improvement (for more details see Ap-
pendix B.1). Given the three quality metrics, we calculate the final evaluation

score, AutoScore, as the weighted linear sum of all three individual scores as

α · fluency + β ·meaning + γ · argument,

where fluency,meaning, and argument are the normalized scores for the three
outlined quality metrics. The three non-negative weights satisfy α+ β+ γ = 1.

It should be noted that depending on the domain or writing skills of the
users, there may be other more suitable datasets or approaches to capturing the
outlined quality aspects, which could potentially lead to further performance
improvements. While we do explore how well the suggested approaches
transfer to certain other domains of text (see Section 5.7.3), identifying the
optimal model for each quality dimension falls beyond the scope of this paper.

5.5 Experiments

This section describes our experimental setup to study how well the claims
from Section 5.3 can be improved using our approach from Section 5.4. We
focus on the impact of candidate selection.

5.5.1 Seq2Seq-based Candidate Generation

For candidate generation, we employ the pre-trained conditional language
model BART (Lewis et al., 2020), using the bart-large checkpoint. However,
other Seq2Seq architectures can also be considered within our approach (see
Appendices B.1, B.2).

5.5.2 Quality-based Candidate Reranking

We evaluate our candidate selection approach in comparison to three ablations
and four baselines:
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Approach To utilize AutoScore for choosing candidates, the optimal weight-
ing of its metrics must be determined. We follow Yoshimura et al. (2020),
performing a grid search in increments of 0.01 in the range of 0.01 to 0.98

for each weight to maximize the Pearson’s correlation coefficient between
AutoScore and the original order of the revisions from revision histories in
the validation set. Similar has been done for counterargument retrieval by
Wachsmuth et al. (2018). The best weights found are α=0.43, β=0.01, and
γ=0.56, suggesting that meaning preservation is of low importance and po-
tentially may be omitted. We suppose this is due to the general similarity of
the generated candidates, so a strong meaning deviation is unlikely.

Ablations To assess the impact of each considered quality metric used in
AutoScore, we perform an ablation study, where optimal candidates are chosen
based on the individual metric scores:

• Max Fluency. Highest grammatical fluency
• Max Argument. Highest argument quality
• Max Meaning. Highest semantic similarity

Baselines We test four selection strategies for 10 candidates generated via
top-k sampling:

• Unedited. Return the original input as output.
• Top-1. Return the most likely candidate (obtained by appending the most

probable token generated by the model at each time step).
• Random. Return candidate pseudo-randomly.
• SVMRank. Rerank candidates with SVMRank (Joachims, 2006).Using

sentence embeddings we decide which of the claim versions is better, by
fine-tuning SBERT (bert-base-cased) on the corpus of Skitalinskaya et al.
(2021).

5.5.3 Evaluation

We explore claim optimization on all 600 test cases, both automatically and
manually:

Automatic Evaluation We compare all content selection strategies against the
reference revisions using the precision-oriented BLEU (Papineni et al., 2002),
recall-oriented Rouge-L (Lin, 2004), SARI (Xu et al., 2016), which computes the
average F1-scores of the added, kept, and deleted n-grams in comparison to the
ground truth revision output, and the exact match accuracy. We also compute
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the semantic similarity of the optimized claim and the context information to
capture whether conditioning claims on context affects their topic relevance.

Manual Evaluation As we fine-tune existing generation models rather than
proposing new ones, we focus on the candidate selection in two manual annota-
tion studies. For each instance, we acquired five independent crowdworkers
via MTurk.

In the first study, the annotators scored all candidates with respect to the
three considered quality metrics. We used the following Likert scales:

• Fluency. 1 (major errors, disfluent), 2 (minor errors), and 3 (fluent)
• Meaning Preservation. 1 (entirely different), 2 (substantial differences), 3

(moderate differences), 4 (minor differences), and 5 (identical)
• Argument Quality. 1 (notably worse than original), 2 (slightly worse), 3

(same as original), 4 (slightly improved), and 5 (notably improved)

A challenge of crowdsourcing is to ensure good results (Sabou et al., 2014).
To account for this, we obtained the fina fluency, argument quality and mean-
ing preservation scores using MACE (Hovy et al., 2013), a Bayesian model that
gives more weight to reliable workers. In the given case, 39% of the 46 annota-
tors had a MACE competence value > 0.3, which can be seen as reasonable in
MTurk studies.

In the second study, we asked annotators to rank four candidates, returned
by the content selection strategies, by perceived overall quality. If multiple
candidates were identical, we showed each only once. While Krippendorff’s α
agreement was only 0.20 and percent agreement was 0.36% (majority vot-
ing), such values are common in subjective tasks (Wachsmuth et al., 2017b;
Alshomary et al., 2021a).

5.6 Results and Discussion

Apart from evaluating the applicability of large generative language models
to the task of argumentative claim optimization in general, our experiments
focus on two questions: (1) Does the use of explicit knowledge about text and
argument quality lead to the selection of better candidates? (2) Does the use
of contextual information make the generated candidates more accurate and
relevant to the debate?
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Approach BLEU RouL SARI NoEd↓ ExM
Baselines
Unedited 69.4 0.87 27.9 1.00 0.0%
BART + Top-1 64.0 0.83 39.7 0.31 7.8%
BART + Random 62.6 0.83 38.7 0.28 6.8%
BART + SVMRank 55.7 0.76 38.8 0.03 4.5%
Approach
BART + AutoScore 59.4 0.80 43.7 0.02 8.3%
Ablation
BART + Max Fluency 57.6 0.78 41.5 0.09 5.8%
BART + Max Argument 60.9 0.81 43.6 0.02 8.0%
BART + Max Meaning 69.0 0.87 33.8 0.72 5.2%

Table 5.1: Automatic evaluation: Performance of each candidate selection
strategy on 600 test cases in terms of BLEU, Rouge-L, SARI, ratio of unedited
cases, and ratio of exact matches to target reference.

5.6.1 Overall Claim Optimization Performance

Automatic Evaluation Table 5.1 shows the automatic scores of all considered
candidate selection strategies. The high scores of the baseline Unedited on
metrics such as BLEU and ROUGE-L indicate that many claim revisions change
little only. In contrast,Unedited is worst on SARI, a measure taking into account
words that are added, deleted, and kept in changes, making it more suitable
for evaluation. Here, BART+AutoScore performs best on SARI (43.7) and exact
match accuracy (8.3%).

The BART+MaxMeaning ablation supports the intuition that the candidates
with highest meaning preservation scores are those with minimal changes,
if any (72% of the candidates remain identical to the input). Such identical
outputs are undesirable, as the claims are not optimized successfully, which
is also corroborated by the low weight parameter (β = 0.01) found for the
meaning preservation metric when optimizing AutoScore (see Section 3.6).

Manual Evaluation Table 5.2 shows that human annotators prefer optimized
candidates selected by AutoScore, with an average rank of 1.92. The difference
to Top-1 and Random is statistically significant (p < .05 in both cases) according
to a Wilcoxon signed-rank test, whereas the gain over the second-best algo-
rithm, SVMRank, is limited. Also, candidates of AutoScore and SVMRank
are deemed more fluent than those of Top-1 and Random (2.33 vs. 2.29 and
2.26). In terms of argument quality, the results deviate from the automatic
evaluation (Table 5.1), showing marginally higher scores for SVMRank and
Top-1. Further analysis revealed that AutoScore and SVMRank agreed on the

106 GENERATION OF OPTIMIZED ARGUMENTATIVE TEXTS



Model Strategy Fluency Argument Meaning Rank
BART Top-1 2.29 3.61 3.65 2.16

Random 2.26 3.50 3.53 2.06
SVMRank 2.33 3.69 3.66 1.95
AutoScore 2.33 3.61 3.57 1.92

Table 5.2: Manual evaluation: Scores on the 600 test cases generated by BART
using our candidate selection strategy AutoScore or the baselines: fluency
(1–3), argument quality and meaning (1–5), mean rank (1–4, lower better).
AutoScore ranks significantly better than Top-1 (p < .005), Random (p < .05),
and SVMRank (p < .1).

Context BLEU Original Previous Topic
Claim only 59.4 0.95 0.55 0.55
+ Previous Claim 60.3 0.95 0.57 0.57
+ Debate Topic 60.0 0.95 0.55 0.55
Human-Baseline 100.0 0.94 0.55 0.55

Table 5.3: BLEU and semantic similarity score with respect to the original claim,
the debate’s previous claim, and its topic of BART+AutoScore, depending on
the context given for the 600 test samples.

optimal candidate in 35% of the cases, partially explaining their close scores.
Although SVMRank achieved high scores across the three quality metrics, we
note that the annotators preferred candidates scores generated by AutoScore,
highlighting the importance of more diverse revision changes reflected by
lower meaning preservation scores.

Overall, our findings suggest that using candidate selection approaches that
incorporate quality assessments (i.e., AutoScore and SVMRank) leads to can-
didates of higher fluency and argument quality while preserving the meaning
of the original claim. In addition to Figure 5.1, examples of automatically-
generated optimized claims can be found in the appendix.

5.6.2 Performance with Context Integration

General Assessment Table 5.3 shows the semantic similarity of claims opti-
mized by our approach and context information, depending on the context
given. The results reveal slight improvements when conditioning the model
on the previous claim (e.g., 60.3 vs. 59.4 BLEU). To check whether this led to
improved claims, two authors of the paper compared 600 claims generated
with and without the use of the previous claim in terms of (a) which claim
seems better overall and (b) which seems more grounded. We found that
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using the previous claim as context improved quality in 12% of the cases and
lowered it in 1% only, while leading to more grounded claims in 36%.

Qualitative Analysis Our manual inspection of a claim sample revealed the
following insights:

First, conditioning on context reduces the number of erroneous specifi-
cations, particularly for very short claims with up to 10 words. This seems
intuitive, as such claims often convey little information about the topic of the
debate, making inaccurate changes without additional context likely.

Next, Kialo revisions often adhere to the following form: A claim introduces
a statement and/or supporting facts, followed by a conclusion. This pattern
was frequentlymimicked by our approach. Yet, in some cases, it added a follow-
up sentence repeating the original claim in different wording or generated
conclusions containing fallacious or unsoundphrases contradicting the original
claim in others. Modeling context mitigated this issue.

Finally, we found that models conditioned on different contexts sometimes
generated candidates optimized in different regards, whereas a truly optimal
candidate would be a fusion of both suggestions.

5.7 Analysis

To explore the nature of claim optimization and the capabilities of our approach,
this section reports on (a) what types of optimizations exist, (b) how well
our approach can operationalize these, and (c) how well it generalizes to
non-argumentative domains.

5.7.1 Taxonomy of Optimization Types

To understand the relationship between optimizations found in the data and
the underlying revision intentions, two authors of this paper inspected 600
claim revisions of the test set. Opposed to actions, intentions describe the
goal of an edit (e.g., making a text easier to read) rather than referring to
specific changes(e.g., paraphrasing or adding punctuation). We build on
ideas of Yang et al. (2017) who provide a taxonomy of revision intentions in
Wikipedia texts. Claims usually do not come from encyclopedias, but from
debate types or from monological arguments, as in essays (Persing and Ng,
2015). Therefore, we adapt the terminology of Yang et al. (2017) to gear it
more towards argumentative texts.

As a result of a joint discussion of various sample pairs, we decided to dis-
tinguish eight optimization types, as presented in Table 5.4. Both authors then
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Type Human Approach Better Same Worse
Specification 59 152 65% 19% 16%
Simplification 43 18 61% 28% 11%
Reframing 29 21 62% 33% 5%
Elaboration 23 55 62% 18% 20%
Corroboration 161 38 53% 23% 24%
Neutralization 7 0 – – –
Disambiguation 8 8 63% 25% 12%
Copy editing 293 301 59% 26% 15%
Overall 623 593 60% 24% 16%

Table 5.5: Manual analysis: Comparison of the human-optimized claims
of all 600 test cases (some have multiple) and of the claims optimized by
BART+AutoScore (15 claims were unchanged). The three right columns show
the ratio of optimized claims judged better, same, or worse than the original in
terms of overall quality.

annotated all 600 test pairs for these types, which led to only 29 disagreement
cases, meaning a high agreement of 0.89 in terms of Cohen’s κ. These cases
were resolved by both annotators together.4

Table 5.4 also shows cooccurrences of the types and intention labels. Typo/grammar
correction and correcting/adding links align well with copy editing and corrobo-
ration respectively. In contrast, clarification is broken into more fine-grained
types, where specification seems most common with 58 cases, followed by
simplification and reframing. Examples of each type are found in the appendix.

We point out that the eight types are not exhaustive for all possible claim
quality optimizations, but rather provide insights into the semantic anddiscourse-
related phenomena observed in the data. We see them as complementary to
the argument quality taxonomy of Wachsmuth et al. (2017b) as ways to im-
prove the delivery-related quality dimensions: clarity, appropriateness, and
arrangement.

5.7.2 Performance across Optimization Types

To enable comparison between the human optimizations and automatically
generated outputs, two authors of the paper labeled 600 optimized claims with
the types defined in Table 5.4. Due to resource constrains only the best per-
forming approach, BART+AutoScore, was considered. Overall, our approach
generates better claims in 60% of the cases, while 84% remain at least of similar

4We acknowledge that there is potential bias inherent in self-annotation. However, we
would like to point out that no knowledge about the test set was used to develop the approach
presented in Section 5.4.
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Approach BLEU RouL SARI NoEd↓ ExM
WikiHow Dataset
Unedited 65.7 0.85 28.4 1.00 0.00%
BART + Top-1 64.7 0.83 41.3 0.50 13.0%
BART + AutoScore 61.8 0.80 48.5 0.08 16.0%

IteraTeR Dataset
Unedited 74.0 0.86 28.6 1.00 0.00%
BART + Top-1 68.9 0.83 37.0 0.07 0.00%
BART + AutoScore 64.8 0.80 38.6 0.02 0.00%

Table 5.6: Automatic evaluation: Performance of candidate selection strategies
on data fromother domains, in terms of BLEU, Rouge-L, SARI, ratio of unedited
samples, and ratio of exact matches to target reference.

quality.
Most noteworthily, we observe that our approach performs optimizations

of the type specification 2.5 times as often as humans, and more than double as
many elaboration revisions (55 vs. 23). In contrast, it adds, edits, or removes
evidence in the form of links (corroboration) four times less often than humans.
The model also made fewer simplifications (18 vs. 43) and no neutralization edits,
which may be due to data imbalance regarding such types.

In terms of average quality, specification (65%) and disambiguation edits (63%)
most often lead to improvements, but the eight types appear rather balanced
in this regard. The Jaccard similarity score between optimizations performed
by humans and our approach is 0.37, mostly agreeing on copy edits (178 cases)
and corroboration (22 cases). Given such low overlap, future work should
consider conditioning models to generate specific optimizations.

5.7.3 Performance across Revision Domains

Lastly, we examine whether our approach, along with the chosen text quality
metrics, applies to texts from other domains. We consider two datasets: Wik-
iHow (Anthonio and Roth, 2020), containing revisions of instructional texts,
and IteraTeR (Du et al., 2022), containing revisions of various formal texts,
such as encyclopedia entries, news, and scientific papers. For our experiments,
we use the provided document-level splits, and sample 1000 revision pairs
pseudo-randomly as a final test set.

Table 5.6 shows automatic evaluation results. In both cases, BART+Autoscore
leads to higher SARI scores (48.5 vs. 41.3 for WikiHow, 38.6 vs. 37.0 for Iter-
aTeR), and notably reduces the number of cases where the models failed to
revise the input (0.08 vs. 0.50 for WikiHow). The reported BART+Top1 model
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represents the approach of Du et al. (2022), indicating that our approach and
its text quality metrics achieve state-of-the-art performance with systematic
improvements across domains, when generating optimized content. However,
as different domains of text have different goals, different notions of quality,
and, subsequently, different revision types performed, integrating domain-
specific quality metrics may further improve performance. We leave this for
future work.

5.8 Limitations

This work contributes to the task of argumentative text editing, namely we
explore how to revise claims automatically in order to optimize their quality.
While our work may also improve downstream task performance on other
tasks, it is mainly intended to support humans in scenarios, such as the creation
and moderation of content on online debate platforms as well as the improve-
ment of arguments generated or retrieved by other systems. In particular, the
presented approach is meant to help users by showing examples of how to
further optimize their claims in relation to a certain debate topic, so they can
deliver their messages effectively and hone their writing skills.

However, our generation approach still comes with limitations and may
favor revision patterns over others in unpredictable ways, both of which might
raise ethical concerns. For example, it may occasionally produce false claims
based on untrue or non-existent facts. We think, humans should be able to
identify such cases in light of the available context though, as long as the
improvements remain suggestions and do not happen fully automatically, as
intended.

The presented technology might further be subject to intentional misuse. A
word processing software, for example, could be conditioned to automatically
detect and adapt claims made by the user in subtle ways that favors political or
social views of the software provider. Such misuse might then not only change
the intended message of the text, but also influence or even change the views
of the user (Jakesch et al., 2023).

In a different scenario, online services, such as social media platforms or
review portals, might change posted claims (e.g. social media posts, online
reviews) to personalize them and increase user engagement or revenue. These
changes might not only negatively affect the posting, but also the visiting user.

While it is hard to prevent such misuse, we think that the described sce-
narios are fairly unlikely, as such changes tend to be noticed by the online
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community quickly. Furthermore, the presented architecture and training
procedure would require notable adaptations to produce such high-quality
revisions.

An aspect that remains unexplored in this work is the ability of the pre-
sented approaches to work with variations of the English language, such as
African-American English, mainly due to the lack of available data. In this
regard, the approach might unfairly disadvantage or favor particular language
varieties and dialects, potentially inducing social bias and harm if applied in
public scenarios. We encourage researchers and practitioners to stay alert for
such cases and to choose training data with care for various social groups.

Finally, our work included the labeling of generated candidate claims on a
crowdsourcing platform. As detailed in Section 5.5, we compensated MTurk
workers $13 per hour, complying with minimum wage standards in most
countries at the time of conducting the experiment.

5.9 Conclusion

With this paper, we work towards the next level of computational argument
quality research, namely, to not only assess but also to optimize argumentative
text. Applications include suggesting improvements in writing support and
automatic phrasing in debating systems. We presented an approach that
generates multiple candidate claim optimizations and then selects the best one
using various quality metrics. In experiments, combining fine-tuned BART
with such candidate selection improved 60% of the claims from online debates,
outperforming several baseline models and candidate selection strategies. We
showcased generalization capabilities on two out-of-domain datasets, but we
also found some claim optimization types hard to automate.

In future work, we seek to examine whether recent large language mod-
els (e.g., Alpaca) and end-to-end models (where generation and candidate
selection are learned jointly) can further optimize the quality of claims. As
our approach so far relies on the availability of large claim revision corpora
and language models, techniques for low-resource scenarios and languages
should be explored to make claim optimization more widely applicable.
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5.10 Implications for the Thesis

The findings presented in this chapter address the third research question:
How to approach the generation of improved argumentative texts using computa-
tional methods? Specifically, we showcased how combining the capabilities of
large language models with quality-based reranking can be used to automati-
cally rewrite argumentative texts. Through a series of experiments, we have
showcased the benefits of leveraging contextual information when addressing
certain flaws in the text, such as the reduction of erroneous specifications,
repetitions, and fallacious or unsound phrases contradicting the original claim.
Additionally, we have demonstrated the generalization capabilities of the sug-
gested approaches on out-of-domain datasets, such as scientific articles, news,
and instructional texts, thereby shedding light on the adaptability of the sug-
gested methods beyond their original context.

Overall, the chapter provides valuable insights into how to approach the
modeling of argument quality for such optimizations of argumentative texts,
thereby contributing to a deeper understanding of the intricate dynamics
between linguistic proficiency and persuasive discourse. This research holds
significance not only in advancing academic knowledge but also in its practical
implications for enhancing writing assistance tools, ultimately aiding users in
generating more impactful and effective written communication.

In conclusion, the following chapter summarizes our main findings from
the individual chapters and their contributions while outlining their implica-
tions and limitations.
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6. Discussion and Conclusion

As discussed in Chapter 1, argumentative writing is an essential skill that
cultivates critical thinking, elevates public discourse, bolsters communication
abilities, and empowers people to engage thoughtfullywith information. In this
thesis, through the use of advanced computational techniques, we have aimed
to develop a set of methods that can guide writers and help them in improving
their argumentative writing skills and in producing more compelling and
persuasive texts. In this final chapter, we will reflect on the progress made
within our work and consider the challenges that lie ahead for the future of
computational argument assessment and text improvement generation. We
start with summarizing the key findings and contributions of our work, as
well as their potential impact on the field of computational argumentation and
argumentative writing support technologies (Section 6.1). In Section 6.2, we
then discuss the limitations of our work and areas we did not focus on while
highlighting how future research could potentially address these shortcomings
and unexplored directions. Finally, in Section 6.3, we conclude the thesis with
a closing remark.

6.1 Summary

Our research tackles a broad question: What makes a good argument and how can
we computationally model this knowledge to develop methods supporting individuals
in improving their arguments? Despite extensive studies on argument quality in
the past, the questions of supporting and automating argument improvement
remain largely unexplored. This thesis investigated the question in-depth and
assessed the potential benefits of computationally modeling argument quality
based on human revision and text editing behaviors. Through this exploration,
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we aimed to gain not only a thorough understanding of how such behaviors
influence the quality of arguments but also how these insights can be leveraged
to develop automated approaches that could guide users through the process
of critically assessing and improving their written texts.

To this extent, this thesis focused on three main research questions. We
start with the first research question, which targets the specifics of the domain
of argumentative writing and revision-based data:

RQ1 What quality-related phenomena are typical of argument revisions on
online debate platforms?

Previouswork on argument quality assessment introduced various datasets
covering different topics and domains, however, most of them are limited in
size and diversity, making them unsuitable for modeling generalizable aspects
of argument quality. While a significant amount of data can be obtained from
online debate platforms that support collaborative revision processes, it is
challenging to utilize this revision-based data to its full potential. On the one
hand, certain challenges arise from the notion of argument quality, as certain
quality dimensions are inherently subjective and depend on the surrounding
context. On the other hand, the nature of revision-based corpora, in general, is
known to be noisy and biased, making it difficult to compile reliable examples
of high and low quality content.

In Chapter 3, we outlined the main challenges of dealing with revision-
based corpora when modeling text quality. We addressed concerns related to
the representativeness and reliability of data, potential bias in revision behav-
iors due to topic preferences, model complexities and architectures suitable
for capturing differences between claim revisions, and the need for context
when evaluating argumentative claims.

To confirm whether such revision-based data could be used to compu-
tationally model argument quality, we conducted a detailed analysis of the
interplay between various types of revisions and their impact on the quality of
the argumentative text. Specifically, in Chapter 4, we explored the potential of
working with argumentative writing found in online debate platforms, such as
Kialo, where vast amounts of data are readily available. Our analysis yielded
compelling results, revealing that within the collected dataset, 93% of anno-
tated revisions were associated with an evident enhancement in argument

116 DISCUSSION AND CONCLUSION



quality. To better understand the differences between the types of revision
performed and their effect on argument quality, we conducted a second anno-
tation study. Here, the goal was to determine whether the revision improved
for each of the 15 argument quality dimensions defined by Wachsmuth et al.
(2017b) or not. We found that the collected revisions primarily target the
general form a well-phrased claim should have, mainly focusing on logical
and dialectical quality dimensions as opposed to rhetoric dimensions, such as
credibility, emotional appeal, etc.

Furthermore, in Chapter 5, we explored the interplay between various
types of improvement found in the data and the underlying revision intentions
of the authors. As a result, we have developed a fine-grained taxonomy that
categorizes revisions based on the actions (optimizations) taken to improve a
certain text. This taxonomy provided a framework that was not only used to
understand the effectiveness and significance of human revisions in enhancing
the overall quality andpersuasiveness of texts but also to evaluate automatically
generated revision outputs.

The second research question addressed the problem of modeling such
revision-based data to enable quality assessments of argumentative texts:

RQ2 How to approach the modeling of argument quality computation-
ally to enable the analysis of arguments in need of improvement?

When dealing with a high volume of text-based contributions, whether in
mass collaboration processes (online debate moderation, encyclopedia content
curation) or educational scenarios (essay feedback generation and grading),
manual analysis proves to be challenging, costly, and time-consuming. Thus,
automating the process of quality control can be beneficial not only to the
participants creating the content to learn how to write better texts but also
to the moderators and teachers, who monitor and evaluate the quality of the
generated data.

To this end, we considered several conceptualizations of argument quality
assessment. Specifically, in Chapter 3, we begin with introducing the task
of Suboptimal Claim Detection, where the goal is to identify low quality argu-
mentative texts in need of revision. Once problematic texts are identified, as
a next step, we propose the task of Claim Improvement Suggestion, where the
goal is to predict what type of revision a given text would benefit from most.
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Finally, in Chapter 4, we introduce the task of Claim Quality Ranking, where
several versions of the same text are compared in order to find the best one.
The differences in problem framing allow for a more nuanced and targeted as-
sessment when capturing argument quality, making them applicable to a wide
range of applications focusing on content quality control in online moderation
processes or education.

For each of these tasks, we proposed and evaluated various solutions
covering traditional and neural approaches. In experiments, we compared
the suggested methods to determine their effectiveness in capturing qual-
ity differences between different versions of the same text. Although there
were some limitations, we found that using revision-based data can be useful
for these tasks and can help assess argument quality from a yet unexplored
revision-oriented perspective. Overall, our results demonstrated that utilizing
revision-based data allows the learned quality assessment models to generalize
well across topics and make judgments regardless of the aspects and stances
covered in the text. Our proposed sampling strategy showed that training on
claim versions with a greater revision distance between them can improve
performance when identifying claims that require improvement. Moreover, we
have shown that incorporating contextual information in the modeling process
is beneficial when making any argument quality assessments. Specifically, we
have provided empirical evidence of the effectiveness of various context types
depending on the task and quality issues that a text is suffering from.

While the first two research questions help us understand, characterize,
and computationally model the quality of argumentative texts, they also offer
guidance on how to approach the automated improvement of such texts by
emphasizing important aspects, inter-dependencies, and attributes that shape
the perceived quality of the argument. Consequently, the third research ques-
tion addresses the problem of automatically generating improved versions of
argumentative texts while keeping in mind the lessons learned from quality
assessment tasks:

RQ3 How to approach the generation of improved argumentative texts using
computational methods?

Automated systems that can generate improved argumentative texts have
the potential to significantly enhance the efficiency and effectiveness of content

118 DISCUSSION AND CONCLUSION



creation and moderation processes, saving time and resources. For example,
such technologies could provide students with immediate feedback on their
written assignments, offering corrections and suggestions for improvement
while helping them learn from their mistakes and make revisions to their
work. On the other hand, teachers could use automated tools to streamline
the grading process, allowing them to focus more on providing personalized
feedback on content rather than spending excessive time on basic language,
formatting, structure, or argumentation issues. Similarly, content platforms,
such as online debates, can use such automated tools to ensure that user-
generated contentmeets specific quality standards before publication, reducing
the need for manual moderation. However, despite the wide attention devoted
by the research community to automated argument assessment, no work has
considered improving the quality of said arguments.

In Chapter 5, we address this gap and introduce the task of Claim Optimiza-
tion, where the goal is to rewrite an argumentative text without changing its
original meaning in order to improve its delivery. To this end, we proposed
various neural approaches that incorporate relevant contextual information
and argument quality assessments. In particular, we proposed an approach
that first generates a diverse range of candidate claims using a large language
model like BART and then selects the best candidate via a ranking process
using several argument and text quality metrics. We argue that decomposing
the approach into two stages allows for finer control over the claim genera-
tion process, facilitating more nuanced and higher quality improvements in
the final argumentative text. Using the proposed taxonomy of revisions, we
demonstrated in both automatic and manual evaluations that the suggested
approach outperforms several baselines covering nearly all types of revisions
typically performed by humans. Moreover, the proposed solutions also gener-
alize well to other domains, such as instructional texts, news, scientific articles,
and encyclopedia entries.

Together, these contributions address several limitations and research gaps
derived from previous work in computational argumentation and natural
language processing (see Section 1.2), such as the absence of approaches
capable of making general argument quality assessments independently of the
subject matter, beliefs and biases of the participants or audience, the lack of
computational solutions geared towards guiding writers on how and when to
improve the quality of their argumentative texts, and the scarcity of large-scale
corpora necessary to facilitate the tasks mentioned above.
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6.2 Limitations and Future Work

Though the conducted analysis and presented approaches bring advances
in how we can assess argument quality and assist users in improving their
argumentative texts, the work also comes with limitations imposed by the
research design and chosen methods.

Low-resource Scenarios and Multilinguality
A notable aspect left unexplored in this work is the adaptability of the

proposed methodologies beyond the English language. This is primarily due
to the lack of available data in the form of revision histories of argumentative
texts for other languages. This leads us to another connected issue: the ability of
the suggested approaches to successfully perform the considered tasks in cases
where limited annotated data is available. Although, in Chapter 3, we explore
low-resource scenarios for low argument quality detection, our approaches
for text generation (Chapter 5) require large scale parallel corpora for training.
Addressing these constraints is essential to enhancing the applicability and
inclusivity of proposed solutions to generative language modeling and quality
assessment across different languages and domains.

During the final writing stages of this thesis, large language models with
hundreds of billions of parameters, such as GPT-4 (OpenAI, 2023) and LLaMA
(Touvron et al., 2023), have been introduced and made available to researchers
and practitioners. While such models require significant computational re-
sources for training, they have made it possible to directly process text genera-
tion tasks via in-context learning (Brown et al., 2020) without any fine-tuning.
Recent research suggests that such large language models can successfully
perform cross-lingual text classification and generation tasks, i.e., perform
tasks in a target language although they were not implicitly trained on that
language (Tanwar et al., 2023; Holmström et al., 2023). In future work, it would
be interesting to explore how well such large language models can perform
the argument assessment and generation tasks introduced in this thesis and
understand their limitations when it comes to alleviating problems related to
limited data availability and cross-lingual transfer.

Bias, Factuality, and Ethical Considerations
Generative language models, while capable of producing coherent and

contextually relevant text, are known to suffer from several limitations pertain-
ing to the level of bias and factuality of the generated content. In our work, to
generate argumentative text improvements, we relied on pre-trained language
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models, such as BART(Lewis et al., 2020) in Chapter 5, which occasionally
may inadvertently generate inaccurate or misleading content and perpetuate
or even exacerbate biases present in its training data, leading to biased and
unfair generated outputs. Despite ongoing efforts to mitigate bias (Liu et al.,
2021; Stahl et al., 2022) and ensure faithfulness and factuality (Guo and Singh,
2023), achieving a completely bias-free generation remains a challenging en-
deavor. In this regard, future work could consider integrating additional bias
detection and fact verification mechanisms within the considered approaches,
for example, as part of the reranking strategy proposed in Chapter 5.

Moreover, it is worth mentioning that the development of automated text
improvement technologies comes with challenging ethical problems. On the
one hand, such technologies need to preserve a certain level of free speech to
stimulate high-quality discussions while implementing regulations to identify
editing behaviors defined as inappropriate. On the other hand, distinguish-
ing such legitimate forms of regulation from illegitimate censorship, where
particular opinions and individuals are suppressed, is a challenge of its own.
Without solutions to mitigate these negative effects, the technologies presented
in the paper might be subject to intentional misuse. For example, one could
condition the proposed generative approaches to automatically detect and
adapt claims made by users to favor political or social views. Such misuse
might then not only change the intended message of the text but also influence
or even change the views of the user (Jakesch et al., 2023). Addressing these
limitations is crucial for harnessing the full potential of generative language
models while safeguarding against their unintended consequences on society.

The Role of Audience Characteristics and Emotions in Revisions
Another important aspect is that our suggested approaches, while capable

of automatically refining and enhancing written arguments, do not take into
account audience or participant characteristics, which have been shown to be
integral to effective communication (Lukin et al., 2017; Durmus et al., 2019b;
Alshomary et al., 2021a; Alshomary and Wachsmuth, 2021). Such characteris-
tics could include prior beliefs, personalities, gender, and social background,
among others. By failing to tailor their revisions to the unique perspectives
and predispositions of readers, these models risk producing arguments that
are less compelling or even counterproductive.

Furthermore, a significant gap exists in the exploration of emotional en-
gagement within the context of argumentative text revisions. Emotions play
a pivotal role in influencing the receptiveness and persuasiveness of an argu-

DISCUSSION AND CONCLUSION 121



ment, yet due to the specificity of the considered corpora, where it was against
platform policy to contribute arguments that are typically emotionally loaded,
such as testimonies and anecdotical evidence. As such, we haven’t explored
the interplay of emotions and argument quality in the revision process. Ad-
dressing these limitations is essential for ensuring that generative language
models can truly enhance the effectiveness of argumentative texts and foster
more persuasive and emotionally resonant communication.

Personalization of Automated Argument Assessment and Revision
While the previous paragraph focuses on the audience characteristics, it is

also important to take into account the domain specifics and characteristics
of the user interacting with such argumentative writing support technologies.
While in our work, we do not integrate such information in the argument
assessment and revision approaches; we believe that adding such personaliza-
tion into the process could lead to further improvements and enable a more
user-focused and targeted support. For example, in educational scenarios,
by considering factors such as a user’s age, educational level, and prior argu-
mentation skills, one could tailor argument assessment and revision support
approaches to adjust the complexity and depth of their guidance to support the
individual needs of a student, while ensuring that the content remains relevant
and comprehensible. Thus offering a more effective and engaging learning
experience. On the other hand, in online moderation scenarios, personalized
revision support can help users understand and rectify their violations of
community guidelines while ensuring high-quality content, thus promoting a
more constructive and respectful online environment. However, dealing with
such user-specific characteristics comes with its own challenges (Weidinger
et al., 2022; Brown et al., 2022). Collecting and processing user-specific data
to provide personalized moderation assistance can potentially encroach upon
user privacy. Safeguarding sensitive information and ensuring that data han-
dling practices align with legal and ethical standards, such as the General Data
Protection Regulation (GDPR), would be crucial to address such concerns.

Beyond Text Quality Improvement in Argumentation Contexts
As previously mentioned, the development of large language models, such

as GPT-4 and LLama, has led to a paradigm shift in the field of natural language
processing by moving away from typical finetuning processes to in-context
learning. Although in-context learning represents a cost-effective way to har-
ness the power of such models, it is highly sensitive to prompt engineering
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(Wei et al., 2022), i.e., designing and crafting input instructions to elicit desired
responses or behaviors from the model to boost its performance. Consequently,
various prompt methods have been suggested in recent work, such as few-shot
prompting, i.e., prepending high-quality input-output demonstrations before
task prompt (Vilar et al., 2023), automatic prompt learning, i.e., enabling the
model itself to augment and curate high quality training examples to improve
its own performance (Li et al., 2023), chain-of-thought prompting, i.e., allow-
ing models to decompose multi-step problems into intermediate steps (Wei
et al., 2022), etc.

Leaving out the computational argumentation context of our work, we
would like to suggest a more broad perspective on how the considered con-
cepts of iterative revision and text refinement can benefit the large language
models and existing prompting techniques. Specifically, in future work, we are
interested in exploring whether conditioning large language models to itera-
tively generate feedback and refine their own outputs through novel prompting
techniques to provide a high-quality response in a single inference. We believe
that such conditioning could lead to performance improvements beyond the
considered tasks of argumentative text assessment and generation, but on
other natural language processing tasks, such as text summarization (Zhang
et al., 2023) and commonsense reasoning (Qiao et al., 2023). We want to ex-
plore whether such refinement is possible to achieve solely through prompting
without requiring additional training data or reinforcement learning (Sutton
and Barto, 2018).

6.3 Closing Remark

With this work, we took a step forward towards automatically assessing the
quality of argumentative texts and generating their improved versions. We
have done so by adopting a new perspective that looks at argument quality
through the lens of revisions. This approach has allowed us to gain insights
into the essential aspects of the revision process and how it correlates with the
broader theory of argument quality. We believe our work will be a valuable
resource for researchers, moderators, debate enthusiasts, education specialists,
and practitioners alike. As Mark Twain once noted, "Writing is easy. All you
have to do is cross out the wrong words.", we hope our work simplifies the process
of refining arguments and showcases that, with the right approach, the art of
persuasion becomes an attainable endeavor.
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A. Experimental Details for Chapter 3

A.1 Implementation and Training Details

A.1.1 Generating Embeddings

All claim embeddings were generated using the flair library,1 via Document-
PoolEmbeddings for non-transformer-based models, such as Glove and Flair,
or TransformerDocumentEmbeddings for BERT and ELECTRA embeddings.

Glove + SVM We derived claim representations by averaging the obtained
word representations and feed them as input to a linear SVM (Joachims, 2006).
We initialized the 100-dimensional word embeddings pretrained onWikipedia
data ("glove-wiki-gigaword-100").

Flair + SVM We used the 2,048-dimension “news-forward” embeddings,
produced by a forward bi-LSTM, trained on the One Billion Word Bench-
mark (Chelba et al., 2013) and feed the obtained embeddings to a linear SVM
classifier.

BERT We use the case-sensitive pre-trained version (bert-base-cased).

A.1.2 Training SVM models

For faster convergence when dealing with a large number of samples, we use
a SVM with a linear kernel, specifically, LinearSVC, as implemented in the
sklearn library.2 We set maximum iterations to 1000 and choose the regular-
ization parameter out of {0.001, 0.01, 0.1, 1, 10}.

1flair, https://github.com/flairNLP/flair
2sklearn SVM, https://scikit-learn.org/stable/modules/generated/sklearn.svm.

LinearSVC.html#sklearn.svm.LinearSVC

EXPERIMENTAL DETAILS FOR CHAPTER 3 127

https://github.com/flairNLP/flair
https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html#sklearn.svm.LinearSVC
https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html#sklearn.svm.LinearSVC


False Positives False Negatives

The HPV virus is harmful. (Clarif) can be dangerous for bikers
Vertically farming is healthier for
people. (Clarif)

Women are healthier than men

There would be disputed over the
leaders (Typo/Grammar)

I can’t support this. The math is way
off. We have 15X the population and
55X the homicide rate.

The world is becoming too popu-
lated anyway. (Style)

People are likely to forget distressing
memories.

The Czech Republic is funding
travel TV shows in Korea. (Links)

The police of every country have
abused their authority systemically
at some point in history

A number of recreational drugsmay
have health benefits. (Links)

Podcasts cannot include music due
to copyright issues, so they cannot
replace radio entirely

Table A.1: Examples of False Positive and False Negative predictions obtained
by FT-DeBERTa (without considering context). The true class for False Posi-
tives is reflected in the brackets at the end of each claim.

A.1.3 Fine-tuning Transformer-based models

We used the bert-base-cased pre-trained BERT version (110M parameters), the
electra-base-discriminator pre-trained ELECTRA version (110M parameters),
and the deberta-base pretrained DeBERTA version (140M parameters) as im-
plemented in the huggingface library.3 We set the maximum sequence length
to 128 and 256 tokens, depending whether contextual information was used
or not. We trained for a maximum of five epochs using the Adam optimizer
with a warmup of 10000 steps and linear learning rate scheduler. We chose
the learning rate out of {5e-7, 1e-6, 5e-6, 1e-5, 5e-4} and found that 1e-5 works
best for BERT and DeBERTa, and 1e-6 – for ELECTRA. In all experiments,
the batch size was set to 8. The training time on one RTX 2080Ti GPU was
80–160 minutes, depending on the chosen setup (with or without context
information).

A.1.4 Data and Models

All dataset extensions and trained models are available under the CC-BY-NC
license.

3Huggingface transformers, https://huggingface.co/transformers/pretrained_
models.html
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Predicted

Clarification Typo Links

Clarification 5884 (.64) 2593 (.28) 709 (.08)

T r
ueTypo 2788 (.33) 5214 (.61) 483 (.06)

Links 1020 (.39) 544 (.21) 1067 (.41)

Table A.2: Claim improvement suggestion: Confusion matrix obtained by
FT-DeBERTa without using context.

A.2 Prediction Outputs

A.2.1 Suboptimal Claim Detection

Table A.1 provides examples of false negative and false positive predictions
obtained by FT-DeBERTa (without considering context) illustrating common
patterns found in the results.

A.2.2 Claim Improvement Suggestion

Table A.2 presents the confusion matrix of predictions made by FT-DeBERTa
(without considering context) illustrating misclassification patterns found in
the results.

Table A.3 provides examples of misclassifications obtained by the best per-
formingmodel (FT-DeBERTa), illustrating cases where both the true class label
and the predicted class label represent plausible revision type suggestions.

A.2.3 End-to-end Setup

Table A.4 provides extended performance results obtained by approaches
using ELECTRA and DeBERTA in an end-to-end setup, where both optimal
claim detection and improvement suggestion tasks are combined into one
multiclass classification task with four classes: optimal (claim does not need
revisions), needs clarification, needs typo and/or grammar correction, needs
editing of links.

The results suggest that in such setup it is highly difficult to detect claims
requiring clarification edits (F1-scores of 15.3 (FT-DeBERTa with parent) and
1.5 (FT-ELECTRA with parent). Such low scores can be partially explained by
(a) the high diversity of changes included in the class compared to typo and
links classes, (b) the high imbalance of the data (percentage of samples per
class: clarification (18%), typo (17%), links (5%), and optimal (60%)).

Table 3.6 emphasizes the general benefit of utilizing contextual informa-
tion, however, similar to the results obtained in the task of claim improvement
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Claim True Label Predicted Label

Freedom of speech is exceptionally good in the US,
despite a recent decline in its acceptance

clarif links

Muslim women must remove their burkas for their
driver’s license.

clarif links

Voluntary help is beneficial to Germany clarif gram
indecent exposure violated the right of free expres-
sion, and is therefore an illegal law.

clarif gram

Public restrooms should be gender neutral. clarif gram
Not all platforms aid terrorists’ cause. Those who
do not will not be censored or shut down.

typo clarif

The use of nuclear weapons was required in order
to end the Pacific War between the US and Japan.

typo clarif

Nuclear weapons have spread to politically unsta-
ble states, for example Pakistan which experienced
stagflation during the 1990s, a military coup in 1999
as well as a unsuccessful coup attempt in 1995.

typo links

Many of the animals are now extinct, such as mam-
moths, mastodons, aurochs, cave bears ect.

typo links

For example, the one who will have more
than one wife, should equally treat all his
wives.[Link](http://islamqa.info/en/14022)

links clarif

Before the nuclear bombs were dropped 70% of suit-
able targets had already been completely destroyed
by conventional bombing.

links typo

For the Spanish bullfighting is a way to reconnect
to old, traditional and great Spain and therefore a
major source of identity.

links gram

DDOS attacks are the online equivalent of a sit-in. links clarif

Table A.3: Examples of misclassifications obtained by TF-DeBERTa (without
considering context).
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F1-Score
Setup AccuracyMa. F1Clarif.TypoLinksOptimal
FT-ELECTRA 62.7 32.4 0.0 33.6 19.1 76.8

+ parent 62.9 33.0 0.0 33.5 21.2 77.1
+ thesis 63.3 34.1 1.5 36.8 20.7 77.3

FT-DeBERTa 64.2 39.8 9.4 43.0 28.9 78.0
+ parent 64.8 40.3 9.1 45.4 28.1 78.5
+ thesis 65.5 42.7 15.3 47.0 29.6 78.8

Random baseline 25.0 21.1 20.8 19.8 8.4 35.5

Table A.4: Combining Improvement Suggestion and Optimal Claim Detec-
tion: Accuracy, macro F1-score, and the F1-score per revision type for ELEC-
TRA+SVM and FT-DeBERTa with and without considering context, averaged
over five runs.

suggestion, depending on the specific revision type, the addition of contextual
information can both raise and decrease performance. Particularly, we observe
decreased performance in FT-DeBERTawhen detecting clarifications and link
corrections while considering the parent claim as context. On the other hand,
in the case of typo/grammar and optimal claims, both types of contextual in-
formation lead to increased F1-scores. Generally, we notice that similar to the
task of claim improvement suggestion, providing the main thesis of the debate
leads to higher score improvements overall.

As indicated previously, further defining and disentangling revision types
along with their relationships to contextual information could further benefit
not only our understanding of revision processes in argumentative texts and
their relationship to quality, but also help overcome modeling limitations
identified in this paper.

A.3 Figures

A.3.1 Topical Categories

Figure A.1 depicts the relationship between how represented the topical cate-
gory is in the corpus and the achieved prediction accuracy by FT-ELECTRA in
the cross-category setting using a leave-one-out-strategy.
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Figure A.1: Scatter plot of training sample size vs. accuracy for 20 topical
categories of the extended ClaimRev corpus achieved by FT-DeBERTa in the
cross-category setting.
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B. Experimental Details for Chapter 5

B.1 Implementation and Training Details

B.1.1 BART-based models

For generation, we use the pre-trained BARTmodel implemented in the fairseq
library. The library and pre-trained models are BSD-licensed. We use the
BART-large checkpoint (400M parameters) and further finetune the model for
10 epochs on 2 RTX 2080Ti GPUs. We use the same parameters as suggested in
the fine-tuning of BART for the CNN-DM summarization task by fairseq and
set MAX-TOKENS to 1024. The training time is 100-140 minutes, depending
on the chosen setup (with or without context information).

During inference, we generate candidates using a top-k random sampling
scheme (Fan et al., 2018) with the following parameters: length penalty is set
to 1.0, n-grams of size 3 can only be repeated once, temperature is set to 0.7,
while the minimum and maximum length of the sequence to be generated are
7 and 256 accordingly.

B.1.2 BERT-based models

For the automatic assessment of fluency and argument quality, we use the
bert-base-cased pre-trained BERT version, as implemented in the huggingface
library. The library and pre-trained models have the Apache License 2.0.
We finetune the model for two epochs and use the parameters suggested in
Skitalinskaya et al. (2021). The accuracy of the trained model for fluency
obtained on the train/dev/test split suggested by the authors (Toutanova et al.,
2016) is 77.4 and 75.5 for argument quality.

For labeling the missing or unassigned revision types, we use the same
bert-base-cased pre-trained BERT model, but in a multi-label setup, where
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Model Strategy BLEU RouL SARI NoEd↓ ExM
BART Top-1 64.0 0.83 39.7 0.31 7.8%

Random 62.6 0.83 38.7 0.28 6.8%
SVMRank 55.7 0.76 38.8 0.03 4.5%
AutoScore 59.4 0.80 43.7 0.02 8.3%

Trans- Top-1 43.6 0.64 0.30 0.12 0.8%
former Random 42.4 0.63 0.30 0.13 1.0%

SVMRank 41.8 0.63 0.31 0.10 1.2%
AutoScore 40.5 0.62 0.30 0.10 1.3%

LSTM Top-1 36.2 0.56 0.28 0.10 0.3%
Random 36.0 0.56 0.28 0.10 0.3%
SVMRank 36.2 0.56 0.29 0.10 1.0%
AutoScore 34.1 0.52 0.28 0.10 1.0%

Table B.1: Automatic evaluation: Results for each combination of generation
model and candidate selection strategy on the 600 test samples, in comparison
to the human revisions: BLEU (0-100), ROUGE-L (RouL), SARI, ratio of
unedited samples (NoEd), % of exact matches to target reference (ExM).

we consider the following 6 classes: claim clarification, typo or grammar
correction, correcting or adding links, changing the meaning of the claim,
splitting the claim, and merging claims. We fine-tune the model for two
epochs using the Adam optimizer with a learning rate of 1e-5 and achieve a
weighted F1-score of 0.81.

B.2 Alternative Generation Models

For comparison, we provide two additional baseline Seq2Seq model architec-
tures,which help identify the complexity of the model needed for the task:

LSTM.Our first baseline is a popular LSTMvariant introduced byWiseman
and Rush (2016). We use the lstm_wiseman_iwslt_de_e architecture, which is a
two-layer encoder and decoder LSTM, eachwith 256 hidden units, and dropout
with a rate of 0.1 between LSTM layers.

Transformer. The second model is based on the work of Vaswani et al.
(2017). We use the transformer_iwslt_de_en architecture, a 6-layer encoder and
decoder with 512-dimensional embeddings, 1024 for inner-layers, and four
self-attention heads.

Tables B.1 andB.2 compare the automatic evaluation scores of all generation-
content selection combinations.

134 EXPERIMENTAL DETAILS FOR CHAPTER 5



Model Strategy Fluency Meaning Argument Average
BART Top-1 0.73 0.97 0.65 0.78

Random 0.72 0.97 0.68 0.79
SVMRank 0.72 0.94 0.76 0.81
AutoScore 0.83 0.95 0.86 0.88

Trans- Top-1 0.44 0.76 0.40 0.53
former Random 0.41 0.76 0.38 0.52

SVMRank 0.50 0.76 0.45 0.57
AutoScore 0.68 0.75 0.61 0.68

LSTM Top-1 0.27 0.68 0.31 0.42
Random 0.27 0.68 0.31 0.42
SVMRank 0.29 0.69 0.31 0.43
AutoScore 0.52 0.65 0.53 0.57

Human 0.72 0.94 0.74 0.80

Table B.2: Results for each combination of generation model and candidate
selection strategy on the 600 test samples, in comparison to the human revisions
based on three quality metrics: fluency, meaning preservation and argument
quality.

B.3 Automatic Evaluation

We use the following python packages and scripts to perform automatic evalu-
ations: nltk (BLEU (Papineni et al., 2002)), rouge-score (ROUGE (Lin, 2004)),
https://github.com/cocoxu/simplification/ SARI.py (SARI (Xu et al., 2016))

B.4 Claim Optimization Examples

For all eight optimization categories, we provide one or more examples illus-
trating each action in Table B.3.

B.5 Manual Quality Assessment Guidelines

Figure B.1 shows the annotation guidelines for the Amazon Mechanical Turk
study.

B.6 System Outputs

Table B.4 provides examples of candidates selected by different content se-
lection strategies along with human references illustrating common patterns
found in the results. Table B.5 provides examples of candidates generated with
and without utilizing context knowledge with insertions and deletions being
highlighted in green and red fonts accordingly.
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Type Examples

Specification Nipples are the openings of female-only exocrene glands that can have abnormal
[secretions] <LINK> during any time of life, get erected by cold stimulation
or sexual excitement (much more visibly than in men), get lumps or bumps
and change color and size of areola during the menstrual cycle or pregnancy, so
their display can break [personal space] <LINK> and privacy (which is stress-
ful), affect public sensibilities and also be a [window] <LINK> for infections,
allergies, and irritation.

The idea behind laws, such as limiting the amount of guns, is to reduce the
need to defend yourself from a gun or rapist.

It is very common for governments to actively make certain forms of healthcare
[harder for minority groups to access] <LINK>. They could also, therefore,
make cloning technology hard to access.

Simplification Very complex, cognitively meaningful behavior such as behaviours like creating
art are evidence of free will, because they exhibit the same lack of predictability
as stochastic systems, but are intelligible and articulate clearly via recognizable
vehicles.

Reframing It reduces the oversight of the BaFin and thus increases the risk of financial
crisis market failures.

Elaboration It takes 2-4 weeks for HIV to present any symptom. The incubation period risk
can’t be ruled out for is higher for a member of high risk group, effectively and
timely even though member of a low risk group is not completely safe. The
decision is based on the overall risk, not on individual level.

Corroboration [Person-based predictive policing technologies] <LINK> - that focus on pre-
dicting who is likely to commit crime rather than where is it likely to occur -
violate the [presumption of innocence.] <LINK>.

Neutralization Biden does not lacks the support or agree with several key issues that are
important to liberal voters. of many liberal voting groups due to his stance on
key issues concerning them.

Disambiguation The USSR had [passed legislation] <LINK> to gradually eliminate religious
belief within its borders. However the death penalty was more used in USSR
than in Russia. It USSR had 2000 [death penalties] <LINK> per year in the
1980s whereas pre USSR Russia had [banned the death penalty] <LINK> in
1917 and almost never carried it out in the decades before that.

SRM Solar geoengineering merely serves as a "technological fix" (Wein-
berg).[harvard.edu] <LINK>

Copy Editing Women are experiencing record level levels of success in primaries.

Table B.3: Illustrative examples of optimization types identified in the paper.
The green font denotes additions and the striked out red font denotes the
removal of text snippets.
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Instructions
In this task, your goal is to identify whether a claim has been successfully im-
proved, without changing the overall meaning of the text.
Each task contains a set of pairs, where one claim is the "original claim," and the
other an optimized candidate. Each of these pairs have the same original text,
but different candidate optimizations.
Please rate each candidate along the following three perspectives: argument
quality, fluency and semantic similarity. And, finally, please, rank all candidates
relative to each other in terms of overall quality.

Argument Quality
Scale (1-5): 1 (notably worse than original), 2 (slightly worse), 3 (same as
original), 4 (slightly improved), 5 (notably improved)
Does the optimized claim improve the argument quality compared to the original
claim? Relevant changes include, but are not limited to:

• further specifying or explaining an existing fact or meaning
• removing information or simplifying the sentence structure with the intent

to reduce the complexity or breadth of the claim
• rephrasing a claim with the intent to specify or generalize the claim, or to

add clarity
• adding (substantive) new content or information to the claim or inserting

an additional fact with the intent of making it more self-contained, more
sound or stronger

• adding, editing or removing evidence in the form of links that provide
supporting information or external resources to the claim

• removal of bias or biased language
• removal uncertainty. e.g. by replacing pronouns referring to concepts

that have been mentioned in other claims of the debate, or by replacing
acronyms with what they stand for

• improving the grammar, spelling, tone, or punctuation of a claim

Meaning
Scale (1-5): 1 (entirely different), 2 (substantial differences), 3 (moderate differ-
ences), 4 (minor differences), 5 (identical)
Does the transformed claim still have the same overall meaning as the original?
It is OK if extra information is added, as long as it doesn’t change the underlying
people, events, and objects described in the sentence. You should also not strongly
penalize for meaning transformations which aim to generalize or specify some
aspects of the claim.

Fluency
Scale (1-3): 1 (major errors, disfluent), 2 (minor errors), 3 (fluent)
Is this sentence fluent English and does it make sense?

Examples with explanations can be found here.

Figure B.1: Guidelines provided to the crowdworkers to annotate automatically
generated claim optimizations.
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Strategy Candidate

Original Easy to cheat, and procastinate
Top-1 It is easy to cheat and procastinate .
SVMRank The easy to cheat, and procastinate
AutoScore The UBI is easy to cheat and easy to manipulate.
Human Flexible schedules can easily increase procrastination
Original Many games often attempt to depict the norms and attitudes of the real world.
Top-1 Many games often attempt to depict the norms and attitudes of the real world.
SVMRank Many games often attempt to depict the norms and attitudes of the real world, and thus are

likely to be accurate and relevant to what people are thinking and feeling in the real-world.
AutoScore Many games often attempt to depict the norms and attitudes of the real world, in order to

give players a greater understanding of the world around them.
Human Many games often attempt to depict the norms and attitudes of the real world; gamers

are likely to see social attitudes espoused in these games on issues of gender equality as
indicative of progress in the real world.

Original Owners of PWA take home [more profit] <LINK> from their sales than mobile apps.
Top-1 Owners of PWA take home [more profit] <LINK> from their sales than mobile apps.
SVMRank Owners of PWA take home [more profit] <LINK> from their sales than mobile apps. This

allows them to reinvest in their business and increase their profits.
AutoScore Owners of PWA take home [more profit] <LINK> from their sales than those of mobile

apps.
Human Owners of PWAs take home [more profit] <LINK> from their sales than mobile apps.
Original Responsibility requires conscious decisions and [free will] <LINK>. Acting according to

governmental orders is far from that.
Top-1 Responsibility requires conscious decisions and [free will] <LINK>. Acting according to

governmental orders is far from that.
SVMRank Responsibility requires conscious decisions and [free will] <LINK>. Acting according to

governmental orders is far from that. Therefore, people are not responsible for their actions,
and are therefore not morally responsible.

AutoScore Responsibility requires conscious decisions and [free will] <LINK>. Acting according to
governmental orders is far from that, as it is not a conscious decision but rather a result of
an involuntary reaction.

Human The coercion to vote eliminates the idea of responsibility, which requires conscious decisions
and [free will] <LINK>. Acting according to governmental orders is far from that.

Original There was much progress, advancement and forward looking thinking in the 20th century
in Europe across all disciplines.

Top-1 There was much progress, advancement and forward looking thinking in the 20th century in
Europe across all disciplines. Therefore, it is logical to conclude that the world has changed
in the last 150 years.

SVMRank There was much progress, advancement and forward looking thinking in the 20th century in
Europe across all disciplines, which shows the progress that was made during the century.

AutoScore There was much progress, advancement, and forward looking thinking in the 20th century
in Europe across all disciplines.

Human There was much progress, advancement and forward looking thinking in the 20th century
in Europe across all disciplines.

Original A [catch-22] <LINK> situation currently exists in regards to researching the medicinal
applications of some illegal drugs, due to the laws surrounding how they are categorised
([p. 12] <LINK>).

SVMRank
(Top-1)

A [catch-22] <LINK> situation currently exists in regards to researching the medicinal
applications of some illegal drugs, due to the laws surrounding how they are categorised ([p.
12] <LINK>). This prevents researchers from knowing how to fully assess the medicinal
potential of drugs in a manner that is best suited for the patients who need it.

AutoScore A [catch-22] <LINK> situation currently exists in regards to researching the medicinal
applications of some illegal drugs, due to the laws surrounding how they are categorised
([p. 12] <LINK>). This prevents researchers from researching possible medicinal uses for
illegal drugs.

Human A [catch-22] <LINK> situation currently exists in regard to researching the medicinal
applications of some illegal drugs, due to the laws surrounding how they are categorised
([p. 12] <LINK>).

Table B.4: Examples of optimizations selected by different candidate selection
strategies along with human references. The green font denotes additions and
the striked out red font denotes the removal of text snippets.
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Control Candidate

Topic Should Men Be Involved And Trusted In Childcare?
Previous Perpetrators of child abuse are [way more likely] <LINK> to be the child’s parents.
Original Mostly the mothers, too.
Claim only The mothers are the most vulnerable.
+ Previous The majority of perpetrators are the mothers, too.
+ Topic It is mostly mothers who are responsible for childcare.
Topic Would Trump or Biden be a better President?
Previous The [Healthy Indiana Plan 2.0] <LINK>, initiated by Mike Pence, has provided access to

healthcare to many people who could not previously afford it.
Original The Healthy Indiana Plan has high penalties for non-payment of [premiums] <LINK>.
Claim only The Healthy Indiana Plan has high penalties for non-payment of [premiums] <LINK>.

This means that people with low income could be penalized for failure to pay.
+ Previous The Healthy Indiana Plan has high penalties for non-payment of [premiums] <LINK> in

exchange for providing healthcare.
+ Topic The Healthy Indiana Plan has high penalties for non-payment of [premiums]

<LINK>,which were imposed in 2015.
Topic Artificial Intelligence (AI): Should an artificial general intelligence be created?
Previous There is the chance an AGI might be able to think for itself and turn on its creators.
Original AGI are susceptable.
Claim only Many AGI are susceptable to the danger of death.
+ Previos AGI are susceptible. They may be influenced by humans and by the biases of their creators.
+ Topic AGI are susceptibleto being hacked.
Topic Who should the Conservative Party choose to be the next UK Prime Minister?
Previous [Jeremy Hunt] <LINK>
Original Hunt is the best placed candidate to unify Parliament in order to get a Brexit deal passed.
Claim only Hunt is the best placed candidate to unify Parliament and the public in order to get a Brexit

deal passed.
+ Previous Hunt could use his position as the Prime Minister to unify Parliament in order to get a

Brexit deal passed.
+ Topic Hunt is the best placed candidate to [unify Parliament] <LINK> in order to get a Brexit

deal passed
Topic Should high-income countries take in refugees?
Previous Taking in refugees will increase criminality within host countries.
Original Differences in criminal activity are a product, in part, of childhood [socioeconomic]<LINK>

conditions. This is exacerbated by the longer [path] <LINK> to employment faced by
refugees compared to other communities.

Claim only Differences in criminal activity are a product, in part, of childhood [socioeconomic]<LINK>
conditions. This is exacerbated by the longer [path] <LINK> to employment faced by
refugees compared to other communities, making themmore likely to get involved in crime.

+ Previous Differences in criminal activity are a product, in part, of childhood [socioeconomic]<LINK>
conditions. This is exacerbated by the longer [path] <LINK> to employment faced by
refugees compared to other communities. This will not increase criminality.

+ Topic Differences in criminal activity are a product, in part, of childhood [socioeconomic]<LINK>
conditions. This is exacerbated by the longer [path] <LINK> to employment faced by
refugees compared to other communities, which make it harder to find a job.

Topic Mark Twain used the N-word in The Adventures of Huckleberry Finn. Should it be cen-
sored?

Previous Changing the N-word would skip a piece of the linguistic past and thus everyday life. As
a result, people could start to forget this part of history.

Original In Huckleberry Finn, Twain captured the essence of "[everyday midwest American English]
<LINK>".

Claim only In Huckleberry Finn, Twain captured the essence of "[everyday midwest American English]
<LINK>".This is a common trait of the American English language.

+ Previous In Huckleberry Finn, Twain captured the essence of "[everyday midwest American English]
<LINK>"by using the N-word in everyday conversation.

+ Topic In Huckleberry Finn, Twain captured the essence of "[everyday midwest American English]
<LINK>", which is a language that is often used by people who do not share his values.

Table B.5: Examples of different candidates generated by BART + AutoScore
with and without context information. The green font denotes additions of
text snippets.
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