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Zusammenfassung

Die kernmagnetische Resonanz (NMR) ist eine leistungsfahige Messmethode zur
nicht-invasiven Untersuchung statischer und dynamischer Eigenschaften von Fluiden
in komplexen und undurchsichtigen Strukturen. Verschiedene Eigenschaften wie
Stoffverteilung, Temperatur, Stromungsgeschwindigkeiten, Diffusionseigenschaften
und vieles mehr konnen dreidimensional abgebildet werden. Die sogenannte Magnetic
Resonance Velocimetry (MRV) ermoglicht die in situ Analyse der lokalen Stromungs-
geschwindigkeit von Fluiden. FEine solche Analyse hilft bei der Charakterisierung
von Stofftransporteigenschaften und der Validierung oder Verbesserung numerischer
Simulationen fiir porése Medien. Der Wert solcher Validierungen wird jedoch durch
verschiedene Probleme, die die Messgenauigkeit verschlechtern, verringert.

In dieser Dissertation werden systematische Fehler und der Einfluss von Rauschen
betrachtet, welche die Genauigkeit von MRV-Messungen verringern. Es werden
unterschiedliche Techniken zur Minimierung oder Korrektur von Verschiebungs-
und Phasenfehlern beschrieben. Insbesondere wird die sogenannte Dual-Velocity
ENCoding (VENC)-Technik verwendet. Es wird beschrieben, wie das Verhalt-
nis zwischen niedrigem und hohem VENC-Wert gewéhlt werden sollte, um die
groftmogliche Verbesserung des Geschwindigkeit-zu-Rausch Verhéltnisses (VNR) zu
erzielen.

Als Kompromiss zwischen VNR, Gesamtmesszeit, rdumlicher Auflésung und Ver-
schiebungsfehlern wird eine neue Multi-Echo MRV-Sequenz vorgestellt. Zur Verbes-
serung des VNR wurde ein Dual-VENC-Kodierungsschema mit unterschiedlichen
Geschwindigkeits-Kodierungsschritten fiir die einzelnen Echos verwendet. Die Wie-
derholungszeit Tk wurde optimiert, um eine weitere Verbesserung des VNR zu erre-
ichen. Die beschriebene MRV-Sequenz wurde an einem préaklinischen 7-Tesla Magne-
tresonanztomographen implementiert und zur Messung der dreidimensionalen Stro-
mungsgeschwindigkeit von Wasser in einer Open Cell Foam (OCF)-Struktur und
einer Wabenstruktur mit dreidimensionaler isotroper raumlicher Auflésung verwen-
det.

Die fiir die OCF-Struktur durchgefiihrten Geschwindigkeitsmessungen wurden zur
Kreuzvalidierung mit Computional Fluid Dynamics (CFD)-Simulationen verwendet.
Es wird eine Technik beschrieben, um die Geschwindigkeitskarten von MRV und
CFD abzugleichen und ihre Ubereinstimmung wurde anhand eines Ahnlichkeitsin-
dexes quantifiziert. Der Einfluss verschiedener Artefakte auf den Ahnlichkeitsindex
wird im Detail diskutiert. Um den Ursprung der verschiedenen Artefakte besser
zu verstehen, wurden die Oberfliche und das Innere der OCF-Struktur getrennt
betrachtet.
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Abstract

Nuclear Magnetic Resonance (NMR) is a powerful tool for non-invasively investigat-
ing static and dynamic properties of fluids inside complex and opaque structures.
Various properties such as substance distribution, temperature, flow velocities, dif-
fusion properties and much more can be imaged three-dimensionally. The Magnetic
Resonance Velocimetry (MRV) allows for the in situ analysis of the local flow ve-
locity of fluids. Such an analysis characterises mass transport properties and helps
to validate or improve numerical predictions for porous media. However, the ben-
efit of such validations is lowered by several problems worsening the measurement
accuracy.

This work addresses systematic errors and the influence of noise, which may reduce
the accuracy of MRV measurements. Different techniques are described to minimise
or correct displacement and phase errors. In particular, the so-called dual-Velocity
ENCoding (VENC) technique is considered. It is described how the ratio between
low- and high-VENC value should be chosen in order to obtain the highest possible
improvement of the Velocity-to-Noise Ratio (VNR).

A new multi-echo MRV sequence is proposed as a compromise between VNR, total
measurement time, spatial resolution and displacement errors. For improved VNR,
a dual-VENC encoding scheme was used with different velocity encoding steps for
the individual echoes. The repetition time TR was optimised to achieve a further
VNR improvement. The proposed MRV sequence was implemented on a 7 Tesla
preclinical Magnetic Resonance Imaging (MRI) system and used to measure the
three-directional flow velocity of water in an Open Cell Foam (OCF) structure and
a honeycomb structure with three-dimensional isotropic spatial resolution.

The velocity measurements performed for the OCF structure were used for cross-
validation with Computional Fluid Dynamics (CFD) simulations. A technique is
described to match MRV and CFD velocity maps and their agreement was eval-
uated by a similarity index. The influence of different artefacts on the similarity
index is evaluated in detail. To better understand the origin of different artefacts,
the surface and the inside of the OCF structure were analysed separately.
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Preface

This doctoral thesis is a contribution describing my work within the research project
entitled "NMR Methods for a comprehensive and fast characterisation of mass trans-
port in porous materials" (funded by the German Research Foundation from Oc-
tober 2019 to March 2023). The project aims at methodological improvements
and optimisation of spatially resolved Magnetic Resonance Velocimetry (MRV) for
characterizing mass transport processes in opaque porous materials. The project is
divided into three subprojects and the corresponding structure of the thesis is as
follows:

The general principles of Magnetic Resonance Imaging (MRI) and MRV are ex-
plained in chapter 1. In chapter 2, basics of fluid mechanics, porous media and the
principle of Computional Fluid Dynamics (CFD) simulations are briefly explained.
The setup for the flow measurements as well as the used porous samples are de-
scribed in chapter 3. In chapter 4, a new multi-echo MRV sequence for measuring
fluid flow velocity is described and verified by dedicated measurements. In chapter
5, different artefacts are explained, which may occur in MRV measurements. Cor-
rection techniques are described for improved accuracy of the measured flow maps.
In chapter 6, the measurements performed with the multi-echo sequence from chap-
ter 4 are used for cross-validation with CFD simulations. The agreement of the
three-dimensional velocity maps is evaluated by determining a similarity index. A
summary of this work is given in chapter 7.
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1 General introduction to MRl and MRV

This work is focused on Magnetic Resonance Imaging (MRI), which is an imaging
technique based on the Nuclear Magnetic Resonance (NMR) effect.

In medical diagnostics, MRI is one of the most important imaging techniques for
examining various diseases, such as liver [1| or heart diseases 2|, changes in brain
metabolism [3] and detecting cancer at an early stage [4-8]. MRI is also gaining
popularity in other scientific applications. It became an important tool in the field of
chemical engineering to analyse catalytic reactions in terms of local temperature [9—
11] or mapping the chemical composition [9,12-14]. Gases can be analysed in terms
of diffusion [15] or dispersion [16,17]. Early NMR studies on porous media were
concerned with the study of spin-relaxation of fluids confined in such porous media
[18,19]. The so-called Magnetic Resonance Velocimetry (MRV) also became an
important tool for analysing the fluid flow in porous media [20-23]. In combination
with numerical simulation tools like Computional Fluid Dynamics (CFD) [24], MRV
can be used for cross-validations [25,26]. However, there are many factors that
reduce the accuracy of such validations. In particular, these are metrological reasons
that cause artefacts in the MRV images. These include displacement errors [27-29],
partial volume effects [26, 30| and phase offsets introduced by eddy currents [31].
Many correction mechanisms have already been presented in the literature, but
rather for medical applications than for porous media.

In the following, the fundamentals of MRI and MRV are explained briefly. Further
details about MRI are explained in various text books [31-33].

1.1 Spin angular momentum

An intrinsic basic property of atoms and molecules is the quantum mechanical spin.
The nuclear spin is characterised by the spin quantum number I and has, depending
on the atom (respectively molecule), an integer or half-integer value. The classical
analogue to the spin is the angular momentum. Its magnitude is given by

L=h/IT+1) (1)

with the reduced Planck constant i = 6.626 - 1073*J - s/(27). However, in MRI
mainly particles with I = % are used. Due to their high natural abundance and
their large gyromagnetic ratio, 'H and °F are widely used for MRI measurements.
If an external magnetic field By is applied, the magnetic moment of the spin is
determined by

fi=v-L (2)
where v is the gyromagnetic ratio. For 'H it is v = 26.752 - 107 ‘%‘i. The magnetic
moment of the spin precesses around the direction of the field (usually defined as
z-direction). In this context, the precession frequency is called Larmor frequency

and is described as >
wo =By = 7 (3)

since the energy of a photon is proportional to the frequency (E = hv = hw).



Figure 1: The magnetic moment i of the spin precesses about the static field By at Larmor
frequency wy.

1.2 Spin polarisation

Depending on the spin quantum number, a spin can be oriented in different discrete
directions. This is described by the spin magnetic quantum number m = —I, —1 +
1,...,I, where the number of possible orientations is 27 + 1. Thus, for a %—spin
(like 'H) two orientations are possible, m = j:%. The magnitude of the angular
momentum in the z-direction is given by

L, =mbh. (4)

If no external magnetic field is present, the spins in both states have the same
energy level and are randomly distributed in both directions. If an external static
magnetic field is applied, the spins are split into multiple energy levels due to the
Zeeman-effect. According to eqgs. (2) and (4), the energy is determined by

B
AO

E-1/2

E+1/2

Figure 2: Without magnetic field, there is one energy level for a %—spin system. If an

external magnetic field By is applied, this energy level is split. The energy
difference between both states is AE = hvyBy.

E = —ji- By = —hymBy, (5)
and the energy difference between neighbouring energy levels is

AE = hyB,. (6)



For 'H, two energy levels are present. The m = —% state is the upper energy level
and oriented antiparallel to the magnetic field. The state with m = —i—% is the lower
energy level and is oriented parallel to the magnetic field. This is the preferred
state. Due to the difference between lower and upper energy level, a macroscopic
magnetisation is present. This process of generating the net magnetization M, of a
sample is called polarisation.

The Maxwell-Boltzmann distribution describes the probability of the spins to take
the lower (N, m = +3) and upper (N_, m = —3) energy level. The ratio is

2
described by
N_ _AE __qhBg _ fwg
—— —¢ kBT — ¢ kT — ¢ kBT (7)

with the Boltzmann constant kg = 1.381 - 10*23% and the temperature 7. For the
Taylor series with yhBy < kgT' it follows
N_ hB
PO B e 8)
N, kgT

The population difference is calculated as

vhB
—kBTO (9)

N.
AN:E:N+_N—:N+'(1_N_)O(Nt0tal'
_l’_
where Nyt is the total number of spins. For the net magnetisation of the spins it
follows
YW B,

My = ANi'MOC Niotal - k;B—T

(10)

1.3 Excitation and relaxation

For an NMR measurement, the sample is polarised by applying an external magnetic
field By. Therefore, the longitudinal net magnetisation vector M, is oriented parallel
to By. By applying a time varying magnetic field pulse B; for a time duration 7, the
sample is excited. The response of the nuclear magnetic moments (spins) is then
evaluated.

For excitation, the resonance condition needs to be fulfilled, thus B; should have the
Larmor frequency wg. For NMR, these are usually in the range of Radio Frequency
(RF). For an MRI scanner with By = 7.05T (*H), the Larmor frequency is wy =
1886 MHz, respectively vy = 300.3 MHz (see eq. (3)). Bj is oriented perpendicular
to By, thus the net magnetisation is flipped towards the xy-plane with the flip angle
a with respect to the z-direction:

a=vBT (11)

It can be seen from the equation that the flip angle can be determined by the
magnetic field strength and the duration 7 of the applied pulse.

Before the RF-pulse is applied, the net magnetisation is oriented along By (z-
direction). It is M, = M, and My = M, = 0, where M, is the equilibrium mag-
netisation. During the process of excitation, the magnetisation vector M precesses



X

Figure 3: Motion of the magnetisation vector during a 90° excitation pulse: Initially, the

magnetisation (orange vector) is oriented parallel to the external magnetic field
By (z-direction). During the process of excitation (applying a time varying
magnetic field By), the magnetisation (blue vector) is tilted towards the xy-
plane. Hereby, the magnetisation describes a spiral path (blue dashed line).
After completing the magnetisation process, the magnetisation (green vector)
lies in the xy-plane (M, = 0). Its precession is described by a circle (drawn in
green).

around the z-direction in the xy-plane and forms a spherical pattern (see fig. 3).
Thus, the longitudinal component decreases while the transverse component in-
creases until the flip angle is achieved. After applying an RF-pulse with a 90° flip
angle, the magnetisation over the time ¢ is given by M, = 0, My = Mj - cos(wpt) and
M, = M -sin(wpt). Relaxation back to the thermal equilibrium takes place and the

My |

M,
/ t
— a=0°
— a =90°
——a = 180°

(a) (b)

Figure 4: (a) During longitudinal relaxation, the magnetisation approaches the equilib-

rium value My exponentially (eq. (13)). The initial magnetisation M,(0) de-
pends on the flip angle a. (b) The transverse relaxation is described by an
exponentially decaying sinusoidal (eq. (14)). Here, the real and imaginary part
are phase shifted by 90°.



time-dependent magnetisation is described by the Bloch equation:

dM . _ M (t) + M,(t)  M,(t) — M,
— =~-M(t) x B(t) — o
o =7 M) x B(t) 7 T

(12)

The system emits energy in form of photons to the environment (also called lattice)
to reach the equilibrium. Therefore, this process is called spin-lattice relaxation. In
this context, the longitudinal magnetisation rises exponentially with the longitudinal
relaxation time 7T and can be described by

M,(t) = M,(0) - e ™ + My - (1 — 7T, (13)

This process is visualised in fig. 4(a). The initial magnetisation in z-direction de-
pends on the flip angle a and is M,(0) = M, - cos(). The transverse magnetisation

My, = My + i,
can be described as
My (t) = My - sin(a) - (cos(wot) + @ sin(wpt)) - et/ (14)

with the flip angle a. This is plotted in fig. 4(b). Real and imaginary signals are
phase shifted to each other and sinus-shaped with exponential decaying amplitude
(transverse relaxation time 73). Interaction between the nuclei causes a fluctuation
of the frequency, for example chemical interaction due to anisotropy, and the spins
dephase. Therefore, this process is called spin-spin relaxation. The resulting Free
Induction Decay (FID) is acquired as NMR signal by using an RF coil. It is Ty < T
and therefore the transverse magnetisation usually disappears before the longitu-
dinal magnetisation is fully recovered. The rotation of the magnetisation vector
during the relaxation process is described by a spiral pattern.

A Fourier Transformation (FT) is done to transform the time-dependent NMR sig-
nals into the frequency domain:

M) = [ M(t)e™t dt (15)

—0o0

1.4 Gradient and Spin Echo

Two common techniques are used for MRI. Due to its rather short measurement
time, Gradient Echo (GRE) sequences with small flip angles and short repetition
time T (as for example the FLASH sequence [34,35]) are widely used in medical MRI
to minimise blurring effects (for example caused by breathing or other movements
of the body) or to minimise patient’s discomfort. Dedicated gradients are applied
for manipulation of the FID, which arises after applying an excitation RF-pulse and
flipping the magnetisation into the xy-plane (fig. 5). First, a gradient is applied,
which causes a dephasing of the spins. After applying a second gradient with same
duration and strength but opposite polarity, the spins are rephased and a GRE is
formed. However, the disadvantage of GRE sequences is that the signal amplitude
depends on the FID. Due to inhomogeneities in the magnetic field and susceptibility
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Figure 5: Formation of a Gradient Echo (GRE). At ¢t = 0, an excitation RF-pulse is
applied to flip the magnetisation into the xy-plane. On the left: Dephasing of
the spins leads to an exponential decrease of the amplitude of the FID. Due
to inhomogeneities in the magnetic field, this decrease is not characterised by
the relaxation time 75, but the shorter T5. On the right: A dephasing gradient
is applied, which accelerates the dephasing of the FID. A rephasing gradient
with opposite polarity to the dephasing gradient reverses the phase change and
a GRE is formed.

effects, the decrease of the FID is not characterised by the relaxation time T3, but

the shorter effective transverse relaxation time 73
1 1 1
=4 — 16
Ty 1, T, (16)

T, is inversely proportional to the magnetic field inhomogeneity ABj (full width at
half maximum of a Lorentzian) [31]:
/ 2
T, =
2 YA By

(17)

In Spin Echo (SE) sequences, dephasing of the spins caused by T}, effects is reversed
(see fig. 6). Initially, an excitation RF-pulse is applied to flip the magnetisation into
the xy-plane and the spins begin to dephase. The signal amplitude exponentially
decreases with o< exp(—t/T5). After the time 7, a 180° RF-pulse is applied and the
spins rephase. During this process, the signal loss due to TQ/ effects is reversed. After
an additional 7, the rephasing process is completed and an SE results. The signal
amplitude of the SE is decreased by o exp(—27/T3) in comparison to the initial
amplitude.

1.5 Magnetic Resonance Imaging

In addition to the static magnetic field By, magnetic field gradients (short: gradients)
can be applied to encode spatial information (distribution or displacement). This
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Figure 6: Formation of an SE. At t = 0, an excitation RF-pulse is applied to flip the
magnetisation into the xy-plane. Dephasing of the spins leads to an exponential
decrease of the amplitude of the FID. Due to inhomogeneities in the magnetic
field, this decrease is not characterised by the relaxation time 75, but the shorter
T3 . After a time delay of 7, a 180° RF-pulse is applied to refocus the dephased
spins. This dephasing process is completed after an additional 7 and an SE is
formed. The use of such a refocusing pulse reverses dephasing caused by TQI
effects. Thus, the signal decay is not determined by 7%, but by T5.

technique enables 2D and 3D imaging, but also other properties of a system can be
measured by using gradients. For example, properties such as diffusion, dispersion or
velocity can be measured. In case of imaging, a gradient is applied, which generates
a spatially dependent magnetic field. With respect to its strength G, the Larmor
frequency is described by the fundamental equation of MRI

wo(r) :7(30+6'F) (18)

where the spatial position is denoted as r. Gradients can be used in different ways
to encode spatial informations. Three possibilities are explained in the following.

1.5.1 Slice selection gradient

The excitation and refocusing of the magnetisation can be limited to a slice, when
a slice selection gradient is applied during the RF-pulses. The strength of the slice
selection gradient G determines the linear distribution of the magnetic field in the
sample. The shape and duration of the RF-pulse determines the bandwidth Awy.
In combination with G, the slice thickness is defined:

AWO

A p—
" VG

. (19)



For small flip angles, the frequency profile of an RF-pulse can be approximated by
the FT of the RF-pulse shape in the time domain. For slice selection, usually the
shape of a rectangle is used in the frequency domain. An ideal rectangular pulse is
achieved for an infinitely long sinc pulse. However, a sinc pulse that can be generated
in practice has finite duration and is obtained by truncating all but the central lobe
and a few side lobes.

1.5.2 Frequency and phase gradients

Similar to slice selection, frequency- and phase-encoding is done for spatial encod-
ing. The resonance frequency is varied along a spatial axis by the gradient, which
generates a spatial and time dependent magnetic field. This gradient is applied for
the time 9 when no RF-pulses are applied.

For frequency encoding, the spatial encoding gradient is applied during the acqui-
sition of the NMR signal. Regarding to eq. (18), the Larmor frequency of a spin
isochromat can be assigned to its position. Applying the frequency encoding gradi-
ent Gy also causes a change of the signal phase:

@(r):r-v/:Gf(t)dt:%r-k-r (20)

Here, the k-space is defined as k = - f(f G(t) dt. The corresponding NMR signal at
a k-space point can be described by

S(k) = / M (r) - e~ dr (21)

A prephase gradient is applied before the readout gradient to dephase the transverse
magnetisation so that an echo signal can be created at a later time. The application
of the readout gradient causes rephasing. When the readout gradient’s area equals
the area of the prephase gradient, an echo is formed.

Approximating the integral as a discrete sum using eq. (20) gives:

S(k) = M,y (r) - e 2mmark (22)

Here, Ar and N are the pixel size and the number of pixels. The signal can be
Fourier transformed from the k-space into the spatial domain. The duration of data
acquisition is determined as follows:

N
Tacq = E =At-N (23)

Here, Av is the receiver bandwidth, N is the number of k-space data points along
the readout direction and At is the sampling interval (i.e. the delay between two

adjacent k-space data points). Considering the Field Of View (FOV) along the

readout direction, it is:

1 1
Ak = NTAr T FOV (24)




Also, it can be written:
_’}/GfAt _W'Gf'Tacq

Ak 2m 2r - N (25)
Combining eqgs. (23) to (25), we obtain:
2 - Av
Gy= ——— 26
= TFOV (26)

This indicates that the higher the readout gradient, the smaller the FOV that can
be achieved.

In contrast to frequency encoding, phase encoding gradients are not applied during,
but before the signal is acquired. A phase change according to eq. (20) takes place.
For repeating the acquisition N-times, where each time the phase encoding gradient
has an increased strength, N values for k are generated. This provides sufficient
information for M,, = f(n - Ar) to be reconstructed. Commonly, the duration of
Gy, is kept constant and its amplitude is varied over the N repetitions to vary k,.
This method was firstly proposed in [36]. Usually, rewinding of the phase encoding
gradient is done after the readout to rephase the transverse magnetisation and avoid
artefacts in subsequent signal acquisitions.

1.5.3 Crusher and spoiler gradients

If an SE sequence has non-ideal refocusing pulses (flip angle a # 180°), in addi-
tion to the SE signal other signal pathways (including FIDs and stimulated echoes)
occur [37]. These may cause image artefacts, which can be eliminated by using
crusher gradients [31]. Two crusher gradients of equal strength are applied in the
same direction. The first crusher gradient is applied before and the second one is
applied after the refocusing pulse. By manipulating the signal phase, the unwanted
signal pathways are eliminated while the wanted ones are preserved.

Residual transverse magnetisation at the end of a sequence may also produce arte-
facts. These can be eliminate by using spoiler gradients, which are applied at the end
of the sequence. They dephase the transverse magnetisation while the longitudinal
magnetisation is preserved [31].

1.6 Magnetic Resonance Velocimetry
1.6.1 Phase contrast MRV

Flow velocities can be measured using Phase Contrast (PC) MRV. Here, veloc-
ity encoding gradients are applied, which cause a phase evolution of moving spins
proportional to the velocity while for static spins the initial phase is retained after
encoding. The phase ® of the NMR signal is described by

where 7 is the gyromagnetic ratio and ¢ is the velocity. M; is the first moment of
the gradient applied for the duration 7" defined by:

M, = /T G(t) - tdt (28)



®( results from background phase effects due to eddy currents, magnetic suscep-
tibility and concomitant gradients. To filter out such effects for one-directional
velocity, two measurements are done with different first moments ]\7[1(1) and Ml(2)
(e.g. using opposite gradient polarities) but under otherwise same conditions. Sub-
traction of the signal phases results in A®, which is dependent on velocity v and
AM, = Ml(l) —M 1(2). Thus, the velocity v along the gradient direction is determined

as
AdD

N v AM,
The phase can only be uniquely measured from —7 to +m. For too high velocities,
the velocity dependent phase shift can exceed 7 and phase aliasing occurs. The

Velocity ENCoding (VENC) is thus defined as the velocity that produces a phase
shift A® =7, i.e.

v (29)

T
v AM,
The phase shift can be calculated as A® = arg(Z;) — arg(Zy) = ®; — Py, which
is computationally costly because of two arg operations. Also, additional aliasings
may be introduced. Instead, the phase shift is calculated by A® = arg(Z,/Z5) =
arg(Zy - Zy) [31].

For the phase shift, eddy current errors originating from the velocity encoding gra-
dients are not eliminated. Eddy currents depend on the direction of the applied
gradients, making the eddy current error additive in the phase difference image [31].
If the object under investigation allows it, it is common to perform an additional
measurement with the same parameters but without flow and subtract the phase
images [38-40]. However, doing so, the Signal-to-Noise Ratio (SNR) (respectively
Velocity-to-Noise Ratio (VNR)) is decreased by v/2 because noise values of both
measurements sum up. As an alternative, the influence of such errors can be re-
duced by fitting a polynomial to the no-flow dataset and subtract this from the flow
dataset [41]. However, it must be considered that for an inaccurate fitting system-
atic errors may occur lowering the benefit of this technique.

Only velocities along the direction of the flow encoding gradients contribute to the
encoded phase of the NMR signal. In case of three-directional velocity at least four
encoding steps with gradients applied in different directions are needed. In this work
the four-step balanced encoding (also called Hadamard encoding) was used [42]|. Z;
to Z, are the complex images acquired for individual encoding steps. The phases in
x-, y- and z-direction are calculated as follows:

VENC = (30)

Aq)x = arg(zl . ZQ . Zg : 24) (31)
Acby = arg(Zl . ZQ . Zg : Z4) (32)
A(I)Z = arg(Zl . ZQ : Z3 : Z4) (33)

1.6.2 SNR and VNR

As described in [43] the standard deviation of the velocity is determined as

~ VN VENC
7 SNR

(34)

Oy
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where N is the number of encoding steps. For each voxel the SNR is calculated from
the magnitude I of the complex signal and the standard deviation o:

SNR = ! (35)
o
For the results shown in this work, the standard deviation o is determined in the
signal free part of the magnitude image. In magnitude images the noise distribution
in regions without NMR signal is governed by a Rayleigh distribution [44]. Thus,
the standard deviation o, which is used to characterise the VNR, is given by o =
1.5264 - 6y9. The VNR is determined as described in [43,45]:

VNR = — (36)

Oy

1.6.3 Dual-VENC

In eq. (34) it is visible that the VENC value should be set as low as possible to
achieve a low noise value o, (i.e. good VNR). However, it must be noted that for
VENC < v, aliasing occurs. For correction of the aliasing a reference scan with a
higher VENC value is used and the difference D = vpign — Viow is determined. The
number of wrappings N is then determined as

D

N =NI(z—=—F—
(2 - VENCoy

) (37)
where N.I. is the nearest integer function. The corrected (unwrapped) velocity is

calculated as:
Vunwr = UV + 2+ N - VENCjow (38)

This dual-VENC method has already been widely used [43,46-48|. In case of three-
directional velocity measurements, an eight-step measurement can be done (four
steps for a low- and four steps for a high-VENC measurement). This doubles the
number of measurements in comparison to a single-VENC measurement but results
in a VNR improvement by the factor

_ VENChigh  0y_nign

R = = .
VENCIOW Oy—low

(39)

It should be noted that for a large R unwrapping may fail due to large noise values
in the difference D. Neglecting pulsation effects and assuming stable conditions
(temperature, electrical components) during the whole measurement, the condition
for a low number of wrong unwrappings can be written as described in [43]:

noise(D) < VENC\oy (40)

Regarding eq. (39) we formulate the noise value at each voxel by noise(D) = m -

% + 1-0y_nigh Where m is the number of standard deviations that can be tolerated.
With eq. (34) it follows

T
m < -SNR 41
VRZ+1-VN 41
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For standard normal distribution the probability of a result outside of the interval
[—m - o;m - o] can be calculated by

7

where f(z) is the probabilty density function and erf the Gaussian error function.
For a given ratio R and SNR the fraction P of wrongly unwrapped voxels can be
calculated with egs. (41) and (42).

An additional VNR improvement is achieved by weighted averaging of the un-
wrapped low-VENC and the high-VENC maps:

P(x:m-a):1—/xf(x)d:r:1—erf( ) (42)

v1+ R?

VNRavg = VNRunwr - R

(43)

1.7 NMR Facilities

An NMR tomograph consists of different parts. A magnet generates the static mag-
netic field By, a gradient system generates the gradients, which are used to encode
spatial or other informations of a sample. RF coils transmit and/or receive the
NMR signals. Furthermore, there are the gradient and RF amplifiers, the digitizer
for analog-to-digital conversion, and the console for controlling the scanner.

Figure 7: The MRI scanner BioSpec 70/20 USR and the unmounted birdcage coil.

In this work, all measurements were performed on a horizontal 7T scanner (BioSpec
70/20 USR, Bruker BioSpin MRI, Ettlingen, Germany), which is equipped with a

12



114 mm bore gradient system (BGA 1252, maximum gradient strength of 440 mFT,
maximum slew rate of 3440 mm_r?rs> A horizontal 72-mm bore birdcage 'H quadra-
ture transceiver RF coil (Bruker BioSpin MRI, Ettlingen, Germany) was used in
all measurements. The scanner is located in a separate, air-conditions room. A
picture of the scanner is shown in fig. 7. The console is a Linux workstation with
ParaVision 5.1, in which pulse sequence programming, measurements and online
image reconstruction can be performed.
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2 Introduction to fluid flow in porous media

2.1 Flow patterns

For the movement of fluids, a distinction is made between laminar and turbulent
flow. Laminar flow is a smooth fluid motion, for which in a transition area between
two different velocities no vortices or secondary flows occur. Thus, the fluid flows
in layers, which do not mix. If the vectorial flow velocity is independent of time at
every point in the flow field, this is called steady flow [49,50].

Turbulent flow is fluid motion characterised by chaotic changes in pressure and flow

l[aminar flow

v

v

v

v

v

v

v

turbulent flow

Figure 8: For laminar flow, the fluid moves in layers. In contrast, for turbulent flow chaotic
eddies, vortices and other instabilities occur.

velocity. Chaotic eddies and other flow instabilities are produced. Since turbulent
flows are unsteady in time, they can only be measured to a limited extent by MRI.
Ultrafast measurement techniques are necessary (usually 2D imaging). Suitable
sequences were presented in different works [51-55|. In contrast, 3D measurements,
which usually have much longer acquisition duration, are only suitable to measure
steady laminar flow.

Laminar and turbulent flow are distinguished by the Reynolds number Re, which is
the ratio of inertial forces to viscous forces within a fluid that is subjected to relative
internal movement. The Reynolds number is defined by:

v-l  v-l-pe

Re = = 44
143 %% ( )

Here, v is the flow velocity, | a characteristic linear dimension, v the kinematic
viscosity, pr the density of the fluid and u¢ the dynamic viscosity. For tubular flow,
usually the inner diameter Dj, is used as the characteristic dimension and the axial
velocity v,:
Re = Yo D X Din - 1 (45)
g
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Below the critical value Re;; (viscous forces are dominant) laminar flow is present.
Above Regi (inertial forces are dominant) the laminar flow becomes unstable to
small disturbances and one speaks of turbulent flow. Re; depends on the geometry
of the object through which the fluid is flowing. For tubular flow, it is Re. ~ 2300
[50,56]. Here, the characteristic linear dimension is described by the tube diameter
and for v the mean flow velocity is used. The difference between both flow patterns
is schematically shown in fig. 8.

The Mach number describes the ratio between the flow velocity and the speed of
sound c¢ of the fluid and is a parameter to distinguish between compressible and
incompressible flows.

Ma=— (46)

The major difference between compressible and incompressible flows is that in the
former the fluid density varies throughout the flow, whereas in the latter it is con-
stant. For Ma < 0.3, compressibility effects of the fluid can be neglected and the
flow is characterised as incompressible [49]. For water, it is ¢ ~ 1400 % [50] and
Ma = 0.3 is achieved for v ~ 420 . In this work, for all measurements the flow
velocity was much lower (maximum velocities up to a few “*) and incompressibility
could be assumed for water flow.

When a flow enters a tube, it has to travel a certain distance until the effects from
the inner wall have affected the flow in such a way that the laminar flow becomes
fully developed. This distance is characterised by the entrance length L, [50]:

Le = 0.056 - Re - Dy, (47)

Here, Dy, is the inner diameter of the tube.

2.2 Porous media

Catalysts are one of the most important elements in chemical and petrochemical
industry as well as other sectors. Catalysis accelerates, e.g., the production of
chemicals [57] or is used for reducing pollution and waste [58-60]. Examples for
prominent catalytic reactions are the Haber-Bosch synthesis of ammonia [61] or the
Fischer-Tropsch process for the synthesis of carbon monoxide and hydrogen to hy-
drocarbons [62].

In chemical industry, pellets and extrudates are widely used as catalyst supports,
which are loosely packed in a reactor [63]. In contrast to such packed beds, alter-
native types of catalyst supports are monolithic solid Open Cell Foams (OCFs) or
honeycomb structures. Their high porosity provides low pressure drop along the
catalyst support compared to packed beds [64-67| resulting in savings in energy
efficiency and low-contact-time operation. Additionally, the high Specific Surface
Area (SSA) leads to higher efficiency for catalytic processes that otherwise require
large pellets [65,68,69]. Furthermore, a high thermal transport is enabled due to
thermal conductivity in the continuos solid phase [64,65]. In contrast to honey-
combs, OCFs also have the benefit that they enable a radial convection, which
additionally improves the heat transfer. Thus, better reactor stability is enabled for
highly exothermic reactions [68,69]. In addition, the mixing of the fluid in the OCF
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Figure 9: Different regions of an OCF are depicted.

is improved, which increases the heat and mass transfer between liquid and solid
phase at the interface.

For foams, a distinction is made between closed and open cell. Closed Cell Foams
(CCFs) are composed of polyhedra-like cells connected by solid faces. Thus, no
interconnectivity between pores is present. In contrast, OCFs have solid edges and
open faces [65]. A fluid can flow from one to another cell. OCFs can be divided
into three regions, as depicted in fig. 9: The skeletal portion of the medium is called
strut. Cells are approximately spherical voids enclosed by the struts. Windows are
openings connecting the cells to each other.

OCF's have a sponge-like structure, which can be seen in fig. 10. Typically, pore

Figure 10: Axial view on a 10 PPI OCF structure. The three-dimensional image of this
structure was generated by pCT. Visualisation was done by using the software
ParaView.

densities range between 10 and 100 PPI and porosities between 0.75 and 0.9 [65,66].
Parameters to characterise an OCF structure are the pore density in PPI, the pore
size diameter d,, window size d.,, porosity € (the fraction of the pore volume between
the solid struts), the bulk density pg (mass per unit volume of foam) and SSA Sy
(geometric surface area per unit volume of solid).
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For the calculation of the pore-Reynolds number Re,, in case of OCF structures the
pore size d, is substituted for the characteristic linear dimension:

_vdyp

Re
’ fu

(48)

2.3 Numerical Simulations

In situ analysis of fluid flow through porous media offers not only a characterisation
of the flow behaviour but also the possibility to validate numerical simulations. In
general, numerical simulations help to minimise costs by providing a higher degree
of flexibility using adequate computational power, when the appropriate numerical
setup is implemented. Thus, these techniques are widely used for industrial appli-
cations. In contrast, experimental measurement techniques (like MRI) cause much
larger costs and effort. Simulations are based on mathematical models, which are
approximations of real-world systems, and these models may not accurately repre-
sent all of the physical phenomena present in a system. In addition, numerical errors
(such as discretisation errors) may occur. Therefore, measurements are necessary for
cross-validation. Due to its flexibility in measuring different properties and different
fluids, MRI is a powerful measurement technique for analysing fluid flow.

v_z (mm/s)
15 20 25

Figure 11: A CFD simulation was done for water flowing through a 10 PPI OCF structure.
Velocity map for the axial velocity is shown. Streamlines were calculated by
using the software Paraview.

In Computional Fluid Dynamics (CFD) simulations, a system of equations is solved,
including the momentum balancing Navier-Stokes equations and a mass balancing
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continuity equation. The continuity equation states that the rate at which mass
enters a system is equal to the rate at which mass leaves the system plus the accu-
mulation of mass within the system. This equation is written as follows:
%—l—v-(p-v)zo (49)
Here, p is the fluid density, ¢ the time and v the fluid velocity.
The Navier-Stokes equation in the narrower sense is the momentum theorem as an
application of Newton’s axioms to a continuum. A form used for compressible fluids
is
Dv o . - 7

" Di Zp(a%—(v-V)v) =—-Vp+ pAvi+ A+ p)V(V-0)+ f (50)
with the volume viscosity A and the body force JF A and V are the Laplace operator
and the nabla operator, respectively. If the density of the fluid does not change
along the particle path, the flow is called incompressible and the continuity equation
simplifies to V - v = 0 and the Navier-Stokes equation to:

ov o
p(a—z 4 (T V)T) = —Vp+ pAT+ f (51)

The simulation was done by using the software OpenFOAM. Exemplarily, the simu-
lated axial velocity field of water flowing through a 10 PPI OCF structure is shown
in fig. 11. Further details are given in section 6.3.
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3 Setup

3.1 Samples and flow setup

For all flow measurements, tap water was used as fluid. Three different samples were
used: (1) A flow phantom, (2) an OCF structure and (3) a honeycomb structure.

(1) The flow phantom was manufactured in the university workshop by heating and
turning a glass tube (inner diameter (5+0.15) mm) in helical shape. Since more heat
was added from one side during the manufacturing process, the helix is flattened on
the outside of the windings. Also the cross-section was narrowed. The cross-section
is decreased by 32 % in comparison to the straight section (this value was determined
on the basis of the 3D MRI data). A picture of the flow phantom is shown in fig. 12.

Figure 12: Photo of the flow phantom. The tube is round in the straight section but
flattened on the outside at the windings, which come about due to the manu-
facture process.

(2) The 10 PPI OCF structure (25 mm in diameter) consists of PolyLacticAcid
(PLA) and was 3D-printed by a Digital Light Processing printer (Elegoo Mars,
Shenzhen, China) with 2k resolution (12.5 ym x 12.5 um) in XY direction and layer
height (Z) of 50 um. To prevent unwanted bypass flow, seal tape was wrapped

Figure 13: From the stl-file shown in fig. 10, an OCF structure was 3D-printed of PLA
and used for the measurements. For details, see table 1.

around the OCF before it was pushed into the glass vessel. The properties of the
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OCF are given in table 1.

No-flow measurements were performed to determine the relaxation times 77 and
T,. Using a single-SE imaging sequence, the same axial 2D slice inside the OCF
was acquired for different values of Tk. The signal magnitude was determined for a
Region Of Interest (ROI) inside the OCF and is plotted in fig. 14. Fitting the data
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Figure 14: The signal magnitude inside the OCF structure was determined for different
repetition times Tg. By fitting, the relaxation time 77 was determined.

with
A-(1—exp(Tr/Th))

results in 77 = 2.07s. With a multi-SE imaging sequence, for each echo the same
axial slice was acquired. The time interval between two consecutive echoes was
ATg = 12ms. The signal magnitude was determined for a ROI inside the OCF and
the decrease of the transverse magnetisation for the later echoes can be observed
(see fig. 15). Fitting to

A - exp(—t/T3)

results in 75 = 0.41s.

(3) A honeycomb structure (3D printed of PLA) with a channel size of 2.4 mm and
a wall thickness between two channels of 0.8 mm was used (fig. 16). The usage of
seal tape (as described for the OCF) prevented bypass flow.

To cover similar velocity ranges, flow rates of 9.94+0.1 n%l (flow phantom), 20642 H%l
(OCF) and 20042 22 (honeycomb) were realised using a peristaltic pump (Standard
Digital Drive with Easy-Load 1T Pump Head; Masterflex, Vernon Hills, USA) with
pulse dampener and pump tubing also from Masterflex. PVC-tubing was used for
connection to the flow phantom and the glass vessel with the OCF or honeycomb
(fig. 17). Tap water was used as the operating fluid since this is widely used as
flow model for MRV measurements. The average inlet velocity v, was calculated
depending on the Volumetric Flow Rate (VFR). Reynolds numbers were determined
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Figure 15: The signal magnitude inside the OCF structure was determined for the con-
secutive echoes. By fitting, the relaxation time 75 was determined.

Table 1: Morphological properties of the
OCF with 10 pores per inch.

Parameter Value
Open porosity 0.77
Pore diameter! 58419

Window diameter! 3.3+0.9
Specific surface area? 521.3
1

in mm

2 2 3

in m°m-

according to eq. (45): Re = 42 (flow phantom), Re = 175 (glass vessel with OCF),
and Re = 169 (glass vessel with honeycomb). Entrance length (eq. (47)) was L. =
12mm (flow phantom), L, = 245mm (OCF), and L, = 237 mm (honeycomb). The
straight inlet of the flow phantom had a length of 180 mm. The total length of
the glass vessel, in which the OCF or honeycomb was located, was 445 mm. The
samples were not positioned in the middle of the glass vessel but at a length of about
300mm. Since for all three samples the straight inlet was longer than the entrance
length, fully developed laminar flow can be assumed.

For calculating the pore- Re number, the mean pore diameter 5.8 mm (table 1) was
used instead of the tube diameter. Since it is difficult to estimate the average velocity
in a pore, the high-VENC was chosen for u, leading to a pore-Re of 261. Therefore,
laminar flow can be assumed for all samples since the critical Reynolds number is
given as Re. ~ 2300 [50,56].
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Figure 16: A honeycomb structure made of PLA used for the measurements.
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reservoir peristaltic reservoir peristaltic
pump pump

Figure 17: Schematic of the setup. To minimise pulsation effects, a pulse dampener was
used (not shown).
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4 Multi-echo MRV sequence

4.1 Introduction

Understanding transport phenomena within monolithic catalyst carriers requires
numerical and experimental tools. Morphological properties of monolithic catalysts
such as OCF and honeycomb structures control the transport phenomena and have
a considerable influence on the performance of the reactive system [70]. Gener-
ally, OCFs and honeycombs are classified based on the number of PPI or num-
ber of Channels Per Inch (CPI). The structure of OCFs is determined by their
pore size, window size, porosity and SSA, while the morphology of honeycomb
monoliths is determined by the channel size and wall thickness between two chan-
nels. For measuring flow velocity, different methods are used like Laser Doppler
Velocimetry (LDV), Particle Image Velocimetry (PIV), or Planar Laser Induced
Fluorescence (PLIF) [71-74|, which need optical access to the fluid. A non-optical
technique is Positron Emission Particle Tracking (PEPT), where positron emitting
particles are added to the fluid [75]. The benefit of non-invasive and non-optical
PC-MRV is that, without adding any tracer particles, the three-directional veloc-
ity of a fluid in opaque structures can be measured with three-dimensional spatial
resolution. Therefore, PC-MRV is widely used in medical application, for example
to measure cerebral [76,77| and aortic [78-82| blood flow and cerebrospinal fluid
pulsation [83-85]. PC-MRYV is also an important tool to analyse flow velocity in
engineering applications like porous media [20,22,25,40,86-88]. Velocity fields are
measured by encoding the signal phase of moving spins |78,89]. For measuring one-
directional velocity typically two steps are done with velocity encoding gradients
applied in opposite direction. This is done to subtract phase errors originating, e.g.,
from By inhomogeneities or eddy currents and to suppress unwanted phase variation
in stationary regions [31|. Three-directional velocity encoding is realised by using at
least four steps with flow encoding gradients applied in different spatial directions.
A simple four-step encoding scheme uses a single reference scan with velocity encod-
ing gradients set to zero and three scans with velocity encoding gradients applied in
x-, y- or z-direction [90]. Alternatively, a balanced four-step encoding scheme (also
called Hadamard encoding) can be used where the direction of the flow encoding
gradients is altered in pairs for each step [91]. Details about the encoding steps are
given in table 2. By linear combination of the four datasets the velocity components
in x-, y- and z-direction are reconstructed (see eqs. (31) to (33)). A comparison
of the different flow encoding schemes can be found in [42,92,93|. In [42], it was
shown that simple and balanced four-step encoding have the same average noise
performance. However, in contrast to the simple scheme, the noise in the measured
velocity components is uncorrelated and velocity encoding for the same dynamic
range is achieved with lower gradient strength.

One challenge is the optimal choice of the VENC, which determines the velocity
range that can be uniquely assigned. In systems with a wide range of velocities,
single-VENC measurements result either in aliasing for fast flow or a low VNR
for slow flow. In the past years, several aliasing-correction algorithms were pre-
sented [94-98]. However, such numerical algorithms may fail for many wrappings
or for small pores, which is a problem for analysing porous media. Unwrapping
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techniques can also be realised by measuring additional encoding steps. In [43] the
two-step encoding (one-directional velocity) was expanded by adding an extra step
such that a higher VENC-value was achieved. This step was used to unwrap the
aliased low-VENC data and therefore improvement of the VNR was achieved. A
similar dual-VENC technique was used for three-directional velocity [46-48,99|.

In clinical application it is of central interest to keep the measurement time short to
reduce costs, avoid patient discomfort and minimise blurring of the images caused by
movements (e.g. breathing). Due to their shorter measurement time, gradient-echo
sequences with small flip angles and short repetition time Tx are the common choice
for in-vivo measurements. Also they allow a low specific absorption rate (heating of
tissue) [100,101]. However, a disadvantage of this technique is the dependence on T,
and thus the susceptibility to magnetic field inhomogeneities. The advantage of SE
sequences is their independence of TQ/ and therefore better image quality is achieved
in case of magnetic field inhomogeneities. Thus, SE sequences [31,102,103] are a
good choice for measuring flow velocity in porous media [20,25,40,86,87,104].
Eddy currents depend on the strength and direction of the applied gradient. Thus,
phase errors originating from the velocity encoding gradients do not subtract com-
pletely in the phase difference image and cause a spatial dependent offset [31]. To
correct such offsets, an additional measurement with same parameters but without
flow can be done [38-40,54,105]. The offset can be corrected by directly subtracting
the phase values of the no-flow dataset voxel-wise.

Flow through porous media like OCF's, which have different sized pores, usually has
large differences between slow and fast flow regions. For both, slow and fast veloci-
ties, there are characteristic problems that lower the accuracy of measured velocity
fields. This is especially disadvantageous if MRV measurements are used for cross-
validation with CFD simulations. Slow flow regions, which are especially located
at the pore surface, are often negatively influenced by partial volume effects [30]
while displacement errors have a negative effect on fast flow regions. Displacement
errors may occur because the fluid moves between encoding events, in particular if
the delay between spatial encoding and velocity encoding is long. Thus, velocity
values would be assigned to wrong positions [27-29,39|. To reduce this effect, the
voxel size of the measurement and timings of the sequence should be adjusted to
occurring velocities. In [106] a single-point PC sequence was proposed to minimise
displacement errors. However, the point-wise acquisition leads to long acquisition
times and is therefore impractical for 3D imaging with a large matrix size.

In [87] a Rapid Acquisition with Relaxation Enhancement (RARE)-PC-MRV se-
quence was presented for reduced measurement time. After one excitation pulse
several echoes are acquired. Because of displacement errors this sequence is lim-
ited to slow flow velocities. To reduce the displacement effect, the FLow Imag-
ing Employing Single-Shot ENcoding (FLIESSEN) sequence was proposed, which
is a single-shot multi-echo sequence with velocity encoding and decoding for each
echo [107].

The objective of the present work was to describe techniques to reduce artefacts
and increase the accuracy of MRV measurements for porous media using water flow
through an OCF as an example. To reduce measurement time, a multi-echo se-
quence was designed where each echo pair experiences a different velocity encoding.
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Thus, per excitation pulse for one line in k-space [108] a whole eight-step dual-VENC
balanced encoding is done. For minimising artefacts in the fast flow regions, such
as displacement errors, timings of the sequence and voxel size were carefully chosen.
To improve accuracy in slow flow regions and minimising aliasing problems in fast
flow regions, a dual-VENC method was used.

4.2 MRV sequence
A SE and PC-based MRV pulse sequence was implemented (fig. 18). Spatial res-

eight loops, each with different velocity encoding (Dual-VENC)

Read r r | —L

Phasel T E
H 25
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Phase2 m m
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Figure 18: Scheme of the 16-echo MRV sequence: An excitation pulse is applied with flip
angle a = 90°. In eight loops (dotted rectangle) different velocity encoding
gradients are applied for achieving a full dual-VENC encoding scheme. For
each loop, odd and even echoes are acquired and averaged in post-processing
to correct for offsets introduced by different phase coherence pathways. Spatial
encoding is done by gradients in read-, phasel- and phase2-direction. Veloc-
ity encoding gradients with duration § and time delay A are applied. Spins
are refocused by using 180° pulses after duration 7. SE is acquired after an
additional 7.

olution was achieved by one read and two phase encoding gradients. The spatial
encoding by the readout and phase encoding gradients was sufficient to avoid sig-
nal wrap-around for the measured samples and the chosen FOV. Therefore, non-
selective rectangular RF-pulses were used for excitation and refocusing to reduce
the interecho delay and avoid signal losses. To eliminate unwanted magnetisation
in order to remove image artefacts, crusher gradients were applied before and af-
ter the refocusing pulses. Additionally, spoiler gradients were used at the end of
the sequence (for details, see section 1.5.3). In [87,105], the velocity encoding was
done before the multi-echo loop. However, in this case measurements are limited to
slow velocities. Otherwise large displacement errors would arise for the later echoes.
To avoid this, in the proposed sequence velocity encoding was done similar to the
FLIESSEN sequence [107]. Before and after each echo, pairs of velocity encoding gra-
dients, i.e. gradient pulses with same strength but opposite direction, were applied
to set the phase shift to zero before the next RF refocusing pulse. This increases the
echo time but reduces displacement effects. For the FLIESSEN sequence, different
positions in k-space are acquired for consecutive echoes. This results in a reduced
spatial resolution in phase encoding directions. In the proposed sequence, this effect
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was avoided since for each echo train one position in k-space was acquired. In total
eight different velocity encoding gradients were applied to achieve a full dual-VENC
encoding scheme for acquisition of three-directional velocity in one measurement.
For every echo pair consisting of two consecutive echoes (odd and even) the same
velocity encoding was done. Datasets from odd and even echoes were combined to

Table 2: Encoding steps (dual-VENC bal-
anced encoding scheme) for the
echo pairs. The factors a and b

are set depending on VENC; and
VENCs.

Echo pair My M M

1 —a —a —a
2 +a +a —a
3 +a —a +a
4 —a +a —a
5 -b —=-b b
6 +b +b —b
7 +b —b +b
8 -b +b +0b

suppress additional phase differences caused by different coherence pathways (for
details see [87,105,109]). Between velocity encoding and decoding, spins may be
accelerated or decelerated (e.g., for spins moving near a narrowing). In this case the
signal phase imposed by the velocity encoding gradients is not completely eliminated
after decoding and an acceleration-dependent phase shift remains. Combination of
odd and even echoes cancels this effect [107], provided that the acceleration remains
constant for both echoes. The velocity with VENC,,,, was reconstructed from the
first eight echoes and the velocity with VENCy;,, was reconstructed from the last
eight echoes. Associated velocities are called v; and vy. Hence, in total 16 echoes
were acquired. As discussed in [39], the maximum displacement in number of voxels
is given by

displacement = Vpay - —tdiSpl, (52)

vozxel size

where tqisp1 is the time between the centre of velocity encoding and the centre of
the following acquisition. Even though 45,1 should be chosen as short as possible it
shall be noted that the gradient amplitude is limited and therefore for a given VENC
the duration § and delay A cannot be chosen arbitrarily short. Since gradients with
large amplitude may produce eddy currents which worsen the image quality, these
should only be applied if compensation is provided to correct for eddy currents. If
the compensation is not perfect, which is usually the case for experimental data,
the remaining artefacts scale with the gradient amplitude. Additionally, perform-
ing measurements with large gradient amplitude may shorten the lifespan of the
gradient system. Using 7 = 6.0ms, a duration of 192ms results from excitation
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pulse until acquisition of the last of the 16 echoes. Experimentally, a transverse
relaxation time 75 = 0.41s was determined for the water filled OCF structure (see
section 3.1). Thus, due to transverse relaxation the SNR of the last echo was reduced
by 36.5 % in comparison to the first echo. The SNR of the final (unwrapped) veloc-
ity map is mainly determined by the VENCq,. Therefore, the VENCy,;g, encoding
steps were measured in the last eight echoes. Using additional dedicated gradients,
flow-induced signal loss can be reduced [110-112]. However, in the proposed se-
quence, flow compensating gradients were not used for spatial encoding since this
would increase the echo time of the sequence. Additionally, this would increase the
displacement error. For the chosen flow rates, the signal loss due to missing flow
compensation gradients was negligible (about 2% for the flow phantom and 3 % for
the OCF). For details, see sections 4.5 and 4.6.1. In the current implementation
of the pulse sequence the following parameters were used: The acquisition time per
echo was 1.5ms. Flow encoding gradients had a duration of 4 = 0.78 ms and a
delay of A = 2.71ms. The time between the centre of velocity encoding and the
centre of acquisition was tgisp1 = 3.58ms. It should be noted that this value may
differ for other implementations or applications, since it depends on several factors
(hardware, acquisition time, voxel size, VENC, flow velocity, etc.).

4.3 Optimised repetition time

For a given sequence the SNR can be improved by increasing the number of accu-
mulations or increasing the repetition time 7g. For a constant measurement time it
shall be analysed at which ratio between the number of accumulations and Tg the
optimal SNR improvement is achieved. Therefore, the longitudinal magnetisation is
considered. After applying the 90° excitation pulse at t; = 0 the longitudinal mag-
Mz0 Mz1 Mz16 Mz0
| ' 180° ' 180° !
a my Acquire ’M Acquire \'}"r a

RF \'E, 1 ‘ j
ﬂ echo 16
s

’y echo 1
I
———————— T =TR-186ms ———————
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Figure 19: Echo train with longitudinal magnetisation at specific times.

netisation is M,y = M,(to) = 0. Due to longitudinal relaxation the magnetisation
after applying the first 180° pulse (at ;) is

M, = —(My — (My — M) - e~ 6m/T1), (53)

In total sixteen 180°-pulses are applied in the echo train. The longitudinal magneti-
sation directly after the k-th inversion pulse is calculated as follows:

My = — (Mo — (Mo — Myy,) - e~ 12ms/Th) with k=1,..,15 (54)

For T} = 2s, which was experimentally determined for the water filled OCF struc-
ture (see section 3.1), a quite low M,;s = —0.003 - My results. Therefore, M,¢ is
neglected in the following. We consider the time between the last inversion pulse
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and the excitation pulse where longitudinal relaxation takes place. With M, = 1
and normalisation to unit time, the longitudinal magnetisation is approximated by

1
M} = (1 — e TRo186ma/Try (55)
VIR

Plots for eq. (55) at different 7} values are shown in fig. 20. For long 77 a broad

T,=2s |
T,=3s

i 2 s a 5 6
Tq Is]
Figure 20: Simulation is done based on eq. (55). For Tp = 1s, 2s, 3s maxima are at
1.6s, 2.9s, 4.25.

maximum is visible. However, an optimal TR value should be chosen to avoid SNR
losses, which is of particular importance for short T7.

4.4 Measurement parameters

The repetition time was Tg = 2.9s (according to the maximum in fig. 20). The
amplitude of the flow encoding gradients was set depending on the desired VENC
value. Further measurement parameters are listed in table 3. The measurements

Table 3: Parameters for the measurements of the flow phantom (1) and the OCF (2). For
improved SNR, measurements were averaged n-times. Total measurement time
is calculated for the pump switched on and off.

Matrix size FOV Voxel size  VENC; VENC; n,, Meas. time
[mm?] [mm] [57] [57] (]
(1) 120 x 80 x 80 36 x 24 x24 0.30 40 40 1 10.3
(2) 80x80x80 36x36x36 0.45 20 45 2 20.6

for the flow phantom were done at VENC,; = VENC, = 40 =% to analyse the
reproducibility of the measured velocity v; and vy. For improving the VNR, the
dual-VENC method was used for the OCF. VENC values were VENC; = 20 =*
and VENC, = 45 =2, The final (unwrapped) velocity is mainly determined by the
VNR of the low-VENC data. Thus, the low-VENC value was chosen for VENC;
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because the first echoes experience a lower SNR loss (respectively VNR loss) due
to transverse relaxation. Measurements were performed with and without flow.
Considering the no-flow data, noise parameters were determined for the high-VENC
data (last eight echoes) after averaging the two accumulations. For each pair of
consecutive odd and even echo the magnitude images were combined (averaging)
and the respective SNR was calculated according to eq. (35). The mean value
was SNR = 199.6, which was used to calculate o, = 0.144 =% (eq. (34), number
of encoding steps N = 4). Post-processing of the data was performed using a
self-developed MATLAB script (R2021a MathWorks, Natick, MA, USA). Binary
masking was based on Otsu’s thresholding [113] for the corresponding magnitude
images. This was done to distinguish the OCF (respectively flow phantom) from
the noisy background.

4.5 Results

4.5.1 Flow phantom

In figs. 21 to 26 the velocity maps for axial slice 61 (out of 120) of the flow phantom
are shown. For the maps without flow an offset is visible (depending on the spatial
position up to 12% of the VENC). For other slices of the 3D velocity map, even
larger offsets could be determined (up to 57 % of the VENC). For a quantitative
analysis for each of the v, maps, the VFR was calculated in a ROI (straight tube)
by

VER,(2) = Ly - Ly - Y _ v(,y, 2) (56)

.y

where Ly and L, are the voxel size in x- and y-direction. The bar plot with the
resulting VFR for v} and v} is shown in fig. 27.

For all cases without offset correction (odd, even, combined) the VFR is between 12
and 14 n%l and therefore does not fit the expected 9.9 £+ 0.1 Ir% Better agreement
is visible for the data that are corrected by subtraction of a reference scan without
flow. Similar results were obtained for all axial slices. Considering only odd or only
even echoes, the VFR is still a bit too low or too high. Best agreement is obtained
for the combination (averaging) of odd and even echoes and correction with the no-
flow measurement. However, these values are always between 10.1 and 10.2 n%l, thus
overestimating the expected VFR of 9.9 +£0.1 H%l by 1 to 4%. An analogue analysis
was done for velocities v; (first eight echoes) and vy (last eight echoes) in x- and
y-direction (figs. 28 to 30). A plot with the VFR for v, calculated for each axial slice
can be found in figs. 31 and 32. Also here the best agreement is obtained for the
combination of odd and even echoes and correction with the no-flow measurement.
Considering the whole 3D dataset, maximum velocities were found in the centre of
the glass tube and had values of 23.5 ™% (x-/y-direction) and 17.3 #2* (z-direction).
Since the cross-section is slightly flattened due to the manufacture process, it is not
easy to predict the flow behaviour in x- and y-direction. However, for the straight
tube with a round cross-section the velocity profile can be predicted for a laminar
tube flow with V. = 2 - Umean. With the tube diameter and the VFR given in
section 3.1, it was therefore calculated vyax = 16.8 ™. The measured value for vyax
was about 3% higher due to superimposed noise. For laminar flow, the mean axial
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Figure 21: Velocity maps (v) for axial slice 61. For the maps without flow, non-zero
values are visible. For offset correction, flow and no-flow velocity maps were
subtracted.
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Figure 22: Velocity maps (v3) for axial slice 61. For the maps without flow, non-zero
values are visible. For offset correction, flow and no-flow velocity maps were
subtracted.
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Figure 23: Velocity maps (v]) for axial slice 61. For the maps without flow, non-zero
values are visible. For offset correction, flow and no-flow velocity maps were
subtracted.
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Figure 24: Velocity maps (vy) for axial slice 61. For the maps without flow, non-zero
values are visible. For offset correction, flow and no-flow velocity maps were
subtracted.
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Figure 25: Velocity maps (v§) for axial slice 61. For the maps without flow, non-zero
values are visible. For offset correction, flow and no-flow velocity maps were
subtracted.
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Figure 26: Velocity maps (v3) for axial slice 61. For the maps without flow, non-zero
values are visible. For offset correction, flow and no-flow velocity maps were
subtracted.
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Figure 27: For every velocity map from fig. 25 and fig. 26 the VFR in the ROI was calcu-
lated and visualised as bar plot. The dotted lines indicate the expected VFR

of 9.9 4 0.1 mm,
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Figure 28: Velocity maps for combined odd and even echo and offset correction by no-flow
measurement. Sagittal slice 37, velocity maps v (a) and v3 (b). Coronal slice
46, velocity maps v] (c) and v§ (d).

velocity v, at radius r can be calculated as a function of the maximum velocity vp,.x

and the tube radius a: )

Uy = Ve (1 — %) (57)

For one exemplary axial slice, the calculated axial velocity is compared with the

measured one (fig. 33).

For each voxel, the signal intensity (magnitude value of the complex signal) was de-
termined within the binary mask and averaged. The corresponding values acquired
with flow are reduced by 2 % compared to those acquired without flow.
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Figure 29: VFR analysis for ROI 1 (a) and ROI 2 (b) corresponding to fig. 28 (sagittal
slice 37, velocity v} and v3).
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Figure 30: VFR analysis for ROI 1 (a) and ROI 2 (b) corresponding to fig. 28 (coronal
slice 46, velocity v} and v}).

From the measured velocity components (vy, vy, v,), the velocity magnitude was
visualised in 3D by using the open-source software Paraview 5.10 (see fig. 34).

4.5.2 OCF

A dual-VENC measurement was performed for the OCF (for details see table 1).
Complex valued images for each encoding step were combined (averaging odd and
even echoes), before velocity values in x-, y- and z-direction were calculated. For
the no-flow velocity map an offset up to 21.1% (v;) and 12.9% (v2) of the VENC
depending on the spatial position was determined. For one axial slice, offsets are
visualised in fig. 35. Offset correction was done by subtracting the flow from the
no-flow velocity map. For an additional VNR improvement, unwrapped low-VENC
and high-VENC maps were weigthed averaged based on the ratio R = 2.25. Axial
slices of the corresponding velocity maps are shown in fig. 36.

The absolute values of the complex map were determined inside the binary mask
and averaged. The values acquired with flow are decreased by 3 % in comparison to
those acquired without flow.
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Figure 31: Plot of the VFR (vf) along the z-direction of the flow phantom. The expected
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Figure 32: Plot of the VFR (v5) along the z-direction of the flow phantom. The expected
VFR is 9.9 +0.1 2L
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Figure 33: Velocity v{ (x) and vj (o) (datasets with VENC; = VENCy = 40 =) de-
termined in a central axial slice after combining odd and even echoes and
subtracting the no-flow data. In addition, the expected curve according to
eq. (57) was calculated. In this calculation, the accuracy of the tube diameter
(54+0.15mm) was considered. The upper and lower limit of the expected curve
are plotted with dashed lines.

Figure 34: By using Paraview 5.10, the velocity magnitude was visualised in 3D. Similar
shape can be observed for v; (top) and vy (bottom). These velocity maps
were determined by offset correcting the velocity maps acquired with flow by
subtracting the ones acquired without flow. Odd and even echo images were
combined.
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Figure 35: Exemplarily, no-flow velocity maps v1 and vp (with VENC; = 20 %% and
VENCy = 45™%) are shown for axial slice 41. Considering the whole 3D
dataset, offsets up to 21.1% (v1) and 12.9% (v2) of the VENC depending on
the spatial position were determined.

slice 21 slice 31 slice 41 slice 51 slice 61

Figure 36: Velocity maps were offset corrected by subtracting the no-flow maps and un-
wrapped using the dual-VENC method. Additionally, unwrapped and high-
VENC maps were weighted averaged. Exemplarily, several axial slices are
shown for all velocity components (vg, vy, v,). For fixation in the glass tube,
seal tape was wrapped around the OCF. No tape was present at the beginning
and end of the OCF. The water filled gaps between OCF and glass vessel
result in the "rings" in slices 21 and 61. Velocity values inside these "rings"
are about zero.
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4.6 Discussion

High accuracy of MRV measurements on porous media is essential, especially if
such measurements are used for validation of CFD-simulations. For improved VNR,
a new multi-echo sequence with optimised repetition time TR was proposed and
a dual-VENC technique was used. Furthermore, systematic errors were analysed,
which may occur in MRV measurements, in particular displacement errors and phase
errors originating from eddy currents or different coherence pathways. Techniques
were described to minimise or correct such errors.

4.6.1 Pulse Sequence

A flow phantom with predictable flow behaviour was measured to test the new
multi-echo sequence. An offset was observed and the measured VFR overestimated
the expected VFR if only odd or only even echoes are considered. This confirms
that a combination (averaging) of odd and even echoes is necessary to correct for
different coherence pathways. An offset was also observed if only the velocity maps
with flow are considered. This confirms the assumption that the phase difference
image (egs. (31) to (33)) does not eliminate all phase errors. These findings are
consistent with [87]. Eddy currents depend on the strength and direction of the
applied magnetic gradients [31]. Thus, the eddy currents originating from the ve-
locity encoding gradients behave additive in the phase difference image. The eddy
currents could be reduced by setting smaller amplitude and longer duration for the
velocity encoding and spatial encoding gradients. However, this would increase the
echo time and as a consequence, the SNR would be decreased and the displacement
error increased. In commercial systems, compensation for eddy currents is realised
by using pre-emphasis systems that adjust gradient waveforms incorporating pre-
dictions of eddy current effects [31,114,115]. However, not all eddy current effects
can be compensated for and there is currently no definitive solution to eliminate all
background phase shifts caused by eddy currents. Therefore, residual phase shifts
may occur, affecting the accuracy of the measurements. This is especially a problem
when a very precise analysis is to be carried out, e.g. a comparison of MRV measure-
ments with CFD simulations. Therefore, measurements with and without flow were
subtracted from each other to ensure an accurate correction of remaining offsets.
The corresponding VFR was slightly overestimated by 1 to 4 %. It can be assumed
that the slow velocities, which are located at the surface of the flow phantom, were
slightly overestimated due to partial volume effects. Details about such effects are
described in [30,31]. The measured axial velocity was compared with theoretically
predicted values for laminar flow. A good agreement was visible for the flow profile.
The maximum velocity determined from the measured axial velocity was slightly
larger than the predicted value due to superimposed noise.

After one excitation pulse, several echoes were acquired. For the transverse relax-
ation time 75 = 0.41s it was possible to measure 16 echoes with acceptable signal
loss to achieve full dual-VENC encoding. Velocity maps v; and vy were reconstructed
from the first and last eight echoes, respectively. By setting VENC; = VENCs, re-
producibility was evaluated, even though vy has lower SNR due to longer echo times.
Velocity encoding and decoding gradients were applied before and after each echo.
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Thus, the echo time was increased, respectively the SNR decreased. In [87], the
interecho delay was shorter, because the velocity encoding gradients were applied
before the echo train. However, this approach increases displacement errors. Thus,
if the same echo time is assumed for both sequences, the displacement error for the
last echo differs by a factor 50. Single-point imaging sequences, as proposed by [106],
are able to reach a great reduction of displacement errors, but in comparison to the
the sequence shown here the measurement time is strongly increased and not suit-
able for 3D imaging. For reduced measurement time, in [54] an echo-planar imaging
sequence with velocity encoding was proposed. The reduction of displacement er-
rors by updating the flow encoding for each echo was already proposed in [107] for
the FLIESSEN sequence. Since this sequence aimed at short total measurement
time, each echo of the long echo train was measured with different spatial phase
encoding. In contrast, the sequence proposed in the present work uses all echoes
for flow encoding. Therefore, the minimum total measurement time is longer than
in FLIESSEN or other sequences that have a long echo train length with short Tg.
However, for the sequence shown here a reduced spatial resolution in phase encoding
directions is avoided as each image is measured at a fixed echo time.

The proposed approach assumes constant velocity and does not compensate for
non-zero acceleration. To minimise the displacement errors, the time ¢4, between
velocity encoding and acquisition was kept as short as possible. Thus, also the in-
fluence of acceleration on the signal phase is limited. Most importantly, only two
consecutive echoes (odd, even) are used for the calculation of the same image as
different velocity encoding steps are performed along the echo train. Thus, summa-
tion of acceleration effects (by the consecutive echoes) would not lead to incorrect
velocity encoding, but to reduced signal due to intra-voxel dephasing. However, a
comparison of the data measured with and without flow yielded no notable differ-
ences in the signal intensity (magnitude value of the complex signal). The difference
was 2% for the flow phantom and 3% for the OCF. Therefore, SNR losses due to
velocity and acceleration effects, although being not suppressed, were negligible in
the experiments. This was also proven by the fact that the measured VFR corre-
sponds well with the expected values.

Flow through porous media, like the used OCF, usually has a large dynamic range.
Therefore, the dual-VENC approach is of great use to prevent aliasing in fast flow
regions but still realise a sufficient VNR in slow flow regions. For the chosen ratio
between high- and low-VENC, the VNR was improved by R = 2.25 in comparison
to a single-VENC measurement. Instead of doing a dual-VENC measurement, in
the same time two accumulations of the high-VENC measurement could be done
and averaged, which increases the VNR by /2. Therefore, the effective VNR im-
provement of the dual-VENC technique with R = 2.25 is % = 1.59. An additional
VNR improvement was achieved by averaging unwrapped and high-VENC data, as
described by eq. (43). For R = 2.25 this is 9.4 %.

Each slice (and each velocity component) was visually inspected to determine if
wrong unwrapping was present. Therefore, inside the pores it was searched for vox-
els, which show a large difference (about 2- VENC) in comparison to the surrounding
ones. None of such voxels was found.

For the proposed sequence, a good compromise was found to achieve reduced dis-
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placement errors, acceptable total measurement time and sufficient VNR.

4.6.2 Displacement Errors

For the flow phantom, maximum velocities of 23.5 ™ (x-/y-direction) and 17.3 &=*
(z-direction) in the centre of the glass tube were determined. Higher velocities in
x-/y-direction occurred due to the reduced cross-sectional area at the windings. Dis-
placement errors are always a problem if the direction or magnitude of the velocity
vectors change. This is generally the case for turbulent flow. Since for the measure-
ment with the flow phantom the Reynolds number was Re = 42, laminar flow can
be assumed. For the special case that only the straight tube of the flow phantom
is considered (only axial velocity), in each axial slice a similar velocity should be
present and therefore displacement errors would not have a negative effect on the
velocity maps. However, large displacement errors would negatively influence the
measured velocity fields in the windings of the flow phantom.

In these measurement a voxel size of 0.30 mm was chosen. Considering the maxi-
mum velocity in x-/y-direction and the time between velocity encoding and readout,
with eq. (52) a displacement = 0.28 voxels can be calculated, which corresponds to
0.08 mm. In [39], an overview of several current MRV studies is given and for the
corresponding displacement errors values are specified between 0.9 and 14.8 voxels.
In this context, the displacement errors shown in this work are relatively low. No
matter how low the value is, displacement errors always occur, namely for spins
located at the border of a voxel. However, it should be noted that the estimated
displacement error occurs for the maximum velocity and therefore in most voxels
the displacement error is much lower.

For the OCF, the maximum velocity was 44.7 =% and the voxel size 0.45mm.
Therefore, displacement errors up to displacement = 0.36 voxels (corresponding
to 0.16 mm) were present. This displacement error is small in comparison to the
pore size of 5.8 + 1.9 mm. Additionally, the displacement error will be lower in most
regions of the OCF as the displacement value of 0.36 voxels was calculated for the
maximum velocity.

4.7 Conclusion

In this section, methods were described to achieve a good accuracy for MRV mea-
surements and reduce systematic errors for slow flow of water through a 10 PPI
OCF. A new multi-echo sequence with dedicated timings was proposed to achieve a
compromise between VNR, total measurement time, spatial resolution and displace-
ment errors. A dual-VENC encoding scheme was used and the repetition time was
optimised for improving the VNR. Phase errors originating from different coherence
pathways could be eliminated by averaging the datasets of odd and even echoes.
Phase errors resulting from eddy currents could be eliminated by subtracting flow
and no-flow velocity maps. An additional improvement of the VNR was achieved by
using the dual-VENC technique and by weighted averaging of the unwrapped and
high-VENC data.

For a reduction of the measurement time, MRV measurements could be combined
with acceleration methods like compressed sensing [39] or parallel imaging [116].
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In section 5, a further analysis of the velocity measurements is done. Also, other
techniques are described for the correction of the phase offset. In section 6, the ve-
locity maps measured with the presented MRV sequence are used for cross validation
with CFD simulations.
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5 Improvements

5.1 Introduction

In the previous section it was shown that for MRV measurements usually phase
offsets, originating from eddy currents, occur. Correction of these offsets was done
by doing a reference measurement without flow and subtracting the resulting phase
map from the one acquired with flow. Doing so, the noise values are summed up
and the accuracy is reduced by /2. To minimise this effect, the no-flow dataset can
be fitted by a polynomial reducing the SNR loss [41,117,118|. However, it must
be considered that for inaccurate fitting systematic errors may occur lowering the
benefit of this technique. To my knowledge, this technique was not shown before
for MRV measurements on porous media and also not for dual-VENC data.

For high accuracy of the acquired velocity maps, no changes should occur during
the measurement time. However, different effects may prevent totally stable mea-
surement conditions. For example, small temperature changes or changes in the
electrical components may occur during the measurement operation [100,101]. To
minimise such effects, the measurement is started after the gradient amplifiers have
warmed up for a few hours and the measurement is done in a closed air-conditioned
room. If the flow is realised by a hydrostatically driven pump system, irregularities
like pulsation effects can be neglected. However, the setup of such a hydrostatic
pump as well as the setting of the desired flow rate is associated with a certain
amount of effort. Other mechanical pump systems (for example peristaltic pumps,
gear pumps, screw pumps, etc.) are often easier to handle and usually they enable
higher flow rates. However, such pump systems are often sensitive to pulsation ef-
fects [119-122|, especially peristaltic pumps. Pulsation effects are also a problem
in medical application (e.g. blood flow). To reduce the influence of pulsation, in
medical application triggering techniques are used to synchronise the repetition time
Tr with the heart beat [33,123].

Doing a reference measurement without flow, as described in the previous section,
doubles the measurement time. If a study is conducted in which the flow fields of
different samples are to be compared (as in [23,124]), it would be advantageous if
one no-flow measurement can be used as reference for a series of flow measurements
in order to reduce the measurement time. Therefore, it shall be analysed to which
extent such reference map is reproducible.

For medical application, it is not possible to repeat a measurement without flow
as reference. For correction of phase errors, neighbouring stationary tissue may be
used as reference [125,126]. This technique also has the benefit that the measure-
ment time is not increased. However, in [127] it was shown that this technique may
worsen the accuracy. In this chapter the accuracy of this correction method shall
be analysed quantitatively for porous media. This is of central interest to enable
accurate cross-validation with CFD simulations.

Median-filtering is widely used in MRI to reduce the influence of noise [128-132].
To my knowledge, however, this has not yet been done for flow measured by MRV.
Instead of doing polynomial fitting, also median-filtering may be done for the no-
flow dataset before being subtracted from the dataset with flow. This should also
reduce the SNR loss. It is to be clarified which method enables the best accuracy
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of the resulting velocity maps.

5.2 Offset correction by polynomial fitting

If an offset correction is done by subtracting the no-flow velocity map voxel-wise,
the VNR is lowered by V2. For reduced VNR loss, another correction method was
used. Analogously to [41] a polynomial fit was applied to the no-flow dataset for
reducing the effect of random noise. The following algorithm was used:

1. Otsu’s thresholding algorithm [113] is applied to determine a threshold value
based on the corresponding magnitude images. It is searched for the threshold
value at which the intra-class variance of fore- and background is minimal.
Based on the threshold value a binary mask BM; was calculated (see fig. 37(a)).

2. At the surface, partial volume effects are present, which can negatively influ-
ence the accuracy of the fit. To ignore such edge effects, another binary mask
BM; was calculated. For each voxel in BM; it was checked if all 26 neighbour-
ing voxels have the value 1. If yes, the considered voxel was set 1, if not it was

set 0 (see fig. 37(b)).
3. Each no-flow velocity map was multiplied by the binary mask BM,.

4. For each no-flow velocity map, polynomial fitting was done. The three-dimensional
polynomial can be written as follows, where the order O is defined as the high-
est order of the polynomial’s monomials (individual terms). The order of a
term is the sum of the exponents of the variables that appear in it.

O
flz,y,2) = Z Qi x' -yl 2F for i+i+k<O (58)
,7,k=0

5. The polynomially fitted no-flow velocity map was subtracted from the corre-
sponding map measured with flow.

Figure 37: For the exemplary axial slice 41 the binary mask BM; (a) and the mask without
edge voxels BMy (b) are shown.
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5.3 Discontinuities in flow measurements

For perfectly reproducible measurements, the measured velocity maps of two ac-
cumulations only differ by their normally distributed noise values. Therefore, sub-
tracting both maps would result in a standard deviation of noise increased by v/2.
In the following, the flow and no-flow MRV measurements done for the OCF struc-
ture (for details see section 4.4) are analysed in relation to their reproducibility.
To exclude aliasing effects, only the velocity maps vy measured at the high-VENC
are considered. Two accumulations were acquired and the corresponding velocity
maps were subtracted from each other. This was done for the measurement with
and without flow and all components (vy, vy, v,). Results are exemplarily shown for
one axial and one sagittal slice (figs. 38 and 39). For the measurements with flow
larger values are visible. Also for the corresponding histograms a broadening can
be observed (fig. 40). Corresponding standard deviation inside the OCF and tube

no flow

flow
o
[mm/s]

Figure 38: To evaluate the reproducibility, two accumulations were done for the measure-
ments. Velocity maps from first and second accumulation were subtracted from
each other. For the shown axial slice 41, larger variations are visible for the
velocity values (vy) with flow.

was determined (the noisy background was ignored by segmentation) and listed in
table 4. Without flow, similar values are visible in x-, y- and z-direction, which are
also roughly twice as high as the value 0.144 =2 calculated according to eq. (34).

This corresponds the expectations because this 0.144 =% was determined after aver-

aging both accumulations (noise reduction by v/2) and the values shown in table 4
were calculated by subtracting both accumulations (noise increased by v/2). Val-
ues resulting from the velocity maps with flow are larger, between 2.2 and 3.7 fold
increased.
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Figure 39: Velocity maps (v2) from first and second accumulation were subtracted from
each other. Analogously to fig. 38, for the shown sagittal slice 46 larger varia-
tions are visible for the velocity values with flow.
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Figure 40: Velocity maps (v3, v}, v5) from first and second accumulation were subtracted
from each other. Histograms for the whole 3D difference maps were determined
for the measurements done without (top row) and with flow (bottom row). For
determining the histograms, only values inside the binary mask were considered
(OCF and tube in the foreground, noisy background was ignored).

Discussion: When applying the dual-VENC technique, often a ratio R between
two and three is chosen [47,48,133-135]. In the present study, an optimal R with
negligible wrong unwrappings (m =5, P = 6-10"7) was calculated and the optimal
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Table 4: For each velocity map reconstructed from the high-VENC data (with and with-
out flow) both accumulations were subtracted and the standard deviation was
determined inside the OCF structure.

direction o, (no-flow)! o, (flow)!

X 0.263 0.607
y 0.269 0.601
z 0.268 0.974
1 mm

R = 22 could be chosen (egs. (41) and (42), N = 8 due to subtraction of flow and
no-flow velocity maps). For this calculation the mean SNR was assumed. However,
voxels located at the edge areas are only partly filled with fluid and therefore have a
lower SNR. For example, if a voxel is only filled to a quarter, the calculated optimal
ratio would be R = 5.4. Due to large SSA, especially in porous media such edge
voxels should be taken into account. Moreover, the calculation for such optimal R is
only true for fully reproducible measurements. For a real measurement, changes may
occur due to fluctuations of the fluid field or changes of the temperature or electrical
components of the MRI system. Especially for 3D measurements, which usually run
over longer time (the measurement for the OCF needed 20.6 h), such variations may
be a significant factor. As shown in table 4, the standard deviation of the velocity
maps with flow was up to 3.7 fold increased in comparison to the ones without flow.
This indicates the presence of larger variations during the measurements with flow,
which are presumably due to pulsation effect caused by the peristaltic pump used.
Therefore, a rather low R = 2.25 was chosen.

A more systematic analysis of pulsation effects on MRV measurements should be
done to achieve a better understanding and reduce flow induced phase fluctuations
to such a level that similar o, values are obtained as in no-flow measurements. This
should preferably be done by improving the pulsation dampening [136] or using a
pulsation-free pump system. Alternatively, triggering techniques could be used that
are widely applied in medical applications of MRV [33,123]. Such measurements
should be done for the same setup and VFR as described in section 4.4. The resulting
standard deviation for the flow and no-flow velocity maps should be compared to
evaluate the influence of pulsation. If lower pulsation effects are achieved, larger R
values could be chosen to use the full potential of dual-VENC encoding.

It was assumed that screw pumps have a much lower pulsation in comparison to
peristaltic pumps. Therefore, an analysis was done for the screw pump DM-JM
Dosing Diamond series 012K2 (Nova Rotors, Sossano, Italy). Surprisingly, for the
set VFR of ~ 200 m%il the screw pump used did not guarantee a stable VFR during
the measurement time. Over 2.5h the VFR decreased continuously down to ~ 90 %
of the initially set VFR. Since it was also observed that the pump heated up
considerably during operation, it can be assumed that this heating of the components
was a contributory factor to the changed flow rate. Due to the instability of the VFR,
no MRV measurements could be performed that were comparable to the ones done
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with the peristaltic pump. Unfortunately, a further investigation or the purchase of
another pump system is beyond the scope of this work.

However, it is proposed that a systematic study of different pump systems with
corresponding MRV measurements will be carried out in the future to quantify the
contribution of pulsation on velocity maps of porous media.

5.4 Global polynomial fitting

In section 4, velocity maps with and without flow were subtracted voxel-wise from
each other to correct phase errors. In this section, global polynomial fitting is done
for the no-flow map before subtracting. The velocity maps vy from section 4.4
are considered for each component (vy, vy, v,). The no-flow velocity map (second
accumulation) was polynomially fitted according to the algorithm presented in sec-
tion 5.2. The principle of fitting is visualised for two central slices in the OCF
structure by the example of a first order polynomial (see fig. 41).

Figure 41: Top row: Axial slice 41. Bottom row: Sagittal slice 46. For the no-flow velocity
map vy (VENCy = 45 ™% ) spatially dependent offsets are visible (first column).
For ignoring edge voxels, the algorithm from section 5.2 is used and the binary
mask BMj is applied (second column). Values in this mask are exemplarily
fitted by a first order polynomial. Higher order polynomial fits will be discussed
in the course of this section. For the resulting map (third column) the mask
BM; is applied (fourth column).

No-flow velocity map (first accumulation) and polynomially fitted map (second accu-
mulation) were subtracted from each other. The resulting difference map is referred
to as Do where O = [1,6] € Z stands for the fit order of the polynomial fit. Exem-
plarily, one axial and one sagittal slice of Dy, Dy and D3 are shown in figs. 42 and 43.

Using the first order fit (D), areas with similar non-zero values can be observed
locally. These areas are the most concise for the velocity in z-direction. For higher
fit order these areas are not completely eliminated but smaller and values are more
randomly distributed around zero. The standard deviation of the whole 3D veloc-
ity map within the OCF structure was determined and the corresponding values,
as well as the Root-Mean-Square Error (RMSE) of the fits, are plotted in fig. 44.
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Figure 42: No-flow velocity map (vy) was corrected by subtracting the polynomially fitted
map of different orders. Axial slice 41 is shown for vy, vy and v,. For compar-
ison, the voxel-wise subtracted maps are shown in fig. 38.

order 1

order 2

order 3

Figure 43: No-flow velocity map (v2) was corrected by subtracting the polynomially fitted
map of different orders. Sagittal slice 46 is shown for vy, vy and v,. For
comparison, the voxel-wise subtracted maps are shown in fig. 39.

51



Maximum values are visible for the first order fits. Independent of the fit order, the
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fit order

Figure 44: The no-flow velocity maps (v2, second accumulation) were fitted by polynomials
of different orders. The accuracy of the fits was determined by the RMSE.
Here, the whole 3D map inside the OCF was considered. No-flow velocity
maps (first accumulation) and fitted maps were subtracted from each other.
The standard deviation was determined and normalised to the corresponding
values from table 4. The optimum of v/2/2 would result for a perfect fit.

standard deviation for the x- and y-component is lower than for directly subtracting
two accumulations. For the different fit orders the values are in the range of 0.75
to 0.77 (x-component) and 0.77 to 0.83 (y-component). Also for the z-component a
steady decrease can be observed for both, the RMSE and the standard deviation.
However, only for third to sixth fit order the standard deviation is below 1 (0.98 to
0.95).

Phase cycling: Crusher and spoiler gradients in the sequence were used to suppress
artefacts (for details about these gradients, see section 1.5.3). It is tested, if a further
suppression can be achieved by using phase cycling for the excitation RF-pulse. The
measurements for the OCF structure described in section 4.4 were repeated with
same parameters, but phase cycling was done for the excitation RF-pulses. With a
value of 21242 n%, the VFR was slightly larger (for the measurement without phase
cycling, it was 206 =+ 2 milil) One measurement consisted of two accumulations done
with the phase of the excitation RF-pulses shifted by 180° and both accumulations
were averaged. The receiver phase was also adapted so that the signals add up and
do not cancel each other. Analogously to the previous analysis done in this section,
two similar measurements were done (each with two averaged accumulations). The
resulting velocity maps of the second measurement were polynomially fitted and
subtracted from the velocity maps acquired for the first measurement. The resulting
RMSE of each fit and the standard deviation of each fitted map was determined and
is plotted against the corresponding order (see fig. 45). With increasing fit order, a
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Figure 45: Phase cycling was done with the phase of the excitation RF-pulses shifted by
180°. Two similar measurements were done. The no-flow velocity maps (ve,
second measurement) were fitted by polynomials of different orders. The whole
3D map inside the OCF was considered and the accuracy of the fits was de-
termined by the RMSE. No-flow velocity maps (first measurement) and fitted
maps were subtracted from each other. The standard deviation was determined
and normalised to the corresponding values if voxel-wise subtraction was done.
The optimum of v/2/2 would result for a perfect fit.

steady decrease can be observed for both, the standard deviation and the RMSE.
This is the case for all components (v, vy, v,). For sixth fit order, the minimum
standard deviations 0.76 (vy), 0.74 (vy) and 0.86 (v,) are present.

Discussion: For the correction of phase errors in the velocity map, it is common
to do a reference measurement without flow and subtract the resulting velocity map
from the one acquired with flow voxel-wise. However, since the noise errors sum up,
this increases the standard deviation by v/2. In this section, the no-flow velocity
map was polynomially fitted before being subtracted from the map acquired with
flow. For a perfect fit, this would cause a reduction of the standard deviation by
V2 /2 ~ 0.71 in comparison to voxel-wise subtraction.

In this section, the fitting process was demonstrated for all three components of
the aliasing-free maps v,. Additionally, no-flow velocity maps were corrected by the
fitted maps and the standard deviation was determined as another measure for the
accuracy of the fits. RMSE and standard deviation were determined for different
fitting orders. To analyse the influence of artefacts, measurements were done with
and without phase cycling for the excitation RF-pulse.

In most cases, values of RMSE and standard deviation decrease with increasing fit
order and thus, lowest values are present for the highest (sixth) order. For v, and
vy without phase-cycling, no significant changes are present for third or higher fit
order. Due to the fact that in no case a significantly increased standard deviation
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was observed for higher fit order, it can be assumed that no overfitting was present.
However, if fitting is done with even higher order, it shall be considered that over-
fitting may worsen the accuracy.

For the v.- and vy-maps, most artefacts could be suppressed by using crusher and
spoiler gradients. If measurements are done with or without phase cycling for the
excitation RF-pulse, no significant difference is present for the standard deviation of
the corrected velocity map (table 5). However, a larger difference can be observed
for v,. One could assume that the reason for this difference are artefacts caused by
remaining transverse magnetisation at the end of the sequence. However, dephasing
of remaining transverse magnetisation at the end of the sequence was achieved by
applying spoiler gradients. Furthermore, the long repetition time Tr compared to
T, should have caused an almost complete dephasing of the spins before the next
excitation pulse was applied. It can therefore be assumed that the artefacts resulted
from the fact that the amplitude of the crusher gradients was not sufficient. Ad-
ditional coherence pathways due to non-ideal refocusing pulses were therefore not
completely suppressed. Obviously, the remaining artefacts are better suppressed if
phase cycling is done additionally. The phase offset can be fitted more accurately,
which results in a decreased RMSE and standard deviation. For the fit of sixth
order, the standard deviation has a value of 0.86 instead of 0.95.

Table 5: The no-flow velocity maps (va, second accumulation) were fitted by polynomials
of different orders. No-flow velocity maps (ve, first accumulation) and fitted maps
were subtracted from each other. The standard deviation was determined and
normalised to the corresponding values if voxel-wise subtraction was done. The
minimum values (in most cases, these are present for the highest fit order) are
listed for the measurement without (1) and with (2) phase cycling for the RF-
pulse.

a(ve) ov(vy) ov(v,)

(1) 075 077 095
(2) 076 0.74  0.86

In this section, using a phase cycle doubled the measurement duration (but also
improved the SNR by /2 due to averaging). For a shorter measurement duration,
instead of phase cycling, crusher gradients with larger amplitude can be used to sup-
press the effects of the unwanted coherence pathways. It should be noted, however,
that in this case stronger unwanted eddy currents occur, as these scale with the
strength of the applied crusher gradients. Alternatively, for a better crusher effect,
the duration of the crusher gradients can be increased. This, however, worsens the
timing of the sequence, as longer echo times result.

5.5 Median filtering

In the previous sections, no-flow velocity maps were polynomially fitted before being
used for offset correction. It is to be analysed whether median filtering can be done
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alternatively. In median filtering, the values of the voxels in a defined neighbourhood
of a voxel are collected, sorted by size and ranked. The middle value is selected from
this sorted list and replaces the value of the current voxel. The filter size should
be chosen in such a way that the local change of the phase offset in the considered
neighbourhood is small in comparison to the noise values. Doing so, the standard
deviation of the corrected velocity map is decreased due to denoising. For larger
filter sizes, the image information is distorted.

For better understanding, this effect is visualised for the example of a 1D plot
(fig. 46). However, in the following median filtering was done for the 3D velocity
maps and consequently, 3D (cubic) neighbourhoods were considered to be filtered.

cos(x} overlapped by noise cos(x) overlapped by noise
neighbourhood of 3 points median filtering (3 points)
neighbourhood of 19 points | 15 — — —median filtering (19 points)

Figure 46: The principle of median filtering is visualised by the example of a plot of the
function f(x) = cos(x), which is overlapped by normally distributed noise
(blue). In (a), one exemplary data point in a neighbourhood of 3 data points
is marked (orange, first maximum). When median filtering is done, the re-
spective neighbourhood of each data point along the plot is considered and
the median value is determined in each case. The value of each data point is
replaced by the respective median value. Since the local change of the func-
tion in a neighbourhood of 3 data points is small in comparison to the noise
values, denoising is achieved (b, orange curve). However, for a too large neigh-
bourhood deformation of the filtered function results. This is visualised for a
19 data points large neighbourhood. For the filtered plot in (b, green curve),
deformation results in such a way that the extrema are flattened.

All components (vy, vy, v,) of the velocity map v, acquired with phase cycling
(measurements from section 5.4) are considered. For the non-masked velocity maps,
median filtering was done with different filter sizes (between 3x3x3 and 15x15x15).
Filtered velocity maps are exemplarily shown in figs. 47 and 48. Measurement 1
and median filtered maps (measurement 2) were subtracted from each other. For
each filter size, the standard deviation of the whole 3D velocity map within the OCF
structure was determined and normalised to the corresponding no-flow values from
table 4. Values are plotted in fig. 49. For the x-, y- and z-component, the minimum
standard deviation is at filter size 5 x 5 x 5 (see table 6).
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Figure 47: The no-flow velocity maps (v2, VENCy = 45 %%, second measurement) were
median filtered with different filter sizes. Corresponding maps are shown for
axial slice 41. As reference, maps without filtering are shown.

Discussion: As an alternative to polynomial fitting, median filtering was used for
correction of the phase offset. For all velocity components, an optimum was found
for a filter size of 5 x 5 x 5 voxels. Denoising due to median filtering decreases the
standard deviation of the velocity map. For larger filter sizes, the standard deviation
increases since the image information is distorted.

There is no significant difference in the standard deviation if the correction was done
by polynomial fitting (sixth order) or by median filtering (filter size 5 x 5 x 5) (see
table 6). Therefore, median filtering is a suitable alternative to the more commonly
used polynomial fitting [31,41,117,118,137,138]. Different from polynomial fitting,
median filtering does not involve the risk of overfitting. However, if the filter size is
chosen too large, the accuracy is reduced. It is therefore advisable to check different
filter sizes for a system to guarantee the best accuracy. It shall be noticed that
phase offsets caused by eddy currents depend on the strength and direction of the
applied gradients. Thus, the phase offset is different when parameters, e.g., the
VENC-value or the chosen FOV are changed. Since the local change of the phase
offset in the considered neighbourhood need to be small in comparison to the noise
values, also the SNR plays an important role for the optimum filter size. Therefore,
such an analysis of the optimum filter size should be done individually for each
measurement.
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Figure 48: The no-flow velocity maps (v2, VENCy = 45 %%, second measurement) were
median filtered with different filter sizes. Corresponding maps are shown for
sagittal slice 46.

filter size

Figure 49: The no-flow velocity maps (vg, first measurement) were offset corrected by me-
dian filtering velocity maps (second measurement) with different filter sizes.
Measurement 1 and filtered maps were subtracted from each other. The stan-
dard deviation was determined for the whole 3D dataset and normalised to the
corresponding values from table 4.
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Table 6: The no-flow velocity maps with phase cycling for the excitation RF-pulse (v, sec-
ond measurement) were fitted by polynomials of different orders. No-flow velocity
maps (v, first measurement) and fitted maps were subtracted from each other.
The standard deviation was determined and normalised to the corresponding
values if voxel-wise subtraction was done. The minimum values (in most cases,
these are present for the highest fit order) were determined (1). Alternatively,
the offset correction was achieved by median filtering the second measurement
(2). The minimum normalised standard deviation oy for the offset corrected map
is present if median-filtering was done with a 5 x 5 x 5 filter size.

o(vg) olvy) o(v,)
(1) 076 0.74 0.86
(2) 076 0.75 085

5.6 Reproducibility

It would be advantageous if the same no-flow reference could be used to correct the
phase errors for different measurements. This would decrease the total measurement
time. Therefore, in this section it is analysed to what extent the phase offset is
reproducible.

Measurement parameters: A dedicated measurement was done for the OCF
without flow of tap water. VENC-values were chosen analogously to section 4.4.
For reduced measurement time, the matrix size was decreased and the shorter repe-
tition time Tr = 1.2 s was chosen. Remaining parameters are listed in table 7. Noise

Table 7: Parameters for the measurements of the OCF without flow. For improved image
quality measurements were averaged n-times.

Matrix size  FOV Voxel size  VENC; VENC; 7., Meas. time
[mm?] [mm] (52 [52] (]
60 x 60 x 60 30 x 30 x 30 0.5 20 45 2 2.4

parameters were determined for the low-VENC data (first eight echoes). For each
pair of consecutive odd and even echo the magnitude images were combined (aver-
aging) and the respective SNR was calculated according to eq. (35). The mean value
was SNR = 142.3, which was used to calculate o, = 0.202 ™ (eq. (34), number of
encoding steps N = 4).

Shifting of the sample: After doing one measurement for the OCF as described
above, the sample was shifted in axial direction so that only the glass tube was
located in the FOV. The measurement was repeated with the same parameters.
Resulting velocity maps v{ are shown in fig. 50. A spatially dependent phase offset is
visible for both velocity maps. For subtraction of both velocity maps (OCF and glass
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Figure 50: Velocity maps v{ are shown for axial slice 30 (top row) and coronal slice 31
(bottom row). Measurements were done for the OCF (left column) and re-
peated with same parameters after shifting the sample in axial direction such
that only the glass tube was located in the FOV (centre column). Both velocity
maps were subtracted from each other (right column).

tube) from each other, areas with similar non-zero values can be observed locally.
Considering only the voxels inside the binary mask (ignoring the noisy background),
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Figure 51: Histogram of the difference map D calculated by subtracting the velocity maps
vf with OCF and the glass tube located in the FOV from each other as shown
in fig. 50.

the histogram was calculated for the difference map (fig. 51). The values are not
distributed around zero, but have a maximum at —0.09 #*. The standard deviation
0.453 =# was determined, which is much larger if the phase offset of both velocity
maps were perfectly reproducible. With regard to the o, calculated in section 5.6
this would be v/2 - 0.202 ™2 = (.286 ™2,

Each map (OCF and glass tube) was fitted by a polynomial of sixth order. The
resulting fitted maps were subtracted from each other and the mask for the OCF
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Figure 52: For both velocity maps v (OCF and glass tube in the FOV) a polynomial fit
of sixth order was done individually. Fitted maps were subtracted from each
other. Exemplary, the corresponding axial slice 30 and coronal slice 31 of the
difference map are shown.

was applied (fig. 52). For the difference map a spatially dependent offset is clearly
visible. The values lie between —0.394 =% and 0.334 ™, which are larger than the
standard deviation o, = 0.202 #* calculated in section 5.6.

Restarting of the gradient amplifiers: Without changing the position of the
sample (glass tube in the FOV), settings of the shim coils were reset and the gradient
amplifiers were turned off. After approximately 15 min the amplifiers were turned
on again and the standard adjustments were done (setting shim coils, resonance
frequency, pulse gain and reference gain). The measurement was repeated with the
same parameters as before.  Both velocity maps (v) were subtracted from each

-0.5

[mm/s]

v4
Vi

-0.5

Figure 53: The difference map of both measurements with the tube in the FOV are shown
for axial slice 30 and coronal slice 31. The corresponding histogram for the
values inside the tube was determined and is shown in fig. 54.

other (fig. 53). Areas with similar non-zero values can be observed locally. For the
corresponding histogram (fig. 54), the values are not normally distributed around
zero. The maximum value is at 0.09 =% and the right flank is broadened.

For both measurements with the tube in the FOV, a polynomial fit of sixth order
was done. The resulting maps were subtracted from each other and the mask for
the tube was applied (fig. 55). A spatially dependent offset is visible and values lie
between —0.097 =* and 0.967 #*.
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Figure 54: Histogram of the difference map. The difference map of both measurements
with the tube in the FOV was determined as shown in fig. 53.
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Figure 55: Difference map after subtracting both polynomial fits (both measurements with
the tubes located in the FOV). Shown are axial slice 30 and coronal slice 31.

Discussion: In the previous sections it was described that a no-flow reference mea-
surement is necessary to correct phase offsets and guarantee accurate velocity maps.
It is desirable to reduce the additional measurement time caused by this reference
measurement. For example, this would be interesting if similar velocity measure-
ments are done for several samples. If the accuracy is high enough, one no-flow
reference measurement could be done which is used for correcting the velocity map
of each sample. Therefore, it is important to evaluate whether shifting of the sam-
ple and new settings of the gradient amplifiers due to a new setup influence the
accuracy of such reference measurement. For this purpose, the reproducibility of a
measurement was analysed in detail.

It was shown that the phase offset of the no-flow velocity map of water located in
the OCF or glass tube differ. For the polynomially fitted velocity maps differences
up to 2% of the VENC were observed. This can be explained by magnetic suscepti-
bility effects. The magnetic susceptibility is y = —22.13 ppm for PLA (the material
of the OCF structure) [139] and y = —1.19 ppm for SiOs (the main component of
glass) [140]. Thus, depending on whether it is in the OCF or the glass tube, water
near the surface experiences a different resonance frequency and consequently a dif-
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ferent phase shift when the velocity encoding gradients are applied. Therefore, the
velocity maps differ from each other.

It was also of interest if an old reference measurement can be used for correcting
another measurement done days later. To simulate such a situation, the gradient
amplifiers were turned off and restarted after approximately 15 min. After that, the
common adjustments were done again before repeating a no-flow velocity measure-
ment without shifting the sample. For the fits of both measurements with the tube
in the FOV, differences up to 5% of the VENC were observed. It can be assumed
that small changes in the electrical components took place after restarting the gra-
dient amplifiers, which had an influence on the eddy currents. Here, thermal effects
may play a role. With the gradient amplifiers also the water cooling of the gradient
coils is turned off. Thus, the thermal condition after restarting the gradient coils and
water cooling may be slightly different, which resulted in different eddy currents.
If such accuracy losses can be tolerated, it could be interesting to use one refer-
ence measurement for different samples or several measurement days. However, if
highly accurate MRV-maps are needed (for example for cross-validation with CFD
simulations), it is advisable to always do a no-flow reference scan immediately be-
fore or after the flow measurement to avoid accuracy loss, even if this increases the
measurement time.
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5.7 Stationary reference

In this section, it is analysed if a stationary sample can be used as reference to
correct the phase offset. This technique has the benefit that an additional no-flow
measurement would not be necessary and the total measurement time would be
halved. Three regions of the measured velocity map were considered for polynomial
fitting. In this context, binary masks were determined where the foreground was
represented by the porous sample, the stationary phantoms and both together. The
resulting fitted maps were used to correct the velocity values in the porous sam-
ple and were compared. For quantification, for each of these corrected maps the
standard deviation inside the porous sample was determined.

Measurement parameters: A honeycomb structure (3D printed of PLA) with a
channel size of 2.4 mm and a wall thickness between two channels of 0.8 mm (fig. 16)
was located in the glass tube used for flow measurements. Measurements were done
without flow of tap water, which was used as the sample fluid. As static reference,
tiny glass bottles filled with tap water were attached to the outer wall of the glass
tube. Therefore, a larger matrix size and FOV was chosen. The repetition time
was Tr = 1.5s. Further measurement parameters are listed in table 8. Noise

Table 8: Parameters for the measurements of the honeycomb without flow. For improved
image quality measurements were averaged n-times.

Matrix size FOV Voxel size  VENC; VENC; N, Meas. time
[mm?] [mm] (53] [53] (]
100 x 100 x 100 60 x 60 x 60 0.6 35 70 2 8.3

parameters were determined for the low-VENC (first eight echoes). For each pair of
consecutive odd and even echo the magnitude images were combined (averaged) and
the respective SNR was calculated according to eq. (35) with the mean SNR = 228.5,
which was used to calculate o, = 0.196 = (eq. (34)).

Results: Exemplarily, one axial and one sagittal slice of the velocity map (vf) are
shown in fig. 56. A spatially dependent offset can be observed. Also the presence
of several air bubbles in the channels can be observed. In the following, polynomial
fitting of sixth order is done for different regions of the velocity map by using different
binary masks (see fig. 57). The fitted maps are used to correct the offset of the non-
fitted velocity map. To quantify the efficiency of each fit, the standard deviation
inside the honeycomb structure (see second image in fig. 57) is determined after
correction.

Global fitting: A binary mask with honeycomb structure and stationary phantoms
as additional samples was determined (see first image in fig. 57). According to the
algorithm described in section 5.2, a polynomial fit of sixth order was done for the
velocity map (vf) inside this mask. Velocity map and fitted map were subtracted
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Figure 56: For axial slice 46 and sagittal slice 51 of the velocity map v%, a phase offset is
visible.

Figure 57: Binary masks were determined for the honeycomb -+ stationary phantoms
(left), only honeycomb (centre) and only stationary phantoms (right). Shown
is axial slice 46.

from each other. As an example, slices of the resulting maps are shown in fig. 58.
For the stationary references but also the honeycomb structure it is visible that
the values in the difference map are distributed about zero. No significant offsets
are present. Considering only the honeycomb structure itself (see second image in
fig. 57) for the standard deviation a value of 0.228 ™% was determined.

Fitting for the honeycomb: By using a suitable binary mask, only the velocity
values in the honeycomb structure were considered for fitting (see second image in
fig. 57). The values in the stationary reference were ignored. Fitting was done
for a sixth order polynomial. Velocity map and fitted map were subtracted from
each other as shown in fig. 59. Considering only the honeycomb, in the resulting
difference map a standard deviation of 0.270 =* was determined.

Fitting for the stationary reference: Only the stationary references (see third
image in fig. 57) were considered for the sixth order polynomial fitting. Fitted map
and difference map are shown in fig. 60. Values distributed about zero are visible for
the static references. However, for the honeycomb large areas with similar non-zero
values are present. The standard deviation in the honeycomb structure is 0.448 =2,
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Figure 58: The velocity map was fitted with a polynomial of sixth order (top row). For

offset correction, velocity map and fitted map were subtracted from each other
(bottom row).
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Figure 59: Only the velocity values in the honeycomb structure were considered for fitting
with a sixth order polynomial (top row). When subtracting the fitted map

from the velocity map, also the stationary phantoms were considered (bottom
row).

Flow measurements: Velocity maps with flow were offset corrected by the no-flow
maps, for which a global fit was done (honeycomb structure + stationary phantoms).
For some axial slices, the resulting maps are shown in fig. 61. At some positions,
gaps are visible in the honeycomb structure. It can be assumed that these belong
to air bubbles, which adhered at the wall and were not removed by the flow.
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Figure 60: By using a dedicated binary mask, a polynomial fit was done only for the
velocity values inside the stationary phantoms (top row). When doing the
subtraction of fitted map and velocity map from each other, the stationary
phantoms and the honeycomb structure were considered (bottom row).

Discussion: The accuracy of the phase correction by the polynomial fits is evalu-
ated by the standard deviation. As reference, the standard deviation is considered
if voxel-wise subtraction of the reference measurement was done. The calculated
value was o, = 0.196 ™. Thus, for voxel-wise subtraction the standard deviation

would be v/2-0.196 =5 = 0.277 ==, Polynomial fitting was done for three different
regions of the velocity map. The corresponding (normalised) standard deviation is
given in table 9.

Table 9: Different regions for the velocity map vf were considered for fitting (polynomial
of sixth order). For the honeycomb structure, the fit was additionally done for
the binary mask BM; (including the edge voxels). The fitted map was sub-
tracted from the non-fitted one and the standard deviation inside the honeycomb
structure was determined. Values were normalised to the standard deviation if
voxel-wise subtraction was done for offset correction.

offset fitted within o,[®2] o, (normalised)
honeycomb -+ stationary phantom 0.228  0.82
honeycomb 0.270  0.97
honeycomb (BM;) 0.233  0.84
stationary phantom 0.448  1.62

It is visible that the lowest standard deviation is present if the honeycomb structure
+ the stationary phantoms are used for fitting. The standard deviation is slightly
larger if only the honeycomb structure is used. This can be explained by the algo-
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Figure 61: A global polynomial fit of sixth order was done for the no-flow maps (binary
mask for honeycomb structure + stationary phantoms). Fitted maps were
subtracted from the one acquired with flow. Maps with low-VENC were un-
wrapped by using the high-VENC data. Unwrapped and high-VENC maps
were weighted averaged. For the resulting maps, several axial slices are shown.
For fixation in the glass tube, seal tape was wrapped around the honeycomb
structure. For some slices, the water filled gaps between honeycomb and glass
vessel appear as "rings" with values about zero. It can be assumed that gaps
in the honeycomb structure belong to air bubbles.

rithm, which is used to set the binary mask for which the fit is done (for details see
section 5.2). Here, all edge voxels are ignored. Since the honeycomb structure has
only 2.4 mm thin channels and in some channels unwanted air bubbles were present,
at the voxel size of 0.6 mm there were several voxels being ignored since they are
located at the surface. Thus, the number of voxels for the fit is rather low and the
accuracy of the fit is reduced. However, it must be considered that if no outside
positioned static phantoms were present, a smaller FOV could be chosen. For a
constant matrix size, this would result in a smaller voxel size and a larger number
of voxels for the fit. In this case, a higher accuracy could be expected.

For comparison, the polynomial fit was also done by using all non-zero voxels of the
binary mask BM; of the honeycomb structure (including the edge voxels) for fitting.
The resulting (normalised) standard deviation after correction of the non-fitted map
is given in table 9. It is visible that in this case the accuracy is increased and the
standard deviation is similar to the one acquired if honeycomb structure + station-
ary phantom are used for fitting.

Considering only the stationary phantom for the fit results in a large standard de-
viation for the honeycomb. Fitting for the external stationary phantoms does not
accurately describe the phase offset in the honeycomb structure.

In the previous sections, phase offset correction for MRV flow measurements was
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realised by repeating the measurement without flow and subtract the velocity map
from the one acquired with flow, which doubles the measurement time. For re-
duction of the measurement time, it would be useful to do the offset correction
by considering external positioned stationary phantoms, which makes the no-flow
measurement unnecessary. However, it was shown that such correction is not very
accurate. If the geometry of a sample allows it and the flow field is not influenced,
the sample could be designed such that stationary regions are present inside the
sample. For example, this could be achieved by 3D printing and creating cavities in
the sample wall, which can be filled with fluid. Using these cavities for fitting should
be more accurate than using external positioned phantoms. Furthermore, the size
of the FOV would not need to be increased.

5.8 Conclusion

If flow is realised by a hydrostatic pump, irregularities like pulsation can be ne-
glected. However, the setup of such a pump, as well as the setting of the desired
flow rate, is associated with a certain amount of effort. In these measurements, a
peristaltic pump was used and larger variations caused by pulsation effects could be
determined in the measured velocity maps. In further measurements, an analysis of
such pulsation effects should be done for different pump systems. However, such an
analysis was beyond the scope of this work.

Generally, phase offsets introduced by eddy currents are a problem in MRV mea-
surements, since they produce spatially dependent offsets in the phase maps. A
minimisation of eddy currents could be achieved by optimisation of the sequence,
for example by reducing the gradient strength. However, since this will make it
necessary to increase the gradient duration and thus increases the echo time, it has
negative effects on the SNR and increases displacement errors.

Also, phase offsets can be corrected by doing an additional measurement without
flow and subtract the resulting map from the one acquired with flow. By voxel-wise
subtraction, the SNR is worsen by v/2. To minimise this SNR loss, a common tech-
nique is to polynomially fit the no-flow map before subtracting [41,117,118]. An
algorithm was presented to ignore voxels at the surface and therefore reduce partial
volume effects when fitting. Since the order of the polynomial has an impact on the
accuracy of the fit, it is advisable to determine the optimum for a measurement. In
particular, since eddy currents depend on the strength and direction of the applied
gradients, the phase offset differs for measurements with different parameters (like
for example different VENC-values or FOV). It should be noted that for a too high
order of the polynomial overfitting may occur. However, for the shown data no
overfitting could be observed for the highest order of six.

The no-flow phase map may also be denoised by using median-filtering. For best
accuracy, different filter sizes should be tested. The change of the offset in the neigh-
bourhood of the voxel to be filtered should be small compared to the noise values
and thus depends on measurement parameters such as gradient strength and the
SNR.

Crusher gradients were used to suppress artefacts caused by non-ideal refocusing
pulses. Additionally, spoiler gradients at the end of the sequence were used to
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suppress artefacts caused by residual transverse magnetisation. However, for the
measured v, it could be noticed that the amplitudes of these gradients were not
sufficient to remove all artefacts. Remaining artefacts were eliminated by phase
cycling the RF excitation pulse. Thus, the accuracy of the polynomial fits could be
improved.

It was shown that small changes in a system, like shifting of the sample, causes a
noticeable change of the phase offset (depending on the spatial position, up to 2%
of the VENC). The same applies for restarting the gradient amplifiers (a change in
the offset up to 5% of the VENC). It would reduce measurement time if the same
reference measurement is used for the phase correction of different measurements.
However, for high accuracy it is advisable to perform an extra reference measure-
ment each time.

In medical application, a reference measurement without flow is not possible. There-
fore, commonly surrounding static tissue is considered and polynomially fitted for
phase offset correction. However, it was shown that using outside positioned static
phantoms for offset correction involves inaccuracies. Outside the medical field, e.g.
in the examination of porous media, it is advisable to always carry out an additional
no-flow measurement as a reference in order to achieve the highest possible accuracy.
If the geometry of a sample allows it, it would also be a conceivable alternative to
introduce static phantoms inside the 3D-printed sample (e.g. liquid-filled spaces in
the sample wall). Signals from these static phantoms could then be polynomially
fitted to correct the phase offset.
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6 Comparison of MRV measurements and CFD
simulations

6.1 Introduction

Over the last decades, CFD simulations [24,141] became an important tool to nu-
merically investigate transport phenomena including mass, momentum and heat.
These include problems in fluid mechanics like, for example, the calculation of the
drag coefficient of vehicles or the design of porous media (like catalyst supports)
that are flowed through by liquids or gases.

In CFD simulations, a system of equations is solved, including the Navier-Stokes
equations and a mass balancing continuity equation. In addition, there are the
boundary conditions at the boundaries of the calculated geometry and the initial
condition to start the calculation. The big advantage of CFD is its flexibility and
ability to control the conditions with the help of an adequate computional power
compared to experiments. Therefore, it is widely used in the industry since CFD
simulations offer a cost-effective alternative to experimental techniques. Choosing
the appropriate numerical setup of CFD studies is important to represent a realistic
approximation of the systems. Therefore, it is necessary to validate the results of
CFD simulations with the corresponding experimental data. Once an appropriate
and validated numerical setup is chosen, it can be implemented for further investi-
gations with more flexibility and without possible measurements errors. In addition,
CFD simulations can be used for cross validation of experiments for identification
of the limitation and possible sources or errors.

The modelling using CFD simulations has been widely used to investigate local
velocity [142,143], temperature |70,144] and concentration fields [145] within mono-
lithic catalyst supports.

The implemented numerical setup of CFD simulations should be discretized and
solved for the geometry of the investigated systems. There are two options to gen-
erate the digital geometry, which is used for the simulations. The first option is
to scan the monolith by puCT, which allows to use its morphology in CFD simu-
lations. The second option is to artificially generate a monolith, which is used in
CFD simulations. If additional measurements shall be done, this geometry can be
3D printed. Afterwards, these utilized 3D geometries have to be segmented into
the smaller control volumes for solution of the implemented numerical setup. The
segmented geometry of the investigated system are known as mesh and the averaged
size of each cell controls the resolution of the CFD simulations.

In [143] the flow of dimethyl sulfoxide solution within a transparent 20 PPI glass
OCF was investigated by puPIV measurements and puCT-based CFD simulations.
At three different positions, the time-averaged velocity fields from pPIV measure-
ments were qualitatively and quantitatively compared with velocity fields from CFD
simulations. Even though the whole geometry of the glass OCF was used for the
measurements, only a part of the OCF - a representative elementary volume (REV)
- was considered in the simulations. This neglects the effect of neighbouring pores on
the velocity field and causes some of the reported discrepancies between numerical
and experimental data. The flow of SFg within a diesel particulate filter was investi-
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gated by 3D CFD simulations and MRV measurements [146]. A good agreement was
reported between the obtained CFD and MRV velocity profiles using a high spatial
resolution (0.14 J2%) of the obtained velocity fields. In [40], flow through a Schwarz
Diamond TPMS (triply periodic minimal surface) column was investigated. The
agreement between MRV measurements and CFD simulations was also evaluated
by comparing one-dimensional velocity profiles through the sample. However, for
both works [40,146], CFD and MRV velocity pattern were not directly compared.
In [25], a full-field analysis of methane flows within a 20 PPI OCF by puCT-based
CFD simulations and MRV measurements was performed. The agreement between
simulated and experimental velocity fields was evaluated by slice-wise determining
a similarity index. An average similarity index, which is by definition 1 for identical
images, of about 0.7 was specified. The low spin density of methane gas led to
rather low SNR. For better SNR, in [147] we used the liquid polyethylene glycol
as fluid. Additionally, in [147] measurements were done with a smaller voxel size
and a larger similarity index was found (average value of 0.83). However, for both
works [25,147], only the axial component of the velocity map was considered.

In this section, the same 10 PPI OCF structure as in [147] was used as sample.
All three components of the velocity map (vy, vy, v,) for water flow in the OCF
structure are considered. Measurements were done with the multi-echo sequence (as
presented in section 4) and are compared with CFD simulations.

6.2 MRV velocity maps

For the comparison with CFD simulations, the measured velocity maps described
in section 4 are used. Offset correction was done by using polynomially fitting the
no-flow velocity fields by third (v, vy) and sixth order (v,). For an increased VNR,
unwrapped and high-VENC maps were weighted averaged.

6.3 CFD simulations

In collaboration with Mehrdad Sadeghi (working group of Prof. Dr.-Ing. Jorg
Thoéming, University of Bremen), CED simulations were carried out using the finite-
volume CFD software OpenFOAM (version 10). The steady-state water flow in this
study was considered incompressible since the Mach number (Ma) is lower than 0.3
(see section 2.1). The solver simpleFoam was used within the OpenFOAM library
to solve the governing equations of laminar and steady-state flows. This solver sim-
pleFoam solves the pressure-velocity equation using the SIMPLEC (semi-implicit
method for pressure-linked equations-consistent) algorithm [141]|. Constant superfi-
cial velocities were considered at the inlet (uyey = const.) and the outlet pressure was
set zero (p = 0). A no-slip boundary condition (u = 0) was considered for the tube
walls and the surface of the OCF. Mehrdad Sadeghi reconstructed the 10 PPI OCF
from pCT images by using the image processing software ImageJ (version 1.52a,
https://imagej.nih.gov/ij/) and Meshlab (version 1.3.2, http://www.meshlab.net/)
as described in [25]. The morphology of the 3D-printed OCF was generated by
modifying the original yCT images in ImageJ to have circular outer geometry and
perfect fitting into the reactor, which prevents flow bypasses. The computational
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mesh was generated via the commercial meshing software cfMesh (version 1.1.2,
https://cfmesh.com/). Grid independency tests revealed computational networks
with a minimum of 9.4 million cells required for the OCF structure.

6.4 Matching of MRV and CFD maps

The simulated CFD and the measured MRV velocity maps were loaded in Paraview
(version 5.10). For the best agreement, both datasets were manually shifted in z-
direction relative to each other. Since the CFD dataset is longer in z-direction,
a 36 mm long (analogous to the MRV dataset) element from the central part was
exported for further analysis in Matlab (fig. 62).

(c) (d)

Figure 62: The CFD velocity map (a), which was loaded in Paraview, was cut to the
length of the MRV map (c). For better visualisation for the v, map in this
figure, cross sections are shown (b,d).

The CFD data have a higher resolution than the MRV data. In order to make these
two data sets comparable, the CFD data were mapped on the grid given by the
MRV data. Afterwards, the CFD data were convolved to the same resolution as the
MRV data. The CFD velocity map was rotated (1° to 360°) and for each rotation
angle, the similarity index r between CFD and MRV velocity map was determined
slice-wise by using the MATLAB-function corr2:

Here, CFD and MRV velocity fields are depicted by the matrices A and B with the
mean values A and B. The corresponding values for the similarity index are shown
in fig. 63. For the optimum rotational angle, the corresponding similarity indices
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Figure 63: The CFD velocity maps were rotated from 1° to 360° and for each rotation an-
gle the similarity index between CFD and MRV velocity maps was determined
slice-wise. Exemplarily, the corresponding plots are shown for some axial slices
of vx (a), vy (b) and v, (c). For most axial slices the optimum rotational angle
is 34°. However, for few slices the optimum is at 32° or 31° (d).

range from 0.76 to 0.87 (vy), 0.69 to 0.90 (vy) and 0.85 to 0.91 (v,). For most axial
slices, the optimum rotational angle is at 34°, but in few cases it is 32° or 31°.

For the optimum rotation angle 34°, the CFD velocity maps were shifted in axial
direction relatively to those acquired by MRV measurements. The similarity index
between both velocity maps was determined slice-wise. The mean value of the
similarity index was plotted against the corresponding shift position (fig. 64). For all
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