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Abstract

The global mean surface temperature (GMST) on Earth in the period 2011− 2020 has in-
creased ∼ 1.1 °C above preindustrial temperatures. This temperature change results mainly
from the increased radiative forcing due to increased levels of anthropogenic greenhouse
gases in the atmosphere, especially CO2 and CH4. For an efficient reduction of CO2 and
CH4 emissions, their locations and emission strengths have to be known. Additionally, emis-
sion reductions must be monitored, and new satellite sensors must be validated. Airborne
remote sensing instruments allow observing dedicated regions for source detection, emission
monitoring, and satellite validation. However, new instruments and methods to infer gas
concentrations from the acquired data are needed to advance the airborne remote sensing
of greenhouse gases.

In this thesis, three research questions were studied: Is it possible to apply the weight-
ing function modified differential optical absorption spectroscopy (WFM-DOAS) retrieval
method to hyperspectral data to infer greenhouse gas emissions? Is the observation and
quantification of emissions improved with a new imaging instrument specifically designed for
that task? And can the retrieval of greenhouse gases from airborne remote sensing measure-
ments be improved by taking scattering in the atmosphere into account?

The first question was studied by applying the WFM-DOAS retrieval to AVIRIS-NG hyper-
spectral data (spectral resolution ∼ 5.5 nm) acquired during the ABoVE measurement cam-
paign in Canada and a data set containing the observation of a coal mine ventilation shaft
plume. In the data set, multiple methane emission plumes could be detected, and the emis-
sions were estimated for five of them. Additionally, the influence of different surface types
on the retrieval results was studied. For some surface types, the biases reached ±5− 10 %,
while the retrieval precision was 2− 5 % total column increase.

The second question was examined by developing, building, and deploying the MAMAP2D-
Light instrument successfully. It is an imaging airborne remote sensing spectrometer with
∼ 1.1 nm spectral resolution covering the absorption bands of CO2 and CH4 between 1560
and 1690 nm. It observes 28 ground scenes with a spatial resolution of 22× 6 m2, creating an
image of the ground while flying over it. The total column precision was 0.28 % after binning
to 100× 100 m2 ground scenes, and 0.7 % unbinned. During the first measurement flight over
the coal-fired power plant Jänschwalde in Eastern Germany in June 2021, the CO2 emission
plume was mapped successfully, and emissions of 10.3 Mt CO2 yr−1 were estimated, which
were close to the emission estimate based on activity data of 11.6 Mt CO2 yr−1.

For the third question, a forward model adapted to the airborne geometry was implemented
in the optimal estimation-based Fast atmOspheric traCe gAs retrievaL (FOCAL AIR). It
included a parametrized treatment of scattering. Nevertheless, the Jacobian of the forward
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model could be calculated analytically for all atmospheric parameters, reducing the compu-
tational resources needed for the retrieval. In synthetic measurements, treating scattering
parametrized reduced errors compared to an absorption-only forward model by up to 50 %.
Additionally, applying the FOCAL AIR retrieval and the WFM-DOAS on the MAMAP
data set acquired over the power plant Jänschwalde in May 2018, different FOCAL AIR
retrieval configurations were tested. With the best retrieval configuration, an emission of
18.6 Mt CO2 yr−1 was estimated for the power plant Jänschwalde, close to the emission
estimate from WFM-DOAS retrieval results of 19.4 Mt CO2 yr−1.
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1. Introduction

In 2015, the United Nations noted “that the estimated aggregate greenhouse gas emission
levels in 2025 and 2030 resulting from the intended nationally determined contributions
do not fall within least-cost 2 °C scenarios ... and also notes that much greater emission
reduction efforts will be required ... to hold the increase in the global average temperature
to below 2 °C above pre-industrial levels.” (Paris Agreement, 2015). To reach this goal,
greenhouse gas (GHG) emissions must be reduced drastically and fast, much faster than
most countries currently pledged (IPCC 2018, 2018). Although pledges to reduce emissions
have been made, the global mean surface temperature for the period 2011− 2020 has been
1.1 ° higher than in preindustrial times (S.K.Gulev et al., 2021), and is therefore already
close to the 1.5 °C goal. The main contributor to the temperature increase in the long term
is carbon dioxide (CO2), due to its abundance and longevity (Joos et al., 2013). For shorter
timescales, however, the global warming potential over 100 years (GWP100) of methane
(CH4) is approximately 33 (including feedbacks, see Shindell et al., 2009), thus being
an excellent target for immediate action to reduce global warming. Additionally, the short
atmospheric lifetime of CH4 of ∼ 10 yr means the reduction of emissions reduces atmospheric
concentrations in the atmosphere quickly compared to CO2, and therefore also the warming
due to CH4 can quickly be reduced.

The importance of the atmosphere for the temperature of the Earth was already known in
the 19th century, with Fourier (1827) describing the role of the atmosphere in distributing
the heat, and Pouillet (1838) calculating the Earth’s heat balance and the according tem-
peratures in the presence of the atmosphere. In 1906, Arrhenius estimated the increase in
surface temperature due to a doubling of CO2 to 4 °C. Continuous measurements of atmo-
spheric CO2 at the surface started in the late 1950s (Revelle and Suess, 1957; Keeling et al.,
2017), and continuous CH4 measurements followed in the 1980s.

While global atmospheric methane levels had stabilized for a decade, starting at the end of
the 20th century, methane levels are again rising at least at a constant rate (Dlugokencky,
2018) since 2007. However, although the stabilization period took place over a decade ago,
it is still not finally settled what caused the stabilization period at the beginning of the 20th
century (see for example Schaefer, 2019, and sources within). Additionally, Nisbet et al.
(2019) concluded in a recent study that the renewed increase in atmospheric CH4 since 2007
offsets the planned and assumed decrease in CO2 emissions to limit the global warming to
1.5 °C above pre-industrial mean global temperatures, and not cutting down CH4 emissions
would need heroic effort in removing CO2 from the atmosphere. In contrast to CH4, CO2

atmospheric concentrations have been rising continuously (Dlugokencky and Tans, 2020
[last access 28.03.2022]), despite emission reduction pledges. Independent observations of
CO2 and CH4 sources must be made to monitor compliance with these emission reduction
pledges, and origin, magnitude, and consistency must be known.
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1. Introduction

The main CO2 sources causing an increase in global CO2 atmospheric concentrations are
anthropogenic, with the main contribution due to the burning of fossil fuels (Friedlingstein
et al., 2020). The locations of these main sources are known and relatively well understood,
so monitoring the reduction pledges is the main focus. On the other hand, between ∼ 50 %
and ∼ 60 % of the methane emissions are anthropogenic according to the Global Carbon
Project (GCP, Saunois et al., 2020). Of those, roughly 2/3 are caused by agriculture and
waste, and nearly 1/3 by fossil fuel extraction and use, with a small contribution (∼ 10 %) of
biomass and biofuel burning. However, those emissions are often either diffuse or diffuse-like
(animal herds, landfills, open cast mines) or occur at point sources for which the location
usually is not known (e.g., pipeline leaks and broken valves). Even the CH4 emissions of
known potential point sources such as gas compressor stations vary considerably with time
(Frankenberg et al., 2016; Varon et al., 2018; Duren et al., 2019). To make large sources
or source areas visible, satellite instruments such as SCIAMACHY (Burrows et al., 1995;
Bovensmann et al., 1999) and TROPOMI (Veefkind et al., 2012; Hu et al., 2016) have proven
to be usefull (Frankenberg et al., 2006; Schneising et al., 2009; Buchwitz et al., 2017; Hu
et al., 2018; Schneising et al., 2019; Pandey et al., 2019). While the image resolution of
global monitoring satellites is increasing 1, it is still much too coarse to attribute methane
emissions to single point sources. Especially in areas like gas or oil fields, there are hundreds
of possible emitters within one satellite pixel. Satellite measurements in these areas are well
suited to estimate total emissions (e.g., Frankenberg et al., 2006; Schneising et al., 2019),
which, however, have to be validated independently. For example, the upper Silesian basin,
a coal mining hot spot in Europe with a total emission of ∼ 500 kt yr−1 and local sources
of up to 60 kt yr−1, is only faintly visible in TROPOMI measurements (Schneising et al.,
2019). Similar instruments such as TROPOMI are planned but do not exist for CO2. The
Orbiting Carbon Observatory (OCO-2, Frankenberg et al., 2015; Crisp et al., 2017) only
covers small stripes around the Earth, and OCO-3 on board the International Space Station
(Taylor et al., 2020) is designed to scan areas (∼ 85 × 85 km2) of interest with a footprint
size of ∼ 1.6 × 2.2 km2. While emission estimates from power plants in combination with
NO2 data from TROPOMI were successful for selected cases (Reuter et al., 2019; Nassar
et al., 2021), global monitoring of anthropogenic CO2 emissions is not possible. In recent
years the observation of CH4 point sources from high spatial resolution instruments has
emerged. These comprise, on the one hand, land imaging instruments like the PRecursore
IperSpettrale della Missione Applicativa (PRISMA, Cusworth et al., 2021b) or multispectral
instruments such as MSI on Sentinel-2 (Varon et al., 2021), with which so-called super-
emitters could be detected. On the other hand, the GHGSat instruments (Jervis et al.,
2021), which are cube satellites designated for the detection of CH4 plumes from space
with ∼ 50 × 50 m2 ground scene resolution for 12 × 12 km2 scenes, have also successfully
detected anomalously large CH4 emissions from oil and gas infrastructure (Varon et al.,
2019).

Additional knowledge can be gathered by airborne remote sensing campaigns, where a
defined area or source is sampled with higher spatial resolution and enhanced sensitivity
to local column enhancements. The airborne measurements can enhance the knowledge
of local source distributions or enable the validation of satellite measurements over dedi-

1TROPOMI maps the Earth with a center resolution of ∼ 7km × 7km (Veefkind et al., 2017), while
SCIAMACHY had ∼ 30km× 60km resolution (Bovensmann et al., 1999)

2



1. Introduction

cated areas. With the Methane Airborne MAPper (MAMAP, Gerilowski et al., 2011), a
non-imaging nadir pointing instrument, CO2 emissions from power plants and power plant
clusters (Krings et al., 2011, 2018) as well as CH4 emissions from coal mines (Krings et al.,
2013; Krautwurst et al., 2021) and even smaller areal sources such as a landfill (Krautwurst
et al., 2017) have been quantified successfully. However, its viewing geometry requires fly-
ing orthogonal to the plume, and the non-imaging capabilities hinder the detection of small
unknown sources. Imaging instruments solve this problem by simultaneously observing
multiple ground scenes across the flight track, creating a 2D image of the ground by flying
over a scene. Developments of such airborne instruments dedicated to the measurement of
CH4 and CO2 have been emerging, e.g. the MethaneAIR instrument (Staebell et al., 2021),
which measures CH4 and CO2 absorption in similar bands as the MAMAP instrument and
uses O2 absorption around 1270 nm for optical path corrections.

Data from multiple hyperspectral airborne imaging instruments have already been ana-
lyzed to map and quantify CH4 emissions. These include measurements in the thermal
infrared spectral region (e.g., the Spatially Enhanced Broadband Array Spectrograph Sys-
tem (SEBASS, Vaughan et al., 2003) or the Hyperspectral Thermal Emission Spectrometer
(HyTES, Hook et al., 2013)), which successfully detected CH4 plumes when flying low.
However, detection problems arise at higher flight altitudes, which are required for a larger
swath width.

In the shortwave infrared (SWIR), the AVIRIS-NG instrument was used for the detection
and quantification of methane sources (Thompson et al., 2015; Frankenberg et al., 2016;
Thorpe et al., 2016, 2017; Duren et al., 2019; Cusworth et al., 2019; Thorpe et al., 2020).
As the instrument was not designed to detect atmospheric absorbers, the spectral resolu-
tion is much coarser than SWIR instruments designed to measure CO2 and CH4. However,
AVIRIS-NG has a very high signal-to-noise ratio and meter-scale spatial resolution. Suc-
cessful methane retrievals were mostly done using a cluster tuned match filter approach
(Thompson et al., 2015), which uses a hypothesis test between the presence and absence of
additional CH4 to infer CH4 increases. Additionally, the IMAP-DOAS retrieval (Franken-
berg et al., 2005), an iterative optimal estimation-based algorithm, has successfully been
adapted to AVIRIS-NG airborne data (Thorpe et al., 2013). The latter, however, was only
applied to subsets of the acquired data for previously detected point sources, as processing
time is too high to evaluate data sets obtained over longer measurement campaigns (Thorpe
et al., 2017).

The retrievals applied to infer both CH4 and CO2 enhancements from airborne remote
sensing data depend on some knowledge of the atmospheric state, or at least the atmospheric
state remaining unchanged in parameters not fitted. Especially for anthropogenic emissions,
however, aerosol loads in the atmosphere can change significantly. For example, higher
aerosol loads might be present over anthropogenic greenhouse gas emission hotspots, which
introduces enhanced multiple scattering. Multiple scattering increases the light path and,
therefore, the absorption of light along the light path, which leads to biases in the retrieved
total columns or enhancements of greenhouse gases (Houweling et al., 2005; Schneising
et al., 2008; Huang et al., 2020). A possible solution is a full-physics retrieval incorporating
numerical models for atmospheric scattering in the forward model (Butz et al., 2011; O’Dell
et al., 2012). On the downside, these take much time and computational power. To at
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least reduce the computational needs but also include scattering effects in the retrieval,
Reuter et al. (2017b) designed the Fast atmOspheric traCe gAs retrievaL (FOCAL), which
parametrizes the scattering by analytic formulas. Until now, for airborne measurements,
scattering was typically neglected (see, e.g., Ayasse et al., 2018) or, in the case of the WFM-
DOAS retrieval, a standard aerosol scenario was used in the forward calculation, and biases
canceled out by using a well-mixed gas as a proxy. For the proxy method, the concentration
of the well-mixed gas used in the light path correction is assumed to be constant. Using CO2

as the proxy in the CH4 retrieval (or vice versa) therefore only is valid on small scales and
in the absence of sources of the normalization gas. Inclusion of scattering in the retrieval
could remove the need to correct the light path by normalization via another gas (proxy
method).

Based on the above, the following three research questions were studied in this thesis, each
requiring different instruments, data sets, and retrieval methods:

1. Is it possible to retrieve greenhouse gas enhancements and estimate emissions from
hyperspectral (i.e., lower spectral resolution) data with the WFM-DOAS retrieval
algorithm?

2. Can the quantification and observation of greenhouse gas emissions be improved by
imaging instruments specifically designed for this task?

3. Is it possible to improve the retrieval of CH4 and CO2 total columns from airborne
instruments by including the treatment of scattering in the retrieval?

For the first task, data from the AVIRIS-NG instrument were used as an example of a hy-
perspectral instrument. AVIRIS-NG was chosen, as CH4 (and also CO2) plumes from point
sources have been detected already, although using different retrieval techniques. In addi-
tion to the retrieval of an actual data set, a sensitivity study was conducted using simulated
measurements to estimate the performance of the WFM-DOAS retrieval on hyperspectral
data.

The second task was tackled by building the MAMAP2D-Light instrument. A significant
part of this work was assisting in finalizing the design, assembling the instrument in the labo-
ratory, programming the instruments’ controls, performing initial calibration measurements,
and planning and performing the first test and measurement flights. The performance of the
MAMAP2D-Light instrument was assessed using data from the calibration measurements
and the first measurement flight. This first measurement flight aimed to validate the in-
strument by mapping the Jänschwalde power plant CO2 plume and estimating the emission
from the acquired data.

The third task involved the inclusion of the treatment of scattering in the retrieval method.
By design, the WFM-DOAS method does not retrieve scattering parameters. Therefore,
another retrieval method had to be adapted to airborne geometry. The retrieval of choice
here was the FOCAL algorithm. This algorithm still incorporates analytic formulations of
the radiative transfer problem, including a parametrization of scattering, making it faster
than full-physics retrievals using numerical models. Therefore, the FOCAL algorithm was
adapted to airborne geometry during this work. The retrieval was tested against simulated

4



1. Introduction

measurements under different scenarios with and without aerosols and with actual mea-
surement data. The application to actual measured airborne remote sensing data required
a data set that includes different spectral bands to determine the scattering contribution
to the radiative transfer. Therefore, MAMAP data sets comprising measurements of CH4

and CO2 absorption bands in the SWIR and the strong O2A absorption band in the near-
infrared (NIR) were used to test the retrieval with an actual data set. Additionally, this data
set was retrieved with the WFM-DOAS method, and emission estimates for the different
retrievals were compared.

For the estimation of emissions from all data sets, the cross-sectional flux method (White
et al., 1976) adapted to airborne remote sensing measurements was used, as it is a concep-
tually straightforward method, which can be applied equally to non-imaging and imaging
data (Krings et al., 2013; Krautwurst et al., 2017; Varon et al., 2018; Krautwurst et al.,
2021).

The thesis is structured in the following way. After this introduction, the sources and sinks
of the major anthropogenic greenhouse gases CH4 and CO2 are described in Chapter 2.
In Chapter 3 the description of the atmosphere (Sect. 3.1), the radiative transfer in the
atmosphere (Sect. 3.2), and absorption and molecular structures of CH4, CO2, and O2 are
described (Sect. 3.3). Next, the current state of measuring atmospheric concentrations of
CH4 and CO2 with different instruments is detailed in Chapter 4.

With the basics in place, Chapter 5 describes the instruments, data sets, and methods
examined in this thesis. In Sect. 5.1, the instruments MAMAP, MAMAP2D-Light, and
AVIRIS-NG, and the according data sets investigated in this thesis are described. The
retrieval of column enhancements from passive remote sensing spectra with the WFM-DOAS
retrieval and the FOCAL AIR retrieval developed during this thesis are introduced in Sect.
5.2 and the de-striping of imaging data is described there. Inversion of observed plumes is
done with the cross-sectional flux method described in Sect. 5.3.

The results of the methods applied to the data sets are given in Chapter 6. First, the
retrieval of column enhancements from AVIRIS-NG with the WFM-DOAS method is given
in Sect. 6.1, where comparisons with other retrievals and inversion of detected plumes
with the cross-sectional flux method are also shown. The calibration of the MAMAP2D-
Light instrument and the observations and inversion from the first measurement flight over
the power plant Jänschwalde are given in Sect. 6.2. Finally, a thorough investigation of
the FOCAL AIR retrieval on synthetic measurements and MAMAP data acquired over
the power plant Jänschwalde for two different fit window configurations and two different
retrieval configurations is done in Sect. 6.3. In the discussion in Chapter 7, the obtained
results are analyzed to compare the instruments, retrievals, and flux inversions investigated
across the three main research questions. Finally, the thesis is summed up, and an outlook
for further investigations is given in Chapter 8.
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2. Sources and sinks of the greenhouse gases
CH4 and CO2

As mentioned in the introduction, CO2 and CH4 are the most important anthropogenic
greenhouse gases in the atmosphere. While the magnitude of different sources and sinks is
still a significant focus of research, the general processes of producing and removing CH4

and CO2 from the atmosphere and the general mechanisms leading to the climate on Earth
as it is now are pretty well understood. In this chapter, the sources, sinks, and global
distribution of CH4 and CO2 are described in more detail, with CH4 in Sect. 2.1 and CO2

in Sect. 2.2.

2.1. Sources and sinks of CH4

Atmospheric CH4 is produced mainly by three process types acting on organic matter,
which are called biogenic, thermogenic, and pyrogenic (Saunois et al., 2020). Biogenic
CH4 is produced by bacteria, which decompose organic matter in anaerobic environments.
Thermogenic CH4 is produced in the Earth’s crust from compressed hot organic matter
and is released into the atmosphere via seeps. Pyrogenic CH4 is a result of incomplete
combustion.

The amount of CH4 emitted to the atmosphere is estimated in two ways: The so-called
”Bottom Up” and ”Top Down” approaches. For the ”Top Down” approach, atmospheric
measurements, e.g., by satellites, tower networks, or others (see also Chapter 4 for detailed
descriptions) are used as constraints to atmospheric inversions. These comprise either the
total methane flux or the fluxes from a limited set of source categories. In the ”Bottom Up”
approach, the CH4 fluxes from a source category are estimated by emission models either
modeling CH4 emitting processes, scaling observation-based emissions, or inventory models.
However, as the processes are modeled separately, the total CH4 flux from ”Bottom Up”
estimates is not constrained. The effect can be seen in Fig. 2.1 (after data from Saunois et al.
(2020)), where the combined ”Bottom Up” estimates for CH4 fluxes for the decade 2008 -
2017 (735 Tg CH4 yr−1) are significantly higher than the according ”Top Down” estimates
(576 Tg CH4 yr−1), which are constrained by measurements.

The sources are further divided into natural and anthropogenic sources. The major nat-
ural source are wetlands (”Bottom Up” 149 Tg CH4 yr−1, ”Top Down” 181 Tg CH4 yr−1),
defined as ecosystems, in which the anaerobic conditions due to saturated or inundated
soils or peats facilitate methane production (see Saunois et al., 2020, for further infor-
mation) and which are not cultivated or oceanic. Other natural sources (”Bottom Up”
222 Tg CH4 yr−1, ”Top Down” 37 Tg CH4 yr−1) mostly comprise emissions from freshwaters
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2. Sources and sinks of the greenhouse gases CH4 and CO2

Figure 2.1.: Sources of atmospheric CH4 after Saunois et al. (2020). The values in brackets
are the uncertainty range of each category and the total budget. The large
discrepancy between ”Bottom Up” and ”Top Down” is mostly due to the cu-
mulated ”Other natural sources”. See text for more information.
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2. Sources and sinks of the greenhouse gases CH4 and CO2

such as lakes or rivers, onshore and offshore geological sources, termites, wild animals, and
oceanic sources. On the other hand, the major anthropogenic sources are agriculture and
waste (”Bottom Up” 206 Tg CH4 yr−1, ”Top Down” 217 Tg CH4 yr−1) comprising emissions
from enteric fermentation and manure from livestock, landfills and waste deposits, and rice
cultivation, followed by fossil fuel emissions (”Bottom Up” 128 Tg CH4 yr−1, ”Top Down”
111 Tg CH4 yr−1) from mainly the oil and gas production and usage chain and coal mining,
and biomass and biofuel burning (Both 30 Tg CH4 yr−1). The ”Global Methane Budget”
(Saunois et al., 2020) estimates total ”Bottom Up” sources with (737 Tg CH4 yr−1). The
difference of 2 Tg CH4 yr−1 originates from the Global Methane Budget estimating total
anthropogenic emissions from separate models than the individual contributions from the
three subcategories, as done in Fig. 2.1.

The discrepancy of 159 Tg CH4 yr−1 between total ”Bottom Up” and ”Top Down” CH4

fluxes is mainly due to the ”Other natural sources” category. Especially for the total an-
thropogenic fluxes, both approaches agree. Nevertheless, the uncertainties on the fluxes
range from ∼ 10 % for agriculture and waste to 27 % for biomass and biofuel burning and
fossil fuels in the ”Top Down” approach. Moreover, when breaking down the anthropogenic
emissions to regional budgets as done by Stavert et al. (2021), the ”Bottom Up” and ”Top
Down” estimates even disagree significantly for some regions. Also, the emission uncertain-
ties get larger on regional scales, which can be qualitatively seen in Stavert et al. (2021, Fig.
4). Finally, the ”Bottom Up” estimations provide no information on the exact emission
source locations.

The global CH4 emissions for the decade 2008 - 2017 were larger than for the two decades
before (Saunois et al., 2016, 2020; Canadell et al., 2021), however, regionally, the picture is
slightly more diverse. While for 16 of the 18 regions studied by Stavert et al. (2021) the
emissions have increased, and in the case of the Chinese region even more than doubled
compared to 2000, in the European and combined Korean and Japanese regions the emis-
sions declined. Nevertheless, global atmospheric CH4 concentrations are higher than likely
any time in the last 650.000 years (Spahni et al., 2005), with pre-industrial atmospheric
concentrations of ∼ 800 ppb.

Our knowledge about CH4 in the atmosphere greatly comes from atmospheric measure-
ments, which started in 1978 (Blake et al., 1982) with air samples collected over the pacific.
The coverage improved with the establishment of in situ and flask measurement networks
(e.g., by the National Oceanic and Atmospheric Administration (NOAA) Steele et al., 1987).
With the launch of the SCIAMACHY satellite (Burrows et al., 1995; Bovensmann et al.,
1999) in 2002, global total column measurements of CH4 over cloud-free scenes were avail-
able, and since then, satellite measurements of the total column of CH4 have been conducted
(see also Sect. 4 for a discussion of different measurement techniques and their advantages
and disadvantages).

The globally averaged marine surface monthly mean data set from NOAA (Dlugokencky
and Tans, 2020 [last access 28.03.2022]) covers the period starting in 1983 until today (see
Fig. 2.2) and is therefore well suited for the discussion of longer-term developments. After
a phase of rapid CH4 accumulation in the atmosphere in the 1980s, the atmospheric growth
rate decreased, likely due to a reduction in fossil fuel emissions (Rice et al., 2016). During the
late 1990s and early 2000s, the CH4 concentrations had nearly stabilized, following a drastic
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2. Sources and sinks of the greenhouse gases CH4 and CO2

Figure 2.2.: Globally averaged marine surface concentrations of CH4 based on data from
NOAA(Dlugokencky and Tans, 2020 [last access 28.03.2022]).

reduction in oil- and gas-related emissions (Dlugokencky, 2003). Since 2007 the atmospheric
concentrations of CH4 increased again, with growth rates in recent years nearly as high as
during the 1980s. The cause for the increase is heavily debated. While, e.g., Nisbet et al.
(2016) and Schaefer et al. (2016) concluded that wetland and biogenic methane emissions
significantly increased based on isotopic data, e.g., Hausmann et al. (2016) and Rice et al.
(2016) stated additional contributions from the fossil fuel sector to the renewed increase.
Other discussions include a change in the OH sink of CH4 (Rigby et al., 2017; Turner
et al., 2017). Finally, Turner et al. (2019) provided a different view on the stabilization
period as an anomaly and, therefore, the need to find the cause for the stabilization period
instead.

As indicated above, not only emission processes but also the removal of CH4 from the
atmosphere is important. The main removal process accounting for ∼ 90% of the to-
tal sink (”Bottom Up” 553[476 − 677] Tg CH4 yr

−1) is the chemical reaction chain of CH4

with OH (hydroxyl radical) in the troposphere (Saunois et al., 2020), while the other at-
mospheric losses are by atmospheric photochemistry in the stratosphere (”Bottom Up”
31[12 − 37] Tg CH4 yr

−1) and photochemistry in the marine boundary layer with Chlorine
(Cl, ”Bottom Up” 11[1−35] Tg CH4 yr

−1), while additional losses occur in oxic soils due to
methanotrophic bacteria (”Bottom Up” 30[11− 49] Tg CH4 yr

−1). The total chemical sink
accounts for 595[489 − 749] Tg CH4 yr

−1 in ”Bottom Up” and 518[474 − 532] Tg CH4 yr
−1

in ”Top Down” approaches (Saunois et al., 2020). The chemical losses are described below
in detail. The chemical reaction chains are based on the textbooks of Warneck (2000), John
H. Seinfeld (2016) and Roedel and Wagner (2017).
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2. Sources and sinks of the greenhouse gases CH4 and CO2

The atmospheric loss due to reaction with the OH radical needs the presence of OH. OH is
produced in the troposphere as a byproduct from the reaction chain following O3 photolysis
including an excited singlet oxygen atom O(1D), which is one of the two photolysis products
of O3:

O3 + hν O2 + O (2.1)

O2 + O(1D) (2.2)

The ground state O atom can quickly recombine with O2 to form O3 again. While most of
the O(1D) removes its excitation energy by collision with N2 or O2, a non-negligible part of
the O(1D) reacts with H2O

O(1D) + H2O 2 OH (2.3)

The OH molecule then reacts with CH4 to form the methyl radical, which, under collision
with another molecule, reacts with O2 to the methyl peroxy radical.

CH4 + OH CH3 + H2O

CH3 + O2 + M CH3O2 + M

CH4 + OH
O2

CH3O2 + H2O

(2.4)

The methyl peroxy radical then reacts to the largest part either with NO or HO2 radicals.
Other reactions include NO2 and itself, but those are less important. The reaction with NO
forms NO2 and the methoxy radical, which (under tropospheric conditions) directly reacts
with O2 to form formaldehyde (HCHO):

CH3O2 + NO CH3O + NO2

CH3O + O2 HCHO + HO2

CH3O2 + NO
O2

HCHO + HO2 + NO2

(2.5)

The reaction of CH3O2 with HO2 forms methyl hydroperoxide (CH3OOH, reaction 2.6),
which is either photolyzed (reaction 2.7) or reacts with OH to either form methyl peroxy
radical (reaction 2.8) or again HCHO (2.9)
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CH3O2 + HO2 CH3OOH + O2 (2.6)

CH3OOH + hν CH3O + OH (2.7)

CH3OOH + OH H2O + CH3O2 (2.8)

H2O + CH2OOH

CH2OOH HCHO + OH (2.9)

The methoxy radical in reaction 2.7 again reacts with O2 (reaction 2.5), and some part
of the CH3O2 formed by reaction 2.8 enters again reaction 2.6, while another part under-
goes the reactions 2.5. As a result, virtually every CH4 molecule is converted to HCHO,
which forms the so-called first-generation oxidation product of CH4. HCHO is either pho-
tolyzed to HO2 or H2 with CO as byproduct (reactions 2.10 and 2.11), or reacts with
OH

HCHO + hν H + HCO

H + O2 HO2

HCO + O2 HO2 + CO

HCHO + hν 2 HO2 + CO

(2.10)

HCHO + hν
O2

H2 + CO (2.11)

The reaction of HCHO with OH forms HO2, CO and H2O

HCHO + OH HCO + H2O

HCO + O2 HO2 + CO

HCHO + OH
O2

HO2 + CO + H2O

(2.12)

As a result of both the photolysis and reaction of HCHO, CO is formed, which over sev-
eral months is converted to CO2 leaving atomic hydrogen H, which directly reacts with
O2:

CO + OH CO2 + H

H + O2 + M HO2 + M

CO + OH
O2

CO2 + HO2

(2.13)
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2. Sources and sinks of the greenhouse gases CH4 and CO2

The hydroperoxy radical HO2 reacts differently in different air masses. If NO is abundant,
i.e. in polluted air masses, HO2 reacts with NO to form NO2 and finally HNO3

HO2 + NO NO2 + OH (2.14)

NO2 + OH + M HNO3 + M (2.15)

In clean air masses, little to no NO is present. Then, HO2 reacts with itself to form
hydrogen peroxide (H2O2), which either reacts with OH to form HO2 and H2O (reac-
tion 2.16) or is photolyzed to OH (reaction 2.17), which is further removed by reaction
2.15.

H2O2 + OH HO2 + H2O (2.16)

H2O2 + hν 2 OH (2.17)

A small fraction of the tropospheric CH4 is transported to the stratosphere, where it under-
goes different reactions, mainly according to altitude (le Texier et al., 1988). The main loss
of CH4 is by reaction with OH (reaction 2.4) similar to the tropospheric reaction. Addi-
tionally, CH4 can react with O(1D) (reactions 2.18), be photolyzed (reaction 2.19), or react
with chlorine or fluorine (Cl/F, reaction 2.20).

CH4 + O(1D) CH3 + OH

HCHO + H2

(2.18)

CH4 + hν CH3 + H (2.19)

CH4 + Cl CH3 + HCl (2.20)

Finally, also in the troposphere, halogen atoms oxidize CH4 (Allan et al., 2007), mainly over
marine surfaces, where NaCl in evaporation droplets reacts with NO2 and the resulting Cl
is photodissociated by UV radiation.

Averaged over all processes, the lifetime of CH4 in the atmosphere is approximately 9.7 ±
1.1 yr.

2.2. Sources and sinks of CO2

Carbon dioxide (CO2) is the atmosphere’s main anthropogenic and long-lived greenhouse
gas. To systematically assess the changes in the carbon cycle, the Global Carbon Project
(GCP) was initialized in 2001 (Canadell et al., 2003) and has since released regular updates
of the carbon budget, with the newest release being the GCP report of 2020 (Friedlingstein
et al., 2020). Unlike for CH4, the CO2 budget is calculated from ”Bottom Up” data from
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2. Sources and sinks of the greenhouse gases CH4 and CO2

Figure 2.3.: Global carbon budget in GtCyr−1 based on GCP data (Friedlingstein et al.,
2020). In (a), the sources and in (b), the sinks are depicted, neglecting seasonal
cycling, e.g., in the biosphere. See text for further description.

models or based on the reporting of national budgets to the UNFCCC (United Nations
Framework Convention on Climate Change), with the atmospheric growth rate estimated
from measurements as a constraint. Over large natural cycles of CO2, anthropogenic CO2

emissions are overlayed. The yearly net carbon fluxes for the decade 2010 - 2019 estimated
by the GCP are given in Fig. 2.3 in GtCyr−1. Fossil CO2 emissions account for a net flux
to the atmosphere of 9.4GtCyr−1, and are largely produced by the combustion of fossil
fuels and the production of cement (minus carbon uptake during cement carbonation).
The second net source for CO2 in the atmosphere is from land use, land-use change, and
forestry, and accounts for 1.6GtCyr−1. All land-related anthropogenic activity is included
in this part of the budget. These are especially de- and afforestation, changes in cultivation,
and regrowth of forests after land use, e.g., after abandoning agricultural areas. Explicitly
excluded are fluxes due to environmental changes on managed land, which are attributed to
the land sink. While some components of this budget act as sinks and others act as sources
for CO2, the net flux is positive. Therefore, the category containing land use, land-use
change, and forestry is a net source of CO2.

The reservoirs taking up the emitted CO2 are the atmosphere, the land, and the ocean.
While the land and ocean sink combined removed 5.9GtCyr−1 (or roughly 50%) between
2010 and 2019, 5.1GtCyr−1 remained in the atmosphere between 2010 and 2019 (Friedling-
stein et al., 2020, see Fig. 2.3), leading to atmospheric concentrations of CO2 of ∼ 412 ppm
in 2020 (see Fig. 2.4). Unlike for CH4, no stabilization period is visible in the CO2 data.
While globally, the fossil emissions increased steadily, regionally, there are differences. In
24 of the 27 nations of the EU, and also in the USA, the CO2 emissions decreased in recent
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Figure 2.4.: Globally averaged marine surface concentrations of CO2 based on NOAA data
(Dlugokencky and Tans, 2020 [last access 28.03.2022]).

years. Nevertheless, the CO2 levels observed today are higher than at any time in the last
800.000 years (Lüthi et al., 2008).

These emissions occur on top of the natural cycle of CO2 over the land (cycling 120GtCyr−1)
and the ocean (90GtCyr−1). Over the land during spring, the onsetting growth of plants
removes CO2 from the atmosphere by photosynthesis, which consumes CO2 and water vapor
to produce oxygen, and is released by respiration and decay, which is the inverse reaction.
While the concrete reaction chains are very complicated, both ways can be summarized by
the following reaction equation in the presence of sunlight (see, e.g., Wallace and Hobbs,
2006; Archer, 2011)

CO2 + H2O CH2O+O2. (2.21)

Only ∼ 0.1% of the CO2 bound by the reaction above over land is buried and contributes to
the land sink. The rest cycles between photosynthesis and respiration (Wallace and Hobbs,
2006).

The oceans finally act as an important sink for atmospheric CO2. Over the water surfaces, an
equilibrium between dissolved carbon and atmospheric carbon exists

CO2 + CO 2–
2 + H2O 2HCO –

3 . (2.22)
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Some marine organisms then use the carbonic acid in combination with calcium to form
shells and skeletons, of which a fraction subsides to the bottom of the ocean, forming
limestone over longer time frames:

Ca2+ + 2 HCO –
3 CaCO3 + H2CO3 (2.23)

CaSiO3 + CO2 CaCO3 + SiO2. (2.24)

The atmospheric lifetime for CO2 highly depends on the calculation assumptions. The
often-recalled lifetime of CO2 of ∼ 100 yr is based on the average time the emitted CO2

molecules stay in the atmosphere. However, as seen by the cycling processes above, this
does not necessarily mean that the CO2 molecules have been permanently removed from
the atmosphere by this time. Therefore, another definition is the time it takes for the
atmospheric concentration to return to pre-emission concentrations. The lifetime calculated
in this manner is more in the order of several ten thousand years and might even be more
than 100 000 years (see e.g. Archer et al., 2009, and sources within).

15



3. Theoretical background

This study focuses on atmospheric measurements made in the troposphere. However, the
objects under study, i.e., point sources of CH4 and CO2, are located close to the surface,
and their emission plumes are confined in the planetary boundary layer. Therefore, un-
derstanding the Earth’s current atmosphere, especially its composition and layering, but
also its dynamics, is important, and an overview is given in Sect. 3.1. The atmosphere’s
constituents modulate the sunlight by absorption and scattering and emit radiance due to
their temperature. These processes are introduced in Sect. 3.2, while the concrete absorp-
tion spectra of CH4, CO2, and O2 used for interpreting the airborne remote sensing data
during this thesis are explained in detail in Sect. 3.3. All of the mechanisms above are
important for the radiative budget of the Earth, especially through the greenhouse effect,
which is described in Sect. 3.4. Finally, the movement of air released at the surface to the
atmosphere is introduced in Sect. 3.5.

3.1. The atmosphere of the Earth

Past and current atmospheric composition

The atmosphere of the Earth changed drastically over time, starting from the first atmo-
sphere formed simultaneously with the formation of the Earth from the solar nebula ∼ 4.5
billion years ago (Dalrymple, 2001) over different stages up to the current atmosphere. No
geological evidence of its composition has been found for the first atmosphere. However, it
was likely composed mostly of hydrogen (H2). After a period of accumulation of the solar
nebula, this atmosphere mostly escaped the planet, likely due to heating of the atmosphere
from impacts of other planetesimals (precursors of planets) or large asteroids or comets.
During the first ∼ 600 million years (the so-called Hadean), a so-called second atmosphere
formed, most likely due to volcanic outgassing and degassing of meteorites (Zahnle et al.,
2010, and sources within). This atmosphere likely contained CH4, CO2, CO, H2, H2O, N2

and NH3 (Schaefer and Fegley, 2007, 2010). After the Earth’s mantle and crust had cooled
down, the first oceans accumulated, and structures formed from microbial mats have been
dated back to ∼ 3.5 billion years ago (Schopf et al., 2007; Vankranendonk et al., 2008). The
oxygen (O2) produced by cyanobacteria turned the atmosphere from oxidizing to reducing
around 2.45 billion years ago. At the same time, the volcanic activity reduced (O’Neill
et al., 2013) and likely also the oceans became more acidic (Canfield, 2005), leading to a
surplus of oxygen and enabling the development of more complex aerobic life forms. In the
nearer past, around ∼ 60 million years ago, CO2 concentrations reached about 2000 ppm
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(Anagnostou et al., 2020), nearly 5 times the current atmospheric concentration. Con-
sequently, the global mean surface temperature (GMST) was ∼ 18 ° above pre-industrial
GMST levels (Inglis et al., 2020). In the following, CO2 levels and GMST decreased, and
during the last ∼ 800 ka the CO2 levels stayed between ∼ 170−300 ppm (Lüthi et al., 2008)
prior to the industrial revolution, oscillating with the glacial-interglacial cycle. During this
time frame, CH4 mixing ratios varied between ∼ 350 and ∼ 800 ppb (Loulergue et al.,
2008).

In the current atmosphere (averaged for the year 2020), global mean atmospheric surface
concentrations of CO2 and CH4 have reached ∼ 412 ppm and ∼ 1879 ppb, respectively
(Dlugokencky and Tans, 2020 [last access 28.03.2022]). The major components of the current
atmosphere are, however, nitrogen (N2, ∼ 78.08 %), oxygen (O2, ∼ 20.95 %), and argon (Ar,
∼ 0.93 %). Water vapor is a highly variable constituent of the atmosphere, varying from
∼ 10 ppm in cold and dry regions up to ∼ 5 % in hot and humid regions (Wallace and
Hobbs, 2006). Because of its high variability, a differentiation between the total column of
air (molecules from ground to infinity over a fixed area, e.g., molec cm−2) excluding (”dry”)
and including (”moist”) water vapor is made. Other trace gases such as, e.g., ozone (O3)
or nitrous dioxide (N2O), are even less abundant than CH4 and a more extensive list of
constituents of the atmosphere can be found in, e.g., Wallace and Hobbs (2006) or Salby
(2012).

Vertical structure of the atmosphere

Two major factors drive the vertical structure of the current atmosphere: First, the pressure
of air dependent on altitude, and second, the temperature structure. The density of the
atmospheric gases follows the ideal gas law. Additionally, in the gravity field of the Earth
with gravitational constant g, the weight of an air parcel between two pressure levels at
pressures p and p + dp of volume dV = dA dz and density ρ is equal to the net pressure
force between the two layers

p dA− (p + dp) dA = −ρg dV (3.25)

dp

dz
= −ρg. (3.26)

Integrating this hydrostatic balance from the surface zs to an altitude z gives the barometric
formula for the pressure p at altitude z:

p = ps · exp
(
−
∫ z

zs

Mdry g

RT (z′)
dz′
)
, (3.27)

with the molar mass of dry air Mdry, the universal gas constant R, and ps the pressure at
the surface. As can be seen from Eq. (3.27), the pressure generally decreases exponentially
with height (see also Fig. 3.1).
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Figure 3.1.: Vertical temperature and pressure profile of the Earth, based on the U.S Stan-
dard Atmosphere (United States National Oceanic and Atmospheric Admin-
istration and United States Air Force, 1976). While the pressure decreases
exponentially with height, the temperature shows a clear structure, which is
used to define the vertical structure of the atmosphere.

Unlike the pressure, the temperature does not change monotonically with increasing height.
Instead, the temperature profile can be separated into regions governed by different tem-
perature gradients (Wallace and Hobbs, 2006; Salby, 2012, and Fig. 3.1). Starting at the
bottom is the troposphere. In the troposphere, the temperature decreases by ∼ 6.5K km−1

on average. The surface is heated through solar radiation, and the heat is transported
upwards through convection. Additionally, the bulk of the molecules in the total column
is confined to the troposphere. At an altitude of ∼ 8 km at the poles and up to 16 km
in the tropics, a local temperature minimum is reached, defining the tropopause. Above
the tropopause, the temperature gradient changes, and the temperature increases again,
caused by the heating of O3 through the absorption of solar UV radiation. Unlike in the
troposphere, there is only slow vertical motion. The stratopause marks the local tempera-
ture maximum at around 50 km. The mesosphere above the stratopause is characterized by
decreasing temperature again up to the mesopause at ∼ 85 km, where another local tem-
perature minimum is reached. In the thermosphere above, temperature increases again due
to the photodissociation of N2 and O2 and photoionization.
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3. Theoretical background

3.2. Radiative transfer in the atmosphere

The atmosphere of the Earth, as described above, is made of multiple different gases and
particles, which change the light as it passes through the atmosphere. These processes
are described by the radiative transfer equation, which will be introduced in this section.
Unless otherwise stated, this section is based on Roedel and Wagner (2017) and Salby
(2012).

The radiative transfer equation describes the amount of radiance behind an air parcel of
volume dV = A · ds, where ds is oriented along the axis of the incoming primary beam,
and A is the area perpendicular to this axis. The radiation is diminished by absorption
inside the volume and scattering out of the volume (”extinction”), while it is increased by
radiation scattered into the primary beam direction from other directions and the thermal
emission of the volume itself. These processes are described in more detail in the following,
and a schematic is given in Fig. 3.2.

Figure 3.2.: Schematic of the terms contributing to the radiative transfer equation. The
incoming light (orange) is absorbed in or scattered out of the volume (resulting
green arrow). Scattering in and out of the primary direction is depicted in blue
and cyan, respectively, and the red arrow depicts the thermal emission of the
volume in the primary beam direction. (Created after Fig. 1.4 in Roedel and
Wagner (2017)).

The intensity (or radiance) of a light source at wavelength λ is generally dependent on
the light emission direction, therefore Iλ = Iλ(ϑ, φ) with the angle ϑ as the angle between
the orthogonal to the emitting surface and the light direction (”zenith angle”), and φ the
directional angle between a reference direction on the surface (in the Earth system, this is
mostly true north) and the projection of the intensity vector onto the surface (”azimuth
angle”). When the intensity Iλ(ϑ, φ) enters a volume dV = A ·ds with area A perpendicular
to the intensity vector and ds the length element, extinction (i.e., intensity reduction) occurs
along the light path. Additionally, radiation is scattered in directions different from the
original light path.
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The extinction along the light path is caused by absorption and scattering by molecules and
particles in the volume. The absorption is thereby described by

dIλ = −σa,λN Iλ ds, (3.28)

with N the number density of the absorber in the volume and σa,λ the molecular absorption
cross-section of one absorber. The amount of intensity lost in the primal beam due to
scattering can analogously be written as

dIλ = −σs,λN Iλ ds (3.29)

with the scattering cross-section σs,λ. The power d2Φs,λ of the light scattered out of the
volume in the direction dΩs is dependent on the direction of the incident light given by ϑ

and ϕ and the differential scattering cross-section
dσs,λ

dΩ (ϑ, ϕ):

d2Φs,λ = Iλ
dσs,λ
dΩ

(ϑ, ϕ)N dΩs dV. (3.30)

The size of the scattering particle categorizes scattering processes in the atmosphere. For
Rayleigh scattering, the scattering element is small compared to the wavelength. In contrast,
for Mie scattering, the size of the scattering element can no longer be assumed to be small
compared to the wavelength. Much larger particles then scatter geometrically. In the
following, Rayleigh and Mie scattering are explained further, as they occur mainly in the
near- and short-wave infrared.

For Rayleigh scattering at air molecules, the differential scattering cross-section becomes
dependent on λ−4

dσs,λ
dΩ

(ϑ) =
π2 χ2

2 ε20 λ
4
· (1 + cos2 ϑ), (3.31)

which is largest for the forward (ϑ = 0 °) and backward (ϑ = 180 °) direction, and gets
minimal perpendicular to the incoming radiation. ε0 = 8.85 · 10−12 A s V−1 is the dielectric
constant, and χ is the polarizability of the air dependent on the scattering element. For
small aerosols and assuming they are dielectric spheres with volume V = 4π r3 and dielectric

constant ε, χ and therefore
dσs,λ

dΩ (ϑ) becomes

χ = ε0 ·
4π r3 (ε− 1)2

(ε + 2)2
(3.32)

dσs,λ
dΩ

(ϑ) =
8π4 r6 (ε− 1)2

λ4 (ε + 2)2
(1 + cos2 ϑ). (3.33)
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With α = 2π r
λ as the particle size parameter, the scattering cross-section σs and the extinc-

tion function E as the cross-section normalized to particle size become

σs =
8π r2 α4 (ε− 1)2

3(ε + 2)2
(3.34)

ERayleigh = α4 8 (ε− 1)2

3 (ε + 2)2
(3.35)

In the Mie scattering case, the scattering cross-sections and, consequently, the extinction
function and intensity of scattered radiation can not be expressed analytically. In addition
to the particle size, the scattering cross-section also depends on the refraction index of
the aerosol. In general, Mie scattering drastically prefers the forward direction, while the
intensity as a function of the scattering angle for the other directions oscillates. In the
atmosphere, the light virtually always is scattered by a mix of different particles. This
particle mix often follows a size distribution ∼ r−m, with m ≈ 3.5± 1. Then the extinction
cross-section for aerosols under Mie scattering becomes

σe,λ = (2π)m−2−1 λ2−m+1 1

N

∫ ∞

r=0
E(α)2−m dα, (3.36)

that means the wavelength dependency of the extinction cross-section directly depends on
the exponent of the size distribution function, while the integral is solved numerically. The
wavelength dependency for Mie scattering is weaker than for Rayleigh scattering and, on
average, is ∼ λ−1.3 in the atmosphere (Roedel and Wagner, 2017).

The total extinction along the path ds is then the combination of the extinction due to
absorption and scattering, and with the extinction cross-section σe,λ = σa,λ + σs,λ the
change in intensity dIλ becomes

dIλ = −σe,λNIλ ds (3.37)

If no other processes, such as thermal emission or scattering of light into the beam, take
place, this is solved analytically by the Beer-Lambert-Law:

Iλ = I0,λ · exp

(
−
∫

(σa,λ + σs,λ)N ds

)
(3.38)

As a second source of radiation apart from the primary beam, light can be scattered into the
primary beam from outside the volume. The total scattering power related to the intensity
originating from a direction given by ϑ∗ and ϕ∗ relative to the primary beam is given by
I∗λ(ϑ∗, ϕ∗)σs,λAds. The change in intensity in the primary beam dI∗s,λ due to the fraction
of the total scattered power in the primary direction dΩ is
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dI∗s,λ = σs,λN ds ·
∫ π

0

∫ 2π

0
I∗λ(ϑ∗, ϕ∗)

S(ϑ∗, ϕ∗)

4π
dϕ∗ sinϑ∗ dϑ∗ (3.39)

The distribution function S(ϑ, ϕ) = 4π
σs,λ
· dσs,λ

dΩ describes the fraction of light scattered in

the primary beam direction.

The final source term for intensity is the thermal emission out of the volume due to a non-zero
temperature. A body emitting radiation at maximum efficiency independent of the wave-
length is called a black body, and the emitted intensity Bλ(T ) (i.e. the radiant energy per
time, per unit area, and per solid angle) is described by Planck’s law:

Bλ(T ) dλ =
2 h c2

λ5
· 1

exp
(

h c
λ kT

)
− 1

dλ (3.40)

In this formula, h = 6.63 · 10−34 J s is the Planck constant, k = 1.38 J K−1 is the Boltzmann
constant, and c = 2.998 · 108 m s−1 is the speed of light in vacuum.

In the atmosphere, the gases and particles, however, absorb radiation differently depend-
ing on the wavelength. With the body’s ability to absorb radiation with the wavelength-
dependent absorption cross-section σa,λ, and due to Kirchhoff’s law stating that a body
emits radiation with the same efficiency as it absorbs it, i.e. σϵ,λ = σa,λ, the thermal
emission out of the volume is

dIth,λ = σϵ,λN Bλ(T ) ds (3.41)

Combining the equations Eqs. (3.37), (3.39) and (3.41), the equation of radiative trans-
fer for a beam traversing a volume of air along the distance ds (visualized in Fig. 3.2)
becomes

dIλ
ds

=− σe,λNIλ extinction

+ σϵ,λN Bλ(T ) thermal (3.42)

+ σs,λN ds ·
∫ π

0

∫ 2π

0
I∗λ(ϑ∗, ϕ∗)

S(ϑ∗, ϕ∗)

4π
dϕ∗ sinϑ∗ dϑ∗ scattered in

Eq. 3.42 describes the radiation in the atmosphere. When hitting the surface, only part of
the light is reflected, and additionally, as for scattering, the reflection depends on the angle
of incident light and the angle of outgoing radiation. This dependency is often described by
the bidirectional reflectance-distribution function (Nicodemus et al., 1977) BRDFλ, which
relates the reflected intensity infinitesimal Ir,λ in the direction defined by the zenith angle
θr and the azimuth angle ϕr with the incoming flux infinitesimal dFi,λ(θi, ϕi) = Ii,λ(θi, ϕi) ·
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cos θidωi from the direction defined by the angles θi and ϕi with opening angle ωi in the
following way:

BRDF =
dIr,λ(θi, ϕi, θr, ϕr, Fi,λ)

Ii,λ(θi, ϕi) · cos θi dωi
(3.43)

This function is usually very complex. However, assuming the reflection at the surface is
isotropic and the surface acts as a Lambertian reflector, then the BRDF can be approxi-
mated by the spectral albedo αλ, which is the ratio between the incoming flux and outgoing
flux and gives a number between 0 and 1:

αλ =
Fr,λ

Fi,λ
=

∫
Ω Ir,λ(θr) cos θr dωr

Fi,λ
(3.44)

3.3. Relevant spectroscopy of the molecules CH4, CO2 and O2

The radiative transfer equation (Sect. 3.2) describes the general modulation of radiation by
the atmosphere. However, the interesting quantities studied in this thesis are column abun-
dances of CH4 and CO2, which modulate solar radiation in specific ways. In this section,
the general absorption of radiation by molecules in the infrared by rotational-vibrational
transitions is introduced in Sect. 3.3.1. After that, the molecular structure and absorbing
properties of CH4 (Sect. 3.3.2) and CO2 (Sect. 3.3.3) are described in detail with a focus
on the absorption of both gases around 1650 nm and between 2000 and 2500 nm. Finally,
the absorption of O2 around 760 nm is explained in Sect. 3.3.4.

3.3.1. Absorption in atoms and molecules

As mentioned in previous sections, the molecules in the atmosphere absorb parts of the solar
and terrestrial spectrum. The absorption of solar radiation by molecules introduces state
changes in these molecules, which are described in this section. The following is based on
the textbooks of Haken and Wolf (2006) and Thomas Engel (2013).

The energy carried by a photon at the wavelength λ (or for wavenumber ν) is

Ephot =
h c

λ
= h c ν, (3.45)

with the Planck constant h = 4.136 · 10−15 eV s, ℏ = h
2π and the speed of light c. Exciting

an electron bound to a molecule requires the photon’s energy to match exactly the energy
necessary to transition between two energetic states E1 and E2 of the molecule, i.e., ∆E =
E2 − E1.
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From quantum mechanics, it is known that the energy states E of an atom are described by
solutions of the (time-independent) Schrödinger equation in 3 dimensions

[
− ℏ2

2me
∆ + V (x, y, z)

]
Ψ(x, y, z) = EΨ(x, y, z), (3.46)

∆ = ∇2 =

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
. (3.47)

V (x, y, z) is the potential of the atom acting on the electron, me is the electron mass,
Ψ(x, y, z) is the electron wave function, and ∆ is the Laplace operator. The first term, i.e.,
the derivative in all directions, describes the electron’s kinetic energy.

The solutions to this equation for molecules are usually sets of energies. They are obtained
by implementing approximations for the potential describing the interactions between, e.g.,
the atomic nuclei and the electrons. One significant approximation for the transitions of
electrons in molecules is the Born-Oppenheimer-Approximation. It states that the nu-
clei of a molecule move much slower than the electrons. Then, the interaction between
the electrons and the nuclei can be separated in an interaction between the (assumed)
static nuclei and the moving electron, and the Coulomb interaction between the moving
nuclei.

Additionally, three types of transitions can be separated for molecules, which will be de-
scribed in the following sections. In electronic transitions, the electronic state changes,
which requires the most energy of the transition types. Rotational transitions change the
rotation of the molecule and the rotational quantum number J . These require the lowest
amount of energy by themselves. Finally, in vibrational transitions, the vibrational state
and, therefore, the vibrational quantum number υ changes, which requires less energy than
electronic but more than rotational transitions. The total energy (apart from the zero level
energy, see Thomas Engel (2013)) can be written as the sum of the energy of all three
states:

Emolec = Eel + Ero + Evi (3.48)

In the infrared region studied in this thesis, primarily vibrational-rotational transitions
occur, i.e., simultaneous transitions in the vibrational and rotational state. However,
electronic-vibrational-rotational transitions produce strong absorption bands in the NIR
for molecular oxygen, which is essential for the third research question. Therefore, in
the following, the single transition types are explained separately, and the vibrational-
rotational transition and electronic-vibrational-rotational transition are introduced after-
ward.
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Electronic transitions

In electronic transitions, one of the electrons bound to the molecule change from one orbit to
another. The molecular orbits are formed from linear combinations of the separate atomic
electron orbits. For a 2-atomic molecule, the Coulomb potential is no longer spherical
symmetric due to the influence of the first atom’s electrons by the second atom’s Coulomb
potential. Therefore the orbital angular momentum l⃗ of the electron precesses around the
symmetric axis along the connection line between the two nuclei. The z-component of this
orbital angular momentum (along the axis) is quantized in dependence of the magnetic
quantum number ml = l, l − 1, ...,−l with

lz = ml ℏ. (3.49)

Additionally, the molecular quantum number

λ = |ml| = l, l − 1, ..., 0 (3.50)

is introduced, as the energy of the quantized states described by lz are independent of the
direction of the precession of the electron in the electric field.

In analogy to the atomic orbitals s, p, d, ..., the molecular orbits for λ = 0, 1, 2, ... are called
σ, π, δ, .... Due to Eqs. (3.49) and (3.50), all angular momentum states apart from λ =
0 are double degenerated, and two electrons with opposing spins can occupy each state.
Combining the quantum numbers, the molecular orbits can be described by nlλ, where n
and l are the quantum numbers originating from the atomic states.

For a given orbit, the even (subset g) or odd (subset u) parity denotes if the orbital wave
function of the orbit is symmetric or antisymmetric relative to the center of the molecule.
The parity results directly from the linear combinations of the atomic orbits. If the linear
combination results in a non-binding orbit, i.e., an orbit without a local minimum in the
potential, this orbit is additionally marked by a superscript ∗. Therefore 2pπ∗ denotes a non-
binding electronic orbit with an angular momentum quantum number 1, originating from one
linear combination of the two 2p electronic orbits of the single atoms.

The complete characterization of a molecule’s electronic state requires additional considera-
tion of the coupling between the electrons. The angular momentum of completely occupied
orbits is 0; only the i outer electrons contribute to the total angular momentum. The
coupling between the electrons’ angular momentums is usually much smaller than the cou-
pling of each electron to the radial field of the nuclei. Therefore, each angular momentum
vector l⃗i precesses around the axis along the connection line between the nuclei with ±λi

with λ = ml. Introducing a new quantum number Λ = |
∑

i λi|, the total orbital angular
momentum in z-direction becomes

L⃗z = ±Λ ℏ. (3.51)

Analogously to atomic orbitals s, p, d..., the states Λ = 0, 1, 2, ... are denoted as Σ,Π,∆.
Furthermore, these states can be of even or uneven parity. The spins of the electrons
combine to a total spin S⃗ with spin quantum number S =

∑
msi , which precesses around
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the magnetic field introduced by the movement of the electrons and which is in the axial
direction of the molecule. The component in z-direction is then Sz = Σspinℏ with Σspin =
S, S − 1, ...,−S. The multiplicity of a state is 2S + 1, i.e., for two free electrons, there are
triplet (S = 1, multiplicity 3) and singlet (S = 0, multiplicity 1) states. Due to spin-orbit
coupling, these multiplets form different states, only differing in their electronic angular
momentum quantum number Ω = |Λ + Σ|. However, this angular momentum is only the
angular momentum due to the movement of the electrons. Additionally, the molecule can
rotate, leading to additional angular momentum components. The molecular quantum
number defining the electronic state of the molecule is written as 2S+1ΛΩ, although Ω is
often omitted.

For purely electronic dipole transitions, the following selection rules apply: The total spin
quantum number S must not change, i.e., ∆S = 0, and the angular momentum quantum
number must stay the same or change by one, i.e., ∆Λ = 0,±1. Furthermore, the parity
must change from ”g” to ”u” or the other way around. However, in molecules with strong
spin-orbit-coupling, the ∆S = 0 selection rule can be less strict, which allows also transitions
with a change in multiplicity.

Rotational transitions

For a molecule to be able to change its rotation by interacting with a photon, it needs a
permanent dipole moment. This dipole moment can have different origins. Differences in
the force of attraction of the nuclei, rotations of the molecule, or asymmetric bending of an
otherwise symmetric molecule can all introduce dipole moments.

The so-called dumbbell model is generally used to describe rotational transitions. A bond
of fixed length connects two (not necessarily equal) atoms. Solving the time-independent
Schrödinger equation for this problem gives the rotational term F (J) = Erot

h c with the
rotational quantum number J and the rotational constant B.

F (J) = B J (J + 1) (3.52)

B =
h

8π2 c I
(3.53)

I = mr R
2 is the moment of inertia of the dumbbell, with the reduced mass of the system

mr = m1 m2
m1+m2

and distance between the two atoms R = R1 + R2. Eq. (3.52) states that
the energy difference between two adjacent spaces J and J + 1 increases with increasing J .
Additionally, a change in rotation is a change in the moment of inertia. It is equal to the
moment of inertia carried by the photon, which has to be conserved during the absorption
process.

Using the wavenumber notation, the resulting wavenumber difference between two adjacent
rotational states becomes

∆ν = 2B (J + 1), (3.54)
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which gives absorption lines equidistant in wavenumber space.

In reality, in addition to the attraction through the bond of the atoms, the rotation induces
a centrifugal force, and the bond length changes with increasing rotational speed. A more
accurate model substitutes the rigid connection by a spring modeling a harmonic oscillator.
This change introduces a correction term to 3.52

F (J) = B J (J + 1)−DJ2(J + 1)2 (3.55)

D =
ℏ3

4π k I2R2
e c

. (3.56)

The spring constant k describes the elastic bond, and Re is the equilibrium distance of the
atoms without rotation. The resulting difference in wavenumbers between two adjacent
states J and J + 1 then becomes

∆ν = 2B J (J + 1)− 4D (J + 1)3. (3.57)

For small J , the distance in wavenumbers is still nearly equidistant. However, for larger
J , the distance diminishes, which is also seen in real rotational spectra. The energy dif-
ferences in rotational spectra are minor, and pure rotational spectra are located in the
far infrared and microwave region. Thus, they do not affect absorption in the solar spec-
trum.

Vibrational transitions

In contrast to atoms, molecules can vibrate. Depending on the complexity of the molecule
and the number of atoms, the number of energetically different vibrational states varies.
All non-linear molecules1 consisting of n atoms have 3n − 6 vibrational states, while lin-
ear molecules have 3n − 5 vibrational states. Symmetry renders vibrational states de-
generated, which means that two or more vibrational states store the same amount of
energy.

A simple model for the vibration of a diatomic molecule is, as before, the dumbbell connected
by a spring. The potential is then harmonic, and the solution of the Schrödinger equation
is the solution for the harmonic oscillator. However, the bond between two atoms is better
described by an anharmonic potential that considers that moving the atoms closer together
increases the repulsion force while bringing them further away from each other reduces the
attraction.

1These are molecules where the angle between different bonds is not always 180 °
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Figure 3.3.: Morse potential for two electronic states with according vibrational states. Elec-
trons exceeding De dissociate from the molecule. Therefore, above De, no dis-
crete energy levels exist.

A better description of the potential curve than the harmonic oscillator was given by Morse
(Morse, 1929, see also Fig. 3.3)

V (R) = De

[
1− e−a(R−Re)

]2
, (3.58)

with a =

√
mr

2De
ωe. (3.59)

The angular frequency ωe is the angular frequency of the harmonic oscillator, and De is the
dissociation energy. If absorption of a photon leads to an energy level higher than De, the
electron is dissociated from the molecule.

Solving the Schrödinger equation with the Morse potential gives the following solution for
the vibrational energy levels Eυ with anharmonic constant xe

Eυ = ℏωe

(
υ +

1

2

)
− xe ℏωe

(
υ +

1

2

)2

, (3.60)

with xe =
ℏωe

4De
. (3.61)

υ = 0, 1, 2, . . . is here the (non-negative) vibrational quantum number. With increasing υ,
the difference between adjacent energy levels decreases. Unlike for rotational transitions,
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the vibrational state can change freely, with ∆υ = ±1,±2, . . . . In a multi-atom molecule,
several vibration modes υn exist.

Vibrational-rotational transitions

Pure vibrational spectra do not exist in reality, and a so-called ”band” of rotational lines
exists at each vibration level. Assuming both energy terms for rotation and vibration inde-
pendent (as in Eq. (3.48)), the energy of a vibrational-rotational state can be approximated
by

Eυ,J,harmonic = ℏ
(
υ +

1

2

)
+ B h c J (J + 1). (3.62)

With a more realistic Morse potential, the mean distance between the atoms in the molecule
changes with increasing υ. A larger distance increases the moment of inertia, similarly to
higher rotational states. Therefore, an interaction between the vibrational and rotational
state exists and has to be taken into account by correcting the rotational constant in equi-
librium Be and the elastic correction term D with molecule-specific numbers α and β,
respectively, neglecting higher order correction terms:

Bυ = Be − α

(
υ +

1

2

)
(3.63)

Dυ = D − β

(
υ +

1

2

)
. (3.64)

The corrected rotational-vibrational energies then become

Eυ,J = ℏωe

(
υ +

1

2

)
− xe ℏωe

(
υ +

1

2

)2

+ h cBυ J (J + 1)− h cDυ J
2 (J + 1)2. (3.65)

Neglecting the last term in Eq. (3.65) again due to its magnitude, the difference in
wavenumbers ν between two states defined by (υ′, J ′) and (υ′′, J ′′) with υ′ > υ′′ be-
comes

ν = νe (υ′ − υ′′)− xe νe

[(
υ′ +

1

2

)2

−
(
υ′′ +

1

2

)2
]

+ Bυ′ J ′ (J ′ + 1)−Bυ′′ J ′′ (J ′′ + 1).

(3.66)

The general selection rule ∆J = ±1 produces two so-called branches in the spectrum.
Transitions originating from ∆J = −1 form the P−branch, while transitions with ∆J =
+1 form the R−branch (for a schematic see Fig. 3.4). Combining the first two terms
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Figure 3.4.: Schematics of the vibrational-rotational transitions between ground level υ = 0
and the first vibrational mode υ = 1.

in Eq. (3.66) to ν(υ′, υ′′), the wavenumbers in the P− (νP ) and R−branch (νR) be-
come

νP = ν(υ′, υ′′)− 2Bυ′′(J + 1)− (Bυ′′ −Bυ′) J (J + 1) (3.67)

νR = ν(υ′, υ′′) + 2Bυ′′(J + 1)− (Bυ′′ −Bυ′) (J + 1) (J + 2). (3.68)

In the R−branch, located at shorter wavelengths (greater wavenumbers), the difference
in wavenumber decreases with larger J . Contrary, in the P−branch, located at longer
wavelengths, the difference in wavenumber increases with J . The transitions ∆J = 0,∆υ =
±1,±2, . . . are usually forbidden due to the conservation of the moment of inertia. These
become allowed when the rotational axis is along the vibrational mode change. Then, the
change in vibration does not alter the moment of inertia of the molecule. This branch is
called the Q−branch, and an example is the CH4 absorption band around ∼ 1675 nm (see
Sect. 3.3.2). When the Q−branch is present, then the wavenumber for a transition υ′ ← υ′′

is

ν(υ′, υ′′) = (νe − xe νe) (υ′ − υ′′)− xe νe (υ′2 − υ′′2). (3.69)

The lines in the Q−branch (if observable) are located very closely together, as the correction
terms are minimal due to the magnitude of xe.
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Electronic-vibrational-rotational transitions

In molecules, not only pure vibrational but also pure electronic transitions do not exist. Usu-
ally, the vibrational and rotational state of the molecule also changes as part of the electronic
transition. Additionally, the equilibrium distance between the nuclei Re changes in molec-
ular electronic transitions. For an increase in energy of the molecule, the distance usually
increases2. However, as before, we assume that the electron’s movement is fast compared to
the movement of the nuclei. Then, as depicted in Fig. 3.3, the electronic transition occurs
most likely to the vibrational state directly above the original state, which has the highest
probability at this distance R (Frank-Condon-principle). The energy difference between the
two states E′ and E′′ for an electronic-vibrational transition then ist

∆Eel,vib = E′ − E′′ =E′
el + h ν ′e

[(
υ′ +

1

2

)
− xe

(
υ′ +

1

2

)2
]

−

{
E′′

el + h ν ′′e

[(
υ′′ +

1

2

)
− xe

(
υ′′ +

1

2

)2
]}

, (3.70)

where E′
el and E′′

el are the energy of the original (′′) and target electronic state (′), υ is the
vibrational quantum number, and xe and h are the anharmonic and the Planck constant,
respectively.

Each of the vibrational bands is further split into rotational lines. While for the vibrational
transitions, no strict selection rules exist, for the rotational part, the following rules apply
in the absence of strong spin-orbit coupling:

∆J = 0,±1

∆Λ = ±1 (3.71)

∆Σ = 0

For electronic-vibrational-rotational transitions, the difference between the rotational con-
stants B′ and B′′ is not neglectable anymore, because the moment of inertia might change
significantly when the equilibrium distance between the nuclei changes. Therefore, the
quadratic terms of J in Eq. (3.66) are significant contributors to the energy difference
between the two states. With Eq. (3.70), the total energy difference for an electronic-
vibrational-rotational transition becomes

∆Eges = ∆Eel,vib + ∆ [BhcJ(J + 1)] , (3.72)

and the wavenumbers of the spectral lines become

ν = νυ′,υ′′ + B′J ′(J ′ + 1)−B′′J ′′(J ′′ + 1). (3.73)

2An exception would be if a non-binding electron is excited to a binding orbit, which would decrease the
equilibrium distance between the nuclei.
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With the selection rules above, again the three rotational branches P (∆J = −1), Q (∆J =
0) and R (∆J = +1) can be separated. For transitions where both the original and target
state are singlet states, the Q-branch is forbidden. Additionally, even when a Q-branch
exists, the transition from J ′′ = 0 to J ′ = 0 remains forbidden. The wavenumbers in these
three branches become

νP = νυ′,υ′′ − (B′ +B′′)(J ′ + 1) + (B′ −B′′)(J ′ + 1)2

νR = νυ′,υ′′ − (B′ +B′′)(J ′′ + 1) + (B′ −B′′)(J ′′ + 1)2 (3.74)

νQ = νυ′,υ′′ − (B′ +B′′)J ′′ + (B′ −B′′)J ′′2

(3.75)

3.3.2. Molecular structure and absorption of CH4

Methane is a tetrahedral molecule with one carbon atom in the middle surrounded by four
hydrogen atoms (see Fig. 3.5). Due to the symmetry of the molecule, the nine vibrational
degrees of freedom (see Sect. 3.3.1) of CH4 are reduced to four different (partly degenerated)
modes of vibration (Tisza, 1933). The four modes are depicted in Fig. 3.5. ν1 is the
symmetric stretching vibration, ν2 is the doubly degenerated bending vibration, ν3 is the
triple degenerated asymmetric stretching vibration, and ν4 is the also triple degenerated
asymmetric bending vibration. The order of the degeneration is the number of theoretically
different but energetically and physically same vibrational modes.

Figure 3.5.: Molecular structure of methane and its four different vibrational modes created
with ACD/3D-Viewer. The black center is the carbon atom, while the four cyan
spheres are the four hydrogen atoms. The black arrows indicate the direction
of the vibration.

The wavenumbers associated with the modes are the wavenumber differences between
the ground state and first vibrational state without rotational change (∆νk = νk(υ1, υ0),
∆J = 0) including the zero-level energy (Niederer, 2012). CH4 possesses no pure rotational
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spectrum, as it has no permanent dipole. However, the asymmetric vibrational modes ex-
ert varying dipoles, so that transitions including ν3 and/or ν4 are vibrational-rotational
transitions.

Furthermore, the mode frequencies of the four basic modes follow approximately the rela-
tionship

ν1 ≈ 2 ν2 ≈ ν3 ≈ 2 ν4. (3.76)

This leads to groups of closely related absorption lines in the overtones of the primary
modes, the so-called polyads Pn. A vibrational state defined by the four vibrational quan-
tum numbers (υ1, υ2, υ3, υ4) is assigned to a polyad of order n via the following equa-
tion:

n = 2υ1 + υ2 + 2υ3 + υ4. (3.77)

In addition to the primary levels of each polyad, there are so-called sublevels of the vibra-
tional levels existing due to the degeneration of three of the four vibrational modes (Boudon
et al., 2006).

Figure 3.6.: Transmission in the atmosphere due to the presence of a CH4 enhancement of
10% around 1665 nm and 2300 nm, based on SCIATRAN simulation data using
the HITRAN2016 spectral data base.

In this thesis, absorption bands of CH4 centered around λ = 1665 nm (ν ∼ 6006 cm−1)
as well as between ∼ 2250 and 2500 nm (∼ 4440 − 4000 cm−1) are examined. The ab-
sorption lines around 1665 nm belong to the tetradecad P4. The main transition there is
from the ground state (0,0,0,0) to the first overtone of the asymmetric stretching vibration
(0,0,2,0) (Boudon et al., 2006). Around 2300 nm the absorption bands are part of the octad
P3. There, the dominant transitions are from the ground state to a combination of both
asymmetric stretching and bending vibration (0,0,1,1), and from the ground state to a com-
bination of the symmetric stretching and asymmetric bending vibration (1,0,0,1) (Hilico
et al., 2001).
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In Fig. 3.6, the absorption characteristics of CH4 in both wavelength ranges is shown. While
around 1665 nm the single rotational lines and the P−, Q− and R−branch are distinguish-
able, this is much more difficult around 2300 nm due to the overlapping absorption bands.
Additionally, the mode (0,0,1,1) does not possess a Q−branch. Instead, there is a small gap
in transition lines between the P− and R−branch.

3.3.3. Molecular structure and absorption of CO2

The CO2 molecule is a linear molecule consisting of three atoms. Therefore, it exhibits
four vibrational modes. One mode is double degenerated due to the rotational symmetry
of the molecule. The three vibrational modes are the symmetric stretching vibration ν1 ≈
1337 cm−1, the double degenerated bending vibration ν2 ≈ 667 cm−1 and the asymmetric
stretching vibration ν3 ≈ 2349 cm−1, which are depicted in Fig. 3.7. The wavenumbers
again describe the transition between the ground state and the first excited state in each
vibrational mode.

Figure 3.7.: Structure and vibrational modes of the CO2 molecule, drawn with ACD/3D-
Viewer. The black sphere denotes the carbon atom, while the red spheres are the
two oxygen atoms. The arrows denote the vibration directions of the molecules.

Again, as for CH4, the CO2 vibrational bands are clustered in polyads. However, only ν1
and ν2 are coupled by Fermi resonance

ν1 ≈ 2 ν2. (3.78)

The standard notation for a vibrational level is (υ1υ
l
2υ3), where the υi are the vibrational

quantum numbers and l = υ2, υ2−2, υ2−4, ..., 1, 0 is the angular momentum of the bending
mode. A variant of this notation uses (υ̂1υ̂2

lυ̂3)r (Amat and Pimbert, 1965), where υ̂i are
the base modes of the Fermi polyad and r is the rank, i.e. the number of vibrational modes
in the polyad. The Fermi polyad comprises the vibrational modes {(υ1υl2υ3), ((υ1 − 1)(υ2 +
2)lυ3), ((υ1 − 2)(υ2 + 4)lυ3), . . . , ((0)(υ2 + 2υ1)

lυ3)},

In Fig. 3.8 (a) the absorption structures of CO2 covering the two energetically lowest bands
of the Fermi tetrad ((1401) and (0601)) are shown, while in Fig. 3.8 (b) the absorption struc-
tures for the Fermi triad are shown. While the absorption bands, including the rotational
transitions, are well separated around 1600 nm, around 2000 nm the rotational-vibrational
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Figure 3.8.: Transmission in the atmosphere due to the presence of a CO2 enhancement
of 5% around 1675 nm and 2000 nm, based on simulation data using the HI-
TRAN2016 spectral database. In addition to the (3001)II and (3001)I transi-
tions (main bands), smaller bands attributable to isotopes are faintly visible.

bands overlap strongly, so that the P− and R−branches can not visually be separated eas-
ily. In both cases, no Q−branch is present, as the change in vibration is always (partly)
perpendicular to the axis of rotation, which forbids the transition without rotational state
change.

Around 1600 nm, the Fermi-tetrad P4 ((3001)r) is located, which are transitions from the
ground state 1Σ+

g to the polyad states. Σ denotes that the total angular momentum of
the molecule is zero, while the superset + and − denote if the state is symmetric relative
to a plane containing the molecular axis (+) or not (−). The g denotes even parity of
the wave function, meaning that the wave function is point symmetric to the center of
the molecule. The vibrational modes are {(3001), (2201), (1401), (0601)} with the according
wavenumbers 6503, 6348, 6196 and 6076 cm−1 and center wavelengths 1537.8, 1575.3, 1605.7
and 1645.8 nm, respectively. Around 2000 nm, the Fermi triad P3 ((2001)r) is responsible
for the main absorption bands, and comprises the vibrational modes {(2001), (1201), (0401)}
with wavenumbers 4854, 4978 and 5100 cm−1 and central wavelengths 2060.2, 2008.8 and
1960.8 nm, respectively (Toth et al., 2008).

3.3.4. Molecular structure and absorption of O2

Molecular oxygen (O2) is a diatomic molecule consisting of two oxygen atoms. According to
the symmetry and the absence of an electric dipole, no rotational or rotational-vibrational
spectrum is allowed. Nevertheless, for O2 magnetic dipole or quadrupole radiation can be
absorbed in the NIR (Babcock and Herzberg, 1948) due to spin-orbit-coupling. Additionally,
collision-induced absorption plays an important role in absorption spectra for O2 in the
NIR, as collisions introduce a brief dipole moment. Thus, otherwise forbidden transitions
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Figure 3.9.: Absorption characteristics of the O2A band around 760 nm for a 5% change
in O2 concentration, based on SCIATRAN simulation data using the HI-
TRAN2016 spectral database.

are possible (Karman et al., 2018). The O2A band absorbing around 760 nm results from
electronic-rotational-vibrational transitions between the ground state of O2 X3Σ –

g and the

excited electronic state b1Σ +
g . The X denotes the triple degenerated ground state, and b is

the second excited state, a singleton state.

The electronic-rotational-vibrational transitions between the ground state and the excited
b-state are formed by four branches, two P branches (PP and PQ) and two R branches (RQ
and RR) (Ritter and Wilkerson, 1987). In Fig. 3.9 the absorption spectrum of the O2A
band is shown. The double lines next to each other are due to the double P- and R-branches.
The distance between the pairs increases with increasing wavelength.

3.4. Radiation budget of the Earth and greenhouse effect

The radiative budget and, therefore, the temperature on the surface of the Earth is influ-
enced heavily by the atmosphere. There, the different constituents absorb, emit, and scatter
radiation with different efficiencies concerning the wavelength range of the radiation. While
the exact processes leading to a change in radiation have been described in more detail in the
previous sections, here, the energy budget resulting from these processes in the atmosphere
of the Earth is given.

The primary energy source in the Earth system is the solar radiation reaching the Earth.
The solar flux through a disc with the radius of the Earth at the mean distance between
the sun and the Earth is called the solar constant SC ≈ 1360W m−2 (Kopp et al., 2005).
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Figure 3.10.: Radiation budget of the atmosphere adapted from (Wild et al., 2014). On the
left, the incoming solar radiation is modified by reflection and absorption in
the atmosphere and at the surface, while on the right, the thermal radiation
from the surface and atmosphere is depicted. All numbers are in W m−2.

Assuming the solar spectrum as a black body spectrum and taking into account that the
sun covers a solid angle of ∼ 6.8 · 10−5 sr from Earth, the temperature of this black body
can be calculated with the Stefan-Boltzmann law

πB(T ) = σT 4, (3.79)

to ∼ 5760 K. σ = 5.7 · 10−8 W m−2 K−4 is hereby the Stefan-Boltzmann constant, not to be
confused with the Boltzmann constant k above. This equation is obtained by integrating Eq.
(3.40) over all wavelengths and the hemisphere above the emitting surface, assuming that
the radiation is emitted in all directions equally (isotropic radiation).

The wavelength of maximum intensity dependent on the temperature of the black body is
found by equaling the derivative of Eq. (3.40) equal to zero, which gives Wien’s law:

λmax =
2898 µm

T
. (3.80)
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For the solar spectrum, the maximum is at ∼ 503 nm, which is at the lower end of the green
part of the visible spectrum. As the 1360 W m−2 are calculated for a disc with area π R2,
while the Earth is (approximately) a sphere with surface 4π R2, the average solar radiation

on the Earth is S0 = 1360 W m−2 · π R2

4π R2 = 340 W m−2.

In the wavelength region covered by the solar radiation and for atmospheric temperatures
around and below 300 K, the emission of the atmosphere in the radiation budget can be
neglected. The solar radiation is then modified only by absorption of the gases in the
atmosphere and scattering at particles and molecules (see the left half of Fig. 3.10). Ap-
proximately 75 W m−2 are scattered back from the atmosphere into space, while ∼ 25 W m−2

are reflected at the ground. These reflection and scattering processes have some wavelength
dependency, e.g., the λ−4 dependency of rayleigh scattering (see Sect. 3.2). Furthermore,
the surface does not reflect all wavelengths equally, but those changes with wavelength are
relatively continuous.

Contrary to that, the absorption in the atmosphere only occurs at the so-called absorption
bands of the corresponding gases. For the solar spectrum, mainly O3 in the UV below
0.35 µm and H2O around 0.72 µm, 0.81 µm, 0.93 µm, 1.13 µm, 1.37 µm and 1.85 µm absorb
most of the radiation in these wavelength ranges. These absorption bands are optically
thick, meaning the incoming solar radiation is completely absorbed in these bands. Several
other gases absorb the incoming solar radiation, e.g., CH4 and CO2, but also O2, which are
discussed in more detail in Sect. 3.3. However, their contribution to the extinction of solar
radiation is small compared to the absorption of H2O and O3. The fraction of the incoming
solar light neither being reflected nor absorbed by the atmosphere is then absorbed by the
surface, which takes up 160 W m−2.

The warm surface of the Earth emits 398 W m−2 as thermal radiation. Assuming black body
radiation again, the average temperature of the Earth’s surface becomes (with Eq. (3.79))
289 K. The wavelength of maximum emission according to Eq. (3.80) is at λ ≈ 10.1 µm.
Additionally, latent and sensible heat transfer 82 and 21 W m−2 from the surface to the
atmosphere. Latent heat is the energy obtained or released without a temperature change
of the substance. The primary mechanism transferring latent heat in the atmosphere is the
evaporation and condensation of water and water vapor. Sensible heat is transferred by
direct non-radiative heat transfer through contact.

Additionally, the atmosphere also emits thermal radiation, although at slightly lower tem-
peratures. Unlike the surface, the atmosphere emits thermal radiation only in the wave-
length ranges where it can absorb thermal radiation. In this manner, the atmosphere radi-
ates 342 W m−2 back to the surface. Water vapor has strong absorption bands at 5− 8 µm
and > 16 µm, while CO2 absorbs strongly between 13 and 17 µm. At around 9.6 µm, an ab-
sorption band of O3 lies in the so-called atmospheric window between the strong and broad
absorption bands. At the lower edge of the atmospheric window, between 7 and 8 µm, ab-
sorption bands of di-nitrous oxide (N2O) and CH4 are located. Therefore, large parts of the
thermal spectrum are absorbed in the atmosphere and reemitted in all directions. As the
temperature decreases with altitude in the troposphere, where most of the water vapor is lo-
cated (see Sec. 3.1), this produces a net difference between the thermal radiation emitted at
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the surface (398 W m−2) and the thermal radiation that exits the Earth system (239 W m−2)
of G = 159 W m−2, which quantifies the so-called greenhouse effect.

The greenhouse effect is, in large parts, natural and even necessary to enable life as we
know it on Earth. If the greenhouse effect would not exist, i.e., the Earth would emit
thermal radiation unhindered, and assuming an average planetary albedo of∼ 0.3 (combined
reflection from the surface and atmosphere) in an otherwise unchanged atmosphere, then
the temperature of the Earth would be 30 to 33 K colder. However, on top of this natural
part, human activities also influence the greenhouse effect (hence anthropogenic greenhouse
effect), mainly due to carbon dioxide and methane emissions into the atmosphere. While
comparable small (+1.11 K for the global mean surface temperature in 2020 compared to
preindustrial times according to (S.K.Gulev et al., 2021)), the implications for life on Earth
are drastic (see e.g. IPCC 2018, 2018).

The causes and magnitude of the anthropogenic influence on the greenhouse effect are as-
sessed by the so-called effective radiative forcing concept (EFR, Myhre et al., 2013; Boucher
et al., 2013; Sherwood et al., 2015), which describes the change in the top of atmosphere
(TOA) radiation budget due to a perturbation of, e.g., the atmospheric concentration of a
greenhouse gas relative to preindustrial times after the system has reached radiative equi-
librium again. The forcing is consequently the sum of the instantaneous radiative forcing
(IRF) and the forcing due to adjustments. Changes in radiation only caused by surface
temperature changes (which are a cause of the perturbation and are called feedbacks) are
excluded, as those occur independently of the cause of change in surface temperature (Sher-
wood et al., 2015). The ERF of greenhouse gases, mainly CO2, CH4, and N2O but also
with minor contributions of chlorofluorocarbons (CFCs) and hydrofluorocarbons (HCFCs
and HFCs), is assessed to be 3.3 W m−2, while ozone contributes additional ∼ 0.5 W m−2.
Introducing aerosols into the atmosphere, especially due to burning biomass and fossil fuels,
contributes an ERF of −1.1 W m−2, thus reducing the outgoing thermal radiation. Other
contributions are due to land use change, aviation through contrails and aviation-induced
cirrus, and absorbing particles on snow and ice. The total anthropogenic ERF in the indus-
trial period since 1750 is ∼ 2.7 W m−2.

3.5. Dynamics in the lower troposphere

The CO2 and CH4 molecules in the atmosphere are transported around the globe along the
global circulation, including the slow transport through the tropopause in the tropics and
further up in the atmosphere. However, this work focuses on point sources of CH4 and CO2.
As described in Sect. 2, these are located at or near the surface. Therefore, the dynamics
of the atmosphere near the surface are of special interest. First, the circulation and wind
direction in the boundary layer are described, followed by the layering of the atmosphere
dependent on the lapse rate. Finally, turbulent and diffuse mixing is introduced. This
section is mainly based on the textbook of Roedel and Wagner (2017) unless otherwise
stated.

The horizontal movement of an air parcel is different in the free troposphere and the bound-
ary layer, in which additional effects from the surface play a role. In the free troposphere
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and in the presence of a pressure gradient, the air moves from high to low pressure and
is deflected by the Coriolis force due to the rotation of the Earth. The Coriolis force is
proportional to the air velocity. Therefore, the air parcel gets deflected until the component
of the Coriolis force in the direction of the pressure gradient F⃗C,p⃗ and the pressure gradient

force F⃗P cancel out:

F⃗C,p⃗ + F⃗P = 2 ρ
[
v⃗g × Ω⃗

]
−∇p = 0. (3.81)

Here, ρ is the density of air, v⃗g the velocity vector of the air parcel, Ω⃗ = (0, 0,Ω sinϕ)
is the angular velocity of the Earth perpendicular to the surface of the Earth, and ∇p =
( ∂
∂x ,

∂
∂y ,

∂
∂z ) · p is the gradient of the pressure p. The resulting wind is called ”geostrophic

wind”.

A significant deviation from this geostrophic wind occurs in the presence of friction, e.g.,
caused by the surface of the Earth. Friction reduces the air parcel’s velocity and, con-
sequently, the Coriolis force acting on the air parcel. This causes an imbalance between
the Coriolis force and the (unchanged) pressure gradient force. Therefore, the air parcel
is moved in the direction of the pressure gradient force, although at a slower speed. The
wind speed decreases with altitude until it becomes 0 in the so-called molecular layer at the
surface.

Expanding Eq. (3.81) by the frictional force assuming the frictional force applies in x-
direction and dividing by ρ gives, with the coefficient of turbulent diffusion in z-direction,
Kz,

2 Ω sinϕ · (vy,−vx)− ∇p
ρ

=
d

dz

[
Kz ·

(
∂vx
∂z

,
∂vy
∂z

)]
. (3.82)

Near the surface, the frictional forces dominate, and pressure gradient and Coriolis force
can be neglected. This layer, called the Prandtl layer, is usually of the order of ∼ 50 m,
and the wind shear is constant in this layer. Above this layer, the pressure gradient and
Coriolis force become increasingly important, resulting in the Ekman layer, where the wind
direction and wind speed change with altitude.

An air parcel emitted to the atmosphere at the surface will be transported horizontally
(as described above) and vertically. For vertical transport, the stability of the atmosphere,
described by the so-called lapse rate, is essential. The dry adiabatic lapse rate follows from
the assumption of an air parcel at the surface being heated, then rising adiabatically (i.e.,
without releasing or absorbing energy). As the pressure reduces with altitude (see Sect.
3.1), the air parcel expands, and, following the ideal gas law, the temperature of the air
parcel decreases. From the first law of thermodynamics, the dry adiabatic lapse rate Γdry

follows to

Γdry = −dT

dz
=

M · g
Cp

, (3.83)
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with the molar mass M, the gravitational constant g, and the specific heat Cp at constant
pressure.

Comparing the current adiabatic lapse rate of the air parcel γparcel = −dT
dz with the adiabatic

lapse rate of the surrounding air Γ allows for the estimation of stability of the atmosphere. If
γparcel < Γ, the air parcel cools faster when moved to higher altitudes than the surrounding
air. Therefore, it gets denser than the surrounding air and moves back down. Moving down,
it heats again until it reaches a stable point, where the air parcel is as warm/cold as the
surrounding air. This process results in stable layering.

On the contrary, when γparcel > Γ, the air parcel cools slower than the surrounding air
when rising. Therefore, it is always warmer than the surroundings and will continue to
rise. Additionally, it will heat faster than the surrounding air when moving downwards.
Therefore, when moved out of its equilibrium position, an air parcel will continue to move
in this direction. This layering is called unstable. If γparcel = Γ, called neutral layering, an
air parcel will always rest at its position, even after being moved.

On its way through the atmosphere, an air parcel will mix with the surrounding air by diffu-
sion and turbulent mixing. Molecular diffusion only is significant at the boundary between
the surface and the atmosphere. In the atmosphere, turbulent transport of momentum and
gases mix the atmosphere much more efficiently than molecular diffusion. Unlike molecular
diffusion, turbulent diffusion depends on the air’s propagation direction, leading to differ-
ences in horizontal and vertical turbulent diffusion. Additionally, the diffusion coefficient is
not time-independent. For an ensemble of molecules, the mean distance from the origin of
the plume σx(t) under turbulent diffusion in the x-direction at the time t is described by
Taylor’s theorem:

σ2
x(t) = 2 v′2

∫ t

0

∫ t′

0
RL,x(τ) dτ dt′. (3.84)

v′2 is the mean turbulent fluctuation of speed, and RL,x is the Lagrangian autocorrela-
tion function, which describes the correlation of the speed between the current time t and
times τ = t − t′ in the past. The mean distance σ is proportional to the diffusion time
for short diffusion times, while for long diffusion times, it becomes proportional to

√
t. Si-

multaneously to the turbulent diffusion, the air is moved by turbulence, resulting in the
wave-like shape of plumes observed near their emission source. After averaging over a long
time frame of constant emissions, this wave-like shape and the apparent turbulent structure
vanish.

For the flux density j = c v of an additive with mean concentration c and speed v, and their
respective fluctuations c′ and v′, the average flux density becomes

j = c · v + c′ · v′ = jadvective + jturbulent. (3.85)

The turbulent flux density is also called the covariance between the fluctuations of concen-
tration and speed c′ and v′.
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CO2 and CH4 concentrations in the
atmosphere

Continuous measurements of the greenhouse gas CO2 date back to the late 1950s, when
in Antarctica and Hawaii Revell and Keeling established atmospheric carbon dioxide mea-
surement stations (Revelle and Suess, 1957; Keeling, 1960). Continuous CH4 measure-
ments followed in the 1980s. Since then, the measurement techniques and the coverage
of the atmosphere have improved significantly (see e.g. Saunois et al., 2020; Friedlingstein
et al., 2020; Chen et al., 2021). Additionally, monitoring not only the average (or back-
ground) state of the atmosphere but also regional differences as well as sources and sinks of
CH4 and CO2 became more critical and detailed. This chapter summarizes an overview of
the different measurement techniques to determine atmospheric concentrations of CH4 and
CO2.

Measurements of greenhouse gases can be separated into two main categories: In situ and
remote sensing techniques. In situ describes greenhouse gas concentration measurements
directly in an air parcel either on-place or by sampling air for the analysis in a laboratory.
Remote sensing applications use a light source and measure the absorption due to the gases
in the atmosphere. Typical light sources are the sun for passive and LASER or antennas for
active remote sensing. Therefore, the examined air mass is the main difference between these
two measurement types. While in situ observations probe an air parcel directly and measure
concentrations at a distinct point in the atmosphere, remote sensing measurements probe
the total or a partial column of air, dependent on the light source and observation geometry.
Both basic measurement categories have advantages and disadvantages, dependent on the
target of the observations, the required measurement precision, and the repeatability of the
measurement. Also, both measurement types can be performed from different platforms,
although only remote sensing measurements are possible from space. The following presents
the different types of in situ and remote sensing measurements, and their advantages and
disadvantages are discussed.

4.1. In Situ measurements of the greenhouse gases CH4 and CO2

For quite some time, measurements of atmospheric CH4 and CO2 were only performed
by in situ measurements. As described above, atmospheric gas samples are either di-
rectly analyzed on-site or sampled in flasks for later analysis in laboratories. The air
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samples are either acquired stationary (mostly from tall towers) or mobile from cars or
aircraft.

Measurement stations for continuous in situ measurements of CH4 and CO2 have been and
are often established in networks, often targeting atmospheric background concentrations
such as the European Integrated Carbon Observation System (ICOS, ICOS ERIC, 2022;
Franz et al., 2018) and the North American tall tower system of the National Oceanic
and Atmospheric Administration Earth System Lab, Global Monitoring Division (NOAA
ESRL/GMD, Andrews et al., 2014). Recently, also in situ networks monitoring polluted air,
e.g., from urban areas, such as the Northeast Corridor greenhouse gas network (Karion et al.,
2020) or the Permian Basin tower network (Monteiro et al., 2022, accepted for publication)
were established. In combination with atmospheric transport models, these measurements
are used to determine the contribution of various sources and sinks to the atmospheric
growth rate, especially for CH4 (e.g. Schwietzke et al., 2016; Rigby et al., 2017), and to assess
changes in the state and processes in the atmosphere (e.g. Keeling et al., 2017). Additionally,
networks are proposed to reduce uncertainties in global atmospheric models. These proposed
network additions target undersampled regions, e.g. Africa (Nickless et al., 2020) and Asia
(Park and Kim, 2020). Additionally, stationary networks have been combined, e.g., in the
framework of the FLUXNET network (Knox et al., 2019).

Furthermore, in situ measurements have been made on mobile platforms. In situ analyzers
and flask samplers have been installed on cars, e.g., to observe local emissions by biogas
power plants (Reinelt and Liebetrau, 2019; Bakkaloglu et al., 2021), localize leakages in
natural gas distribution networks (von Fischer et al., 2017; Caulton et al., 2018), or analyze
typical isotopic signatures of specific areas (e.g., coal mining in southern Poland, Menoud
et al., 2021). On drones, systems have been tested for direct measurements of anthropogenic
CO2 point source emission plumes (Reuter et al., 2021), CH4 emissions from a landfill
(Tuzson et al., 2020), or have been mounted on smaller drones to measure CH4 (Martinez
et al., 2020). Also, AirCore systems, which sample air in a thin, long tube that is analyzed
later in the laboratory, have been flown successfully with UAV (e.g. Vinković et al., 2022;
Andersen et al., 2018). Furthermore, in situ analyzers and flask samplers have been installed
on board of aircraft to measure emissions from coal mining (e.g., Fiehn et al., 2020; Kostinek
et al., 2021; Neininger et al., 2021), offshore and onshore oil and gas production (e.g.,
Caulton et al., 2014; Riddick et al., 2019), but also regional gradients (e.g., Ga lkowski
et al., 2021).

A significant advantage of in situ measurements is the high precision and accuracy, especially
in flask measurements. The price for this is, for stationary measurements, the need to
rely on atmospheric transport models to calculate the origin of the air parcel measured.
Measurements from cars rely on assumptions about the mixing in the atmosphere and
the height of the boundary layer, while aircraft measurements cannot sample down to the
ground. Combining both car and airborne measurements partly resolves this problem (e.g.,
Leifer et al., 2018). Nevertheless, the atmospheric concentrations must be interpolated
between the measurements at different heights.
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4.2. Remote sensing measurements of the greenhouse gases CH4

and CO2

Remote sensing measurements sample the whole atmospheric column, eliminating the need
for interpolation. However, remote sensing instruments provide these total column estimates
with lower precision than in situ measurements.

Remote sensing measurements, as in situ measurements, exist in different settings, de-
pending on the scale in time and space where measurements are taken. The Total Carbon
Column Observing Network (TCCON, Wunch et al., 2011) is the association of sparsely but
globally distributed measurement stations equipped with EM27 Fourier-Transform infrared
spectrometers (FTIR), which measure the direct solar radiation with very high spectral reso-
lution in occultation, i.e. looking directly into the sun. Another global network of stationary
remote sensing instruments is the Network for the Detection of Atmospheric Composition
Change (NDACC, Mazière et al., 2018), where, additionally to FTIR instruments to mea-
sure greenhouse gases, also other (mostly remote sensing) measurements are taken. Due to
the high spectral resolution of the FTIR, not only total columns but also vertical profiles
are obtained. Additional remote sensing networks have been set up temporarily to measure,
e.g., urban methane emissions (Jones et al., 2021) or coal mining emissions (Luther et al.,
2019, 2022).

Global networks such as TCCON and NDACC have been used as validation standards for
multiple satellite remote sensing systems. The biggest advantage of satellite remote sensing
measurements of greenhouse gases is the possibility for global coverage and observation of
remote or politically unstable regions otherwise difficult to monitor. The SCIAMACHY
instrument (Burrows et al., 1995; Bovensmann et al., 1999) launched onboard the European
satellite ENVISAT in 2002 enabled monitoring of CO2 and CH4 on a global scale (e.g.
Buchwitz et al., 2005; Frankenberg et al., 2006; Schneising et al., 2008) with a spatial
resolution between 60 × 30 to 240 × 30 km2 (across x along-track) depending on the solar
zenith angle with a swath width of ∼ 960 km. The SCIAMACHY instrument comprised 8
spectral channels covering the wavelength range from 240 to 2385 nm nearly continuously
with a spectral resolution of 0.4 nm in the O2A band, 1.4 nm in the SWIR between 970
and 1772 nm and 0.2 nm between 2360 and 2385 nm. Although emission estimates for large
high emitting areas were possible (Schneising et al., 2014; Kort et al., 2014), only very high
emitting areas could be detected, and attribution of emissions to direct sources (e.g., single
power plants or methane leaks) is not possible. SCIAMACHY measurements stopped in
2012.

Since then, quite a few satellites have been deployed to measure total column CH4 and (to
a lesser extent) CO2. The Greenhouse Gas Observing Satellite (GOSAT, launched 2009,
Kuze et al., 2016) and its successor, GOSAT-2 (launched in 2018, Suto et al., 2021) both
comprise Fourier transform spectrometers tuned to cover the wavelength ranges of weak
and strong CO2 and CH4 absorption bands in the SWIR (around 1600 and 2000/2300 nm
respectively), the O2A absorption band at 760 nm and two wavelength bands in the thermal
infrared. Both GOSAT instruments have no imaging capabilities, i.e., they measure only one
point below the satellite with a diameter of ∼ 10 km with significant gaps between single
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measurements due to pointing at one footprint during the acquisition of a single FTIR
spectrum. Nevertheless, apart from global CH4 and CO2 concentration studies (e.g. Butz
et al., 2011; Turner et al., 2015; Maasakkers et al., 2019; Noël et al., 2021), also, observations
of a gas well blowout at Aliso Canyon (Kuze et al., 2020) have been performed with some
success. In 2014, the Orbiting Carbon Observatory-2 was launched (OCO-2, Frankenberg
et al., 2015; Crisp et al., 2017). OCO-2 comprises an imaging spectrometer measuring eight
adjacent ground scenes across a 10 km wide swath in the wavelength ranges of the O2A
band (∼ 760 nm, FWHM ≈ 0.042 nm) and the weak and strong absorption of CO2 in the
SWIR (∼ 1610 nm, FWHM ≈ 0.076 nm and ∼ 2060 nm, FWHM ≈ 0.097 nm respectively).
As a trade-off for the high spectral and spatial resolution, no CH4 absorption features are
observed. Furthermore, OCO-2 measurements do not cover the whole Earth, only small
”stripes”. Nevertheless, OCO-2 measurements have been used to estimate anthropogenic
emissions from polluting regions (Hakkarainen et al., 2016) or power plants (Nassar et al.,
2021). In 2019, the OCO-3 instrument (Taylor et al., 2020) incorporating a scanning mode
to scan regions of interest, e.g., power plants or cities, was added to the International Space
Station (ISS).

A major addition to the monitoring capabilities of CH4 from space was the launch of the
TROPOMI instrument (Veefkind et al., 2012) onboard the Sentinel-5 precursor (S5P) satel-
lite. Similar to SCIAMACHY, it is a nadir-looking grating spectrometer. However, the
swath width was enhanced to 2600 km, and the nadir ground scene size is approximately
7 × 7 km2 for SWIR measurements. CH4 absorption features are recorded in the strong
absorption band in the SWIR at 2305 − 2385 nm with a spectral resolution of ∼ 0.5 nm.
This development allowed for the detection of emitting regions from single overpasses (e.g.
Schneising et al., 2019), and quantification of emissions from cities (e.g. Plant et al., 2022),
coal mining areas (e.g. Sadavarte et al., 2021) and even single sources such as, e.g., a gas
well blowout (Pandey et al., 2019).

The GHG-Sat instruments (Jervis et al., 2021) are small CubeSat instruments (12 × 12 ×
25 cm3), which are planned to be flown in a constellation. The instruments comprises a
wide-angle fixed-cavity Fabry-Perot interferometer and target absorption features of CH4

between 1630 and 1675 nm with a spectral resolution of ∼ 0.1 nm. Although the swath
width is relatively small (the methane retrieval domain size is 12 × 12 km2), the single
ground scene size, i.e. the spatial resolution, is 50 × 50 m2. Intelligent targeting, e.g.,
by prior knowledge of potential sources (e.g. Varon et al., 2019) or to potential areas of
interest such as generally oil and gas infrastructure, facilitates the detection of methane
emissions. However, only strong point source emissions could be detected up to now. A
fine spatial resolution’s advantages are the possibility of pinpointing the exact emission
source. Therefore, in the last years, also data from hyperspectral instruments such as the
”PRecursore IperSpettrale della Missione Applicativa” (PRISMA, Cusworth et al., 2021b)
or multispectral instruments such as MSI on Sentinel-2 (Varon et al., 2021) have been used
successfully to observe methane super-emitters.

In addition to satellites measuring absorption in the SWIR, also thermal emission in the
thermal infrared region (TIR, between roughly 5 and 25 µm) can be used for observations of
CH4 and CO2. The most important ones are the TIR bands on the GOSAT and GOSAT-2
instruments (Kuze et al., 2016; de Lange and Landgraf, 2018), the Atmospheric Infrared
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Sounder (AIRS, Aumann, 1994), the Infrared Atmospheric Sounding Instrument (IASI,
Blumstein et al., 2004) and the Tropospheric Emission Spectrometer (TES, Beer et al.,
2001).

Between the high precision stationary measurements and the global or regional satellite
measurements being able to detect very large point sources, airborne remote sensing systems
are necessary for validation of satellite observations and additional monitoring of lower
emitting point sources or areal sources. While TIR remote sensing instruments such as
the Spatially Enhanced Broadband Array Spectrograph System (SEBASS, Vaughan et al.,
2003) or the Hyperspectral Thermal Emission Spectrometer (HyTES, Hook et al., 2013)
were able to detect very low emissions of CH4 while flying low (Hulley et al., 2016; Scafutto
et al., 2018), they have significant difficulties detecting sources at the surface when flying
higher (see, e.g., Jongaramrungruang et al., 2019) due to the absorption and reemission of
thermal radiation higher up in the atmosphere, basically ”shielding” the thermal emissions
from ground.

On aircraft, active remote sensing of CH4 and CO2 has been implemented by using LASER
pulses on- and off-band of CH4 and CO2 absorption lines in the ”CO2 and CH4 Remote
Monitoring - Flugzeug” (CHARM-F, Amediek et al., 2017) instrument. Using its self-
generated light on board the aircraft allows for measurements during the night or in cloudy
conditions, where passive remote sensing measurements fail. However, the LASER has to
be very stable, and CHARM-F has no imaging capability, measuring the column below the
aircraft at a single point across the flight track.

Passive remote sensing of greenhouse gases from aircraft has been advanced by, on the
one hand, the Methane Airborne MAPper (MAMAP, Gerilowski et al., 2011), which was
designed especially for that case covering the weak CO2 and CH4 absorption bands in the
SWIR between 1590 and 1690 nm with ∼ 0.9 nm spectral resolution, but only measures one
spatial point below the aircraft simultaneously. The MAMAP instrument has been used to
estimate the emissions of coal-fired power plants (Gerilowski et al., 2011; Krings et al., 2011,
2018), coal mines (Krings et al., 2013; Krautwurst et al., 2021), and a landfill (Krautwurst
et al., 2017). Furthermore, it was even possible to establish an upper bound for the emission
of an underwater gas blowout in the North Sea (Gerilowski et al., 2015). While it can detect
relative enhancements of CH4 and CO2 of ∼ 0.5 % above the background on a local scale,
being a non-imaging instrument requires flying orthogonal to the source, rendering the
detection of small or unknown point sources difficult to impossible.

On the other hand, measurements acquired with the Airborne Visible InfraRed Imaging
Spectrometer - Next Generation (AVIRIS-NG, Green et al., 1998; Chapman et al., 2019),
which is an imaging instrument measuring 600 ground scenes with spatial resolutions of
a few square meters covering the spectral range between 380 and 2500 nm with a spectral
resolution of 5 − 6 nm, were successfully used to detect and estimate CH4 emissions from
the fossil fuel industry (e.g. Thompson et al., 2015; Frankenberg et al., 2016; Thorpe et al.,
2017, 2020) and landfills (Cusworth et al., 2020). While under favorable conditions, due to
the high spatial resolution, even quite low emitting CH4 sources could be detected (Thorpe
et al., 2016), the methane retrieval results show partly strong dependencies of the surface
type (Ayasse et al., 2018).
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Three categories of retrievals exist to retrieve CH4 column enhancements from passive re-
mote sensing measurements, especially imaging instruments. Statistical methods such as
a matched filter method (Thompson et al., 2015; Foote et al., 2020) make use of hypoth-
esis tests for the presence or absence of absorption in the spectra, training on a large
amount of data available, and, in the case of Foote et al. (2020), also utilizing the fact
that only very few of the measurements show significant CH4 enhancements above back-
ground. For this method, many measurements without enhancement are needed, which is
valid for the high spatial lower spectral resolution measurements such as in AVIRIS-NG,
but not for MAMAP measurements. The results are enhancements of the gas above the
background.

Linearized methods such as the WFM-DOAS method (Buchwitz et al., 2000; Krings et al.,
2011) are based on a radiative transfer model representing the average state of the atmo-
sphere for the measurement, assuming approximately constant conditions in atmospheric
parameters not retrieved, and only slight deviations from the assumed gas concentrations
over the measurement range. Implementing lookup tables for the most critical parameters
not retrieved, e.g., the surface elevation and solar zenith angle (Krautwurst et al., 2017;
Schneising et al., 2019), enables to mitigate this problem partly, but only for known pa-
rameters. Finally, iterative optimal estimation methods incorporating a forward model,
which is calculated for each measurement point, are used mostly for satellite measure-
ments (e.g. Frankenberg et al., 2006; Reuter et al., 2017b; Wu et al., 2018), but have also
been applied to airborne remote sensing measurements (e.g. Thorpe et al., 2014). How-
ever, as the forward model has to be convolved with the instrument slit function in each
forward model calculation, and, for each data point, multiple iterations are needed, opti-
mal estimation-based methods are much slower than the non-iterative methods mentioned
before.
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The research questions introduced at the end of Chapter 1 are studied using different in-
struments, data sets, and methods. In contrast, a common inversion scheme to estimate
emissions and their uncertainties was used for all data sets. This Chapter describes the
instruments AVIRIS-NG, MAMAP, and MAMAP2D-Light with their respective data sets
in Sect. 5.1. Column enhancements of CH4 and CO2 are evaluated from these data sets
using the WFM-DOAS and the newly developed FOCAL AIR retrieval method, which are
introduced in Sect. 5.2. Finally, the cross-sectional flux method to estimate the emission
from observed column enhancements is described in Sect. 5.3.

5.1. Airborne remote sensing systems and data sets for
observation of CO2 and CH4 total column anomalies

The data analyzed in this thesis to answer the three main research questions originate from
the MAMAP2D-Light (Sect. 5.1.3), MAMAP (Sect. 5.1.2) and AVIRIS-NG (Sect. 5.1.1)
instruments. While the MAMAP2D-Light system was built with the MAMAP team as part
of this thesis at IUP Bremen, the MAMAP and AVIRIS-NG instruments (as mentioned in
the introduction, Sect. 1) already existed and were already used successfully to observe and
quantify CH4 and CO2 emissions plumes.

All three instruments are airborne nadir-looking remote sensing spectrometers. The mea-
sured quantity for all instruments is the solar radiation reflected from the ground to the
instrument. With subsequent analysis of the absorption features of CO2 and CH4 present
in the spectra, it is possible to extract deviations of these gases from their local background
concentration and estimate emissions from point sources. The three instruments and the
data sets used to answer the research questions are described below, with AVIRIS-NG in
Sect. 5.1.1, MAMAP in Sect. 5.1.2, and MAMAP2D-Light in Sect. 5.1.3. As an overview,
their main characteristics are given in Table 5.1.
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Table 5.1.: Main characteristics of the three instruments MAMAP2D-Light, MAMAP, and
AVIRIS-NG. This table contains characteristics combined from publications
(mostly for AVIRIS-NG and MAMAP non-spectral data) as well as derived dur-
ing the work for this thesis (MAMAP spectral characteristics and MAMAP2D-
Light characteristics). The typical spatial resolution is given for a flight altitude
of ∼ 1500 m and for MAMAP describes the binned burst of 10 consecutive mea-
surements in the along-track direction.

Parameter MAMAP2D-Light MAMAP AVIRIS-NG

Spectral range 1559.54− 1690.05 nm 1587.56− 1686.90 nma 380− 2450 nm
755.588− 772.160 nma

Spectral sampling 0.34 nm 0.097 nm 5 nm
0.065 nm

Spectral resolution 1.08 nm 0.64 nma 5− 6 nm
(FWHM) 0.42 nma

# of spectral points 384 pixels 1024 pixels (SWIR) 425 pixels
256 pixels (NIR)

# of FOV 28 1 600

Across-track 22 m 45 m 1.5 m
spatial resolution

Along-track 6 m 90 mb 1.5 m
spatial resolution

Data resolution 16-bit (65536 BU) 16-bit (65536 BU) 14-bit (16384 BU)

SNR ∼ 760 ∼ 1300 up to 800 ( 2200 nm)
(at 33000 BU) (at 33000 BU) (conditions unclear)

Total weight 43.8 kg ∼ 250 kg ∼ 465 kg
and design one structure two Falcon racks Instrument, racks,

and electronic boxes
aaccording to recalibration fit described in Sect. A.4
bfor a complete burst of 10 measurements
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5.1.1. The AVIRIS-NG remote sensing system and data sets

The AVIRIS-NG instrument is an airborne hyperspectral push-broom imaging Offner spec-
trometer. It comprises a spectrometer unit mounted onto a stabilizing platform, an elec-
tronics support rack, and an operator station (Hamlin et al., 2011) with a total weight
of ∼ 450 kg including all components. The instrument was mainly developed for mineral-
ogy and terrestrial ecology (see e.g., Bue et al., 2015; Govil et al., 2018) as its predecessor
AVIRIS (Vane et al., 1993), but due to its high SNR and spatial resolution, it also proved
capable of detecting and quantifying CH4 and CO2 point source emissions using absorption
features of both gases between 2.0 and 2.4 µm (see e.g., Thorpe et al., 2013; Dennison et al.,
2013; Thorpe et al., 2017; Foote et al., 2020; Thorpe et al., 2020).

5.1.1.1. AVIRIS-NG instrument description

The front optic system is directly mounted in front of the spectrometer and covers an
instantaneous FOV of 36 ° × 0.1 mrad (across x along-track), which results in a spatial
resolution of ∼ 5 m and a swath width of 3 km for a flight altitude of 5 km above ground.
The spectrometer unit itself comprises a single spectral channel covering the wavelength
range from 380 to 2450 nm with a wavelength dependent spectral resolution of 5 − 6 nm
and a spectral sampling of ∼ 5 nm (Hamlin et al., 2011; Chapman et al., 2019), resulting in
slightly undersampled spectra. It uses mirrors for the collimator and camera optics, and a
curved grating. The detector is a 640 × 480 pixel MCT FPA, from which 600 × 425 pixels
(across-track x spectral pixels) capture the reflected solar radiation from ground, while the
outer pixels are shielded for dark current monitoring. At 2200 nm, the SNR of AVIRIS-
NG is up to 800 (Thorpe et al., 2016). The spectrometer is housed in a cooled vacuum
vessel to minimize thermal dark current as well as changes in the optical alignment due to
temperature and pressure changes.

5.1.1.2. AVIRIS-NG ABoVE and Four Corners data set

The AVIRIS-NG level-1 data distributed by the operations team contain absolute radiances
orthorectified and gridded to a regular grid and observation data. These contain the current
flight altitude, solar and instrument zenith and azimuth angles, surface elevation, latitude,
and longitude for each sounding.

The AVIRIS-NG data analyzed in this thesis originate from two different measurement cam-
paigns. The targets for both data sets were methane emissions from point sources in the
fossil fuel industry. The first data set comprises the observation of a methane plume orig-
inating from the ventilation shaft of an underground coal mine near Fruitland in the Four
Corners region in the USA. The data was acquired on 22.04.2016 at 16:45 UTC. The coal
mine plume was first reported in Frankenberg et al. (2016), where the methane enhance-
ments were retrieved using the Iterative Maximum A Posteriori DOAS retrieval (IMAP-
DOAS, Frankenberg et al., 2005; Thorpe et al., 2014, 2017). Additionally, for comparison
with WFM-DOAS results, the enhancements were retrieved with a matched filter algorithm
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(Thompson et al., 2015). Due to its length and the relatively homogeneous surface, it pro-
vides a good target for comparing the WFM-DOAS method applied to AVIRIS-NG data
with IMAP-DOAS and MF retrieval results.

The second data set comprises a subset of flight lines acquired as part of the ABoVE
measurement campaign, which took place in August 2017. The subset was selected to cover
a wide range of surface types (e.g., forest, mountainous regions, sand, grass, and artificial
structures), at-sensor radiance levels, and flight altitudes. Additionally, the tracks contained
emission sources of varying strength detected using the MF algorithm to test the WFM-
DOAS algorithm against known plume locations over different terrain. In this manner, 13
flight lines on five different days were selected. In total, these contain nearly 89 million
data points (i.e., single spectra), with the number of data points per flight line ranging from
∼ 1.2 million to > 13 million.

For the WFM-DOAS method (Sect. 5.2.1), the mean atmospheric state is needed to cal-
culate the modeled at sensor intensity. In the following, the origin of the state parameters
for the AVIRIS-NG data set is given. As described above, several parameters are part of
the distributed level-1 data for each ground scene. Relevant parameters for the mean at-
mospheric and observational state are the surface elevation, the coordinates of the ground
scene, the flight altitude, the time of data acquisition, the solar zenith and azimuth angle,
and the instrument zenith and azimuth angles. For each flight line, the average value of
each parameter was calculated and used as input to the SCIATRAN calculation. For the
temperature, pressure, and H2O profiles, ECMWF ERA5 data (Copernicus Climate Change
Service (C3S) (2017), 2017) interpolated to the average time and location of the flight line
were calculated. The background total column of CO2 was estimated with the Simple Em-
pirical CO2 Model (SECM, Reuter et al., 2012) in the version SECM2018 (Reuter et al.,
2020). The background total column of CH4 was estimated with the approach used by
Schneising et al. (2019), where a climatology averaged over the years 2003 − 2005 is en-
hanced by the total increase in methane based on globally averaged marine NOAA surface
data (Dlugokencky, 2018). To obtain background profiles for CO2 and CH4, a US Stan-
dard Atmosphere (United States National Oceanic and Atmospheric Administration and
United States Air Force, 1976) was scaled so that the total columns of both gases match
the estimated background columns.

Table 5.2.: Wind speed for the plumes P1 - P5 as reported by nearby weather stations.

Plume Wind speed

P1 3.7 m s−1

P2 7.6 m s−1

P3 3.9 m s−1

P4 4.2 m s−1

P5 4.1 m s−1

For the inversion of CH4 plumes detected by AVIRIS-NG, hourly mean wind speed estimates
of weather stations as close by as possible were acquired, as ERA5 surface wind speed
estimates significantly underestimated the local surface winds (see Sect. A.1). For the five
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plumes (P1 to P5) inverted in Sect. 6.1.6, the hourly mean wind speeds as measured by the
weather stations are given in Table 5.2.

5.1.2. The MAMAP remote sensing system and data sets

The MAMAP instrument is a nadir-looking non-imaging grating spectrometer measuring
reflected and scattered solar radiation in two channels. The instrument is mounted into
two Falcon racks, each weighing ∼ 120 kg. One rack houses the two spectrometer units
and shutter electronics, while the other houses the control and acquisition PCs and an
uninterrupted power supply system, including an aircraft battery. Additionally, the front
optics unit is mounted directly over the opening in the aircraft looking in the nadir direction.
The short wave infrared channel (SWIR) measures between 1590 and 1690 nm and the near-
infrared channel (NIR) between 755.6 and 772.1 nm with a spectral resolution of ∼ 0.9 nm
and 0.48 nm, respectively. In the SWIR channel, absorption bands of CO2 and CH4, as
well as water vapor, are located (see also Sect. 3.3), while the NIR channel covers the
deep absorption lines of the O2A band, which can be used for light path corrections in
the retrieval. The instrument is described in detail in Gerilowski et al. (2011) and Krings
(2013), so only the main features are discussed.

5.1.2.1. MAMAP instrument description

The MAMAP instrument comprises the front optics unit connected to the two entrance slits
of the spectrometers with a y-fiber, the two spectrometer units, and additional power and
control electronics.

The front optics unit comprises a telescope optic with a focal length of 150 mm, mapping
one ground scene onto the common end of the y-fiber bundle, which routes the light to the
two modified Acton grating spectrometers. Therefore, both spectrometers observe the same
ground scene at the same time. The two spectrometer units are Acton grating spectrometers
collimating and focusing the light with mirrors. In the SWIR spectrometer, a 600 lines mm−1

grating disperses the incoming radiation onto a linear 1024 pixel extended InGaAs focal
plane array (FPA). It is cooled with liquid nitrogen to −120 C° to reduce the thermal dark
current of the chip. The spectral sampling of the SWIR channel is ∼ 0.1 nm and the spectral
resolution is ∼ 0.9 nm.

In the NIR channel, the incoming radiation is dispersed by a 1200 lines mm−1 grating. The
resulting spectral sampling is ∼ 0.07 nm and the spectral resolution is ∼ 0.45 nm. The
detector of the NIR channel is a 512 × 512 pixel frame transfer CCD, where on the chip
already 6 × 2 pixels are binned. The resulting data has therefore 85 × 256 pixels. The
recorded data are in binary units, requiring dark and white light spectra for conversion to
relative intensities. In Fig. 5.1 an example spectrum of the MAMAP instrument in both
channels is shown. The signal-to-noise ratio of the MAMAP instrument for a detector filling
of ∼ 33000 BU is roughly 1300.

The spectral calibration of the MAMAP instrument was updated for this thesis. The proce-
dure and results are described in A.4. In the measurements analyzed in this thesis, the front
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Figure 5.1.: Example spectrum of the MAMAP instrument cropped to the FOCAL AIR fit
windows for the 1-window retrieval.

optic was mounted directly over the viewport of the Cessna 207 of the ”Freie Universität
Berlin” (FUB). For a flight altitude above ground of 1.5 km, a flight speed of ∼ 56m s−1

and a coadded integration time of 1 s (one burst of 10 images), the ground scene size is
∼ 45× 90m2.

5.1.2.2. MAMAP observational data of the Jänschwalde power plant plume

To compare the WFM-DOAS and the FOCAL-AIR retrieval to assess the advantages and
limitations of the latter for future measurements, a data set containing measurements of the
target gas(es) and the deep absorption lines of the O2A band in the NIR spectral region is
needed with sufficient spectral resolution. Therefore, neither AVIRIS-NG data (due to the
low spectral resolution, see Sect. 5.1.1) nor MAMAP2D-Light data (due to the missing NIR
channel, see Sect. 5.1.3) could be used for this analysis. However, the MAMAP instrument
measures the relevant spectral channels with relatively high spectral resolution (see Sect.
5.1.2), and the Jänschwalde power plant CO2 emissions have been previously estimated
successfully using MAMAP data retrieved with the WFM-DOAS method (Gerilowski et al.,
2011; Krings et al., 2011).

For the comparison, MAMAP measurements recorded over the power plant Jänschwalde
during the COMET campaign on 23.05.2018 were analyzed. The instrument was flown on
board the Cessna aircraft of the FUB. These data were already analyzed with the WFM-
DOAS method previously by Sven Krautwurst, including emission estimations (publication
in preparation). Therefore, a direct comparison of the single column retrieval results and
the estimated emissions is possible. The surface around the power plant in the direction the
plume expanded is a mixture of grassland, farming areas, forests, and some lakes, especially
near the power plant. The data set contains ∼ 53000 single measurements, i.e. ∼ 5300
bursts of 10 measurements. These comprise the flight to the target, the remote sensing
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part, an in situ flight pattern, and the flight back to the airport. The remote sensing part
of the flight, consisting of 14250 single measurements, was analyzed with the FOCAL AIR
method.

As the forward model is calculated for each measurement in the FOCAL AIR algorithm
(see Sect. 5.2.2), the forward model parameters and a priori values were estimated for
each ground scene separately. The current flight altitude, the location, and the instrument
zenith angle were obtained from the MAMAP measurement data. The solar zenith angle
was calculated from the date and time of each measurement. The surface elevation was
obtained from the Shuttle Radar Topospheric Mission (SRTM V2.1, Farr et al., 2007). The a
priori atmospheric profiles for CH4 and CO2 were estimated with the Simple cLImatological
Model (SLIM, Noël et al., 2022) and sampled to the five combined layers of FOCAL AIR.
The atmospheric profile of H2O, temperature, and pressure, as well as the total amount
of dry air molecules, was obtained from ERA5 data (Copernicus Climate Change Service
(C3S) (2017), 2017) interpolated to the location of the measurements and cut or extended
to the surface elevation obtained from SRTM data. The solar spectrum I0 for the forward
model is a combination of a polynomial fitted to the Thullier-Kurucz solar spectrum for
the solar background radiation and the Toon high-resolution solar spectrum (Toon, 2015)
in the 2016 version, calculated by Max Reuter.

For the wind speed, the average ECMWF ERA5 hourly horizontal wind data over the whole
measurement area between 14.1 and 14.6 ° East and 51.72 and 51.94 ° North averaged over
the whole time of the overflight was calculated to 6.2 ± 1.0 m s−1, where the wind speed
uncertainty is the 1σ standard deviation of all wind vectors over the boundary layer from
which the mean was calculated. The mean wind direction was derived from the apparent
plume direction relative to the cross-tracks over the plume.

5.1.3. The MAMAP2D-Light remote sensing instrument and data sets

The MAMAP2D-Light instrument is a lightweight imaging passive remote sensing instru-
ment specifically designed for the detection and quantification of CH4 and CO2 points
source emissions via solar absorption spectroscopy. It comprises a spectrometer optical
bench with one spectral channel covering the wavelength range from 1559 nm to 1690 nm
with a spectral resolution of ∼ 1.1 nm in a light-tight housing, a front optics unit, data
recording and instrument control interfaces. The instrument schematics are displayed in
Fig. 5.2 and the spectrometer optical bench without the light-tight housing is shown in Fig.
5.3.

The MAMAP2D-Light instrument was developed and built at the Institute of Environmen-
tal Physics in Bremen mainly during the work on this thesis, with significant contributions
of the author. His main contributions to the development and building process were the
development of the control software and the implementation of the control and acquisition
software, as well as assisting in the assembly and adjustment of the spectrometer and assem-
bly of the complete instrument, including the final adjustments needed to fit the instrument
into the underwing pod. Finally, the author operated the instrument during the test and
measurement flights. The mechanical design of the instrument was developed by the IUP
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in cooperation with Jan Franke of the Institute for Integrated Product Development (BIK)
at the University of Bremen.

The MAMAP2D-Light instrument design builds on the experience gained with the MAMAP
sensor described in Sect. 5.1.2. The goal of the MAMAP2D-Light system was the develop-
ment of a compact, lightweight, and flexible deployable imaging push-broom spectrometer,
which fits inside one underwing pod of a Diamond HK-36 Eco Dimona. One such air-
craft was recently acquired by the Jade Hochschule Wilhelmshaven and is operated from
there. The limits of the pod constrained the design heavily in weight and dimensions, which
resulted in a very compact design (see image 5.4). The spectrometer unit, the IMU sen-
sor, front optics, and control and supply electronics are mounted on the same 3 cm thick
aluminum plate. The whole MAMAP2D-Light instrument weighs a total of ∼ 43 kg. It
additionally serves as a prototype for the SWIR channel of the MAMAP2D system. It was
funded partly through the BMBF project AIRSPACE (grant 01LK1701B) and the State
and the University of Bremen.

5.1.3.1. MAMAP2D-Light instrument description

The instrument parts are described below in the order in which the light passes through the
instrument. Then, the data acquisition hardware and software, the system control hardware
and software, and the interface to the aircraft are described. A schematic overview of the
MAMAP2D-Light instrument is given in Fig. 5.2.

Front optics unit

The solar radiation backscattered at the ground enters the light through the front optics
unit. It comprises a telescope with focal length F = 25 mm, which is mounted orthogonally
at the end of the base plate. The telescope images the ground onto a custom-designed glass
fiber bundle. The fiber bundle comprises 36 rectangular fibers arranged in a slit design.
Each fiber has a fiber core of ∼ 300 × 100 µm2. The cladding around the fibers prohibits
light from contaminating adjacent fibers. The outer dimensions of the single fibers with
cladding are ∼ 315 × 175 µm2. The instantaneous field of view (IFOV) of the front optic
assembly is 22.80° across and 0.23° along the flight track.

While the instrument can be flown in various altitudes and is designed to sustain operation
altitudes up to 3 km, the typical measurement altitude is rather ∼ 1500 km. This results
in a typical swath width of ∼ 605 m and an instantaneous ground scene size of ∼ 22× 6 m
(across x along the flight track). Finally, a MicroStrain 3DM-GX3-35 inertial measurement
unit (IMU) is mounted onto the base plate with a fixed geometric relationship to the front
optics for later orthorectification of the data.

Spectrometer optical bench

The spectrometer optical bench, a push broom dispersive planar grating imaging spectrom-
eter observing the wavelength range from 1559 nm to 1690 nm with a spectral resolution of
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Figure 5.2.: Schematics of the MAMAP2D-Light instrument. The light enters the instru-
ment through the front optics and is routed to the spectrometer with a glass
fiber bundle. There, it is dispersed at the grating and finally focused onto the
2D focal plane array of the detector. Additionally, the data paths are depicted
as colored lines: dark green lines are the GPS and INS, and dark red lines are
camera link data signals. Blue lines denote the shutter control connections,
turquoise lines are the detector controls, pink the Ionetrics Annotator controls
and orange lines show ethernet connections. The power board provides power
to all devices and secures each power line. For the sake of clarity, the power
connections are not displayed.

∼ 1.1 nm, comprises a custom entrance slit design, two commercial off-the-shelf (CotS) long
focal length infrared optics as collimator and camera optic, a planar reflective grating, and
an AIM SWIR384 384 × 288 pixel infrared detector. All optical elements are attached to
the base plate via adjustable 6(5)-axis mounts (see schematics in Fig. 5.2 and Fig. 5.3).
A light-tight housing covers the optical bench. The different parts are described in more
detail below, following the spectrometer’s light path. The wavelength range is similar to the
wavelength range of the MAMAP instrument covering absorption bands of CO2 and CH4,
albeit extended at the lower wavelengths to cover also the second set of CO2 absorption
bands located between ∼ 1570 and ∼ 1580 nm. For smaller scale point source emissions, the
experience with the MAMAP instrument shows that quantification is possible using only
the SWIR channel (see, e.g. Krings et al., 2011; Gerilowski et al., 2011; Krautwurst et al.,
2017; Krings et al., 2018; Krautwurst et al., 2021).
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Figure 5.3.: View onto the upper part of the MAMAP2D-Light instrument with the pro-
tective light tight cover removed. The spectrometer optical bench comprising
the detector, the grating, two optics, the entrance slit design, the control and
recording computer unit, an Ionetrics GPS annotator, and the GPS/INS mea-
surement unit are mounted on this side of the common base plate.

Entrance slit unit The entrance slit of the spectrometer hosts the other end of the fiber
bundle originating from the front optics unit, an entrance slit, an order-sorting filter and a
shutter unit.

The entrance slit can be used to narrow the slit along the spectral axis, which in theory could
enhance the spectral resolution. However, this would lead to a mismatch in the spectral
and spatial focal plane of the entrance slit unit, which (when focussing on the spectral
focal point) would lead to a defocus in the spatial axis. Additionally, this would lead to
less light entering the instrument, therefore needing higher integration times for the same
signal-to-noise ratio, reducing the along-track spatial resolution. Additionally, the single
fibers were not aligned perfectly linear in the fiber bundle, so narrowing the entrance slit
would affect different fibers differently. Therefore, the slit was left entirely open for the first
measurement campaigns.

The order sorting filter is a high-pass filter with a cut-on wavelength of 1500 nm filter-
ing out shorter wavelengths. It suppresses spectral stray light from higher diffraction or-
ders.

The shutter unit is a Uniblitz shutter with an according shutter driver. The shutter is used
to acquire reference dark spectra in-flight. The in-flight dark spectra have to be monitored
as the thermal dark current changes with temperature in the non-stabilized MAMAP2D-
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Light instrument. In the unpowered state, the shutter remains open. Thus, power loss at
the shutter does not abort measurements.

Spectrometer optics and grating The light entering the spectrometer via the entrance
slit design is collimated with a CotS optic with a focal length F = 300 mm and F/N = 3.5.
The collimated light is dispersed by a CotS plane ruled grating with 300 lines mm−1 and
a nominal blaze angle of 17.5 °, operated in the −1st order. The parallel dispersed light
originating from the grating is focused onto the detector by a F = 200 mm CotS optic with
F/N = 2.4. The angle between both optics is 32°.

Detector unit The detector unit is an AIM SWIR384 mercury cadmium telluride (MCT)
detector unit with a focal plane array (FPA) composed of 384 × 288 pixels with a pixel
pitch of 24 × 24 µm2. The spectral cutoff of the detector (the point where the quantum
efficiency (QE) has dropped to 50 % of the maximum QE) has been moved from ∼ 2600 nm
(standard) to < 1800 nm to reduce the thermal dark current originating from the non-
cooled non-thermostabilized instrument to a minimum. Additionally, to reduce the internal
thermal dark current, the FPA is cooled to ∼ 150 K by a single piston linear cooler. The
full well of the detector in high gain mode (standard operation) is ∼ 340 ke−. Additionally,
the detector can be run in low gain mode, where the full-well is expanded to > 1 Me−.
However, to achieve short integration times and, therefore, smaller ground scene sizes while
still utilizing the full range of the Analog-to-Digital Converter (ADC), the main operation
mode is the high gain mode. The readout noise in high gain mode is ∼ 14 BU− and the
mean raw detector signal to noise ratio (SNR) is SNRdet ≈ 460.0. Finally, the ADC converts
the electronic charge of each pixel to a 16-bit number.

Currently, the spectra are dispersed along the long axis, while the spatial information is
recorded along the short axis. Due to this orientation, 28 of the 36 fibers are projected onto
the detector (see discussion in Sect. 7.1 about possible modifications), leading to 28 separate
ground scenes being observed by the instrument across the flight track.

Light tight housing and stray light suppression The spectrometer optical bench is covered
in matt black optical foil to reduce internal stray light and to block ambient light from
entering the spectrometer. One stray light cover is placed between the entrance slit and the
detector units. A second one separates the control and recording computer and Ionetrics
GPS annotator from the spectrometer.

Data aquisition

The MAMAP2D-Light data acquisition and system controls are realized on one industrial
fan-less PC system (PUMA) inside the light-tight housing. The detector camera data (dark
red lines in Fig. 5.2) is transferred via CameraLink to the Ionetrics GPS annotator. The an-
notator replaces 32 consecutive image pixels with the current frame number, GPS time, and
GPS location and forwards the data stream to the PUMA. There, a mini PCIe CameraLink
frame grabber receives the data. The frames received by the frame grabber are captured by
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Figure 5.4.: Mounting of the MAMAP2D-Light instrument inside the wing pod of the Di-
mona motor glider. The spectrometer is covered inside a matt black, light tight
aluminum foil housing, the electronics are mainly mounted below the base plate.

the XCAP-std software, which also controls the frame grabber. In XCAP, the data stream
is monitored in a live view window displaying the captured frames. In addition, the frames
are recorded to single .tiff files and annotated with the current date and timestamp of the
recording PC in the TIFF tags.

The IMU and GPS data are transferred to the PUMA via RS232 and recorded by the MIP
Monitor software (dark green lines in Fig. 5.2). Additionally, roll, pitch, and yaw can be
displayed in a line plot for monitoring during the flight.

System control and interface

The detector is controlled over an RS232 connection from the control PC mounted inside the
light-tight housing to the detector (Fig. 5.2, turquoise line). The shutter driver switching
the shutter is controlled via a Brainbox digital IO (DIO) to Ethernet converter mounted
on the common electronics base plate (control lines are blue in Fig. (5.2)). The detector
and shutter control software is currently written in LabView. For the detector controls,
default detector settings and integration times can be activated via buttons, while also
manual commands can be sent to the detector. The shutter controls comprise activation
or deactivation of the shutter and closing of the shutter for a defined amount of time. The
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Ionetrics GPS annotator is configured via a USB connection (pink line in Fig. 5.2) with the
Annncle Software.

As the instrument is mainly mounted inside the underwing pod of a motor glider, direct
access to the instrument in flight is impossible. Therefore, the system is designed to be
operated from an operator PC (e.g., Laptop) over LAN. The system is powered via a
single 28 VDC power input from the aircraft. The power supply board mounted on the
bottom of the base plate converts the input power to the voltages needed by all electronic
components.

5.1.3.2. Calibration data for MAMAP2D-Light

The main spectral calibration of an instrument can be separated into two parts. First,
the dispersion of the spectrum onto the detector, i.e., the wavelength grid of the pixels, is
necessary to match modeled and measured intensities in the retrievals. For this calibration,
a LASER line is shifted over the whole wavelength range, and spectra are recorded for
multiple wavelengths. Second, the instrument spectral response function (ISRF) defines the
instrument’s resolution. The signal at the detector is a convolution of the high spectral
resolution input continuum radiance with the ISRF, and the ISRF is the at-detector signal
when the instrument is illuminated with monochromatic light (see, e.g., Schowengerdt,
2006). For the calibration of the ISRF, the LASER is tuned in small steps covering a small
wavelength range with high precision.

For the calibration of MAMAP2D-Light, the calibration setup shown in Fig. 5.5 was used. A
tunable external cavity diode LASER covering the wavelength range 1590−1780 nm (Sacher
TEC-500-1650-020) was coupled into an integrating sphere via a single mode splitter fiber,
while 25 % of the LASER light was redirected to a wavemeter. The wavemeter showed
the wavelength in nanometers with three digits. However, due to the last digit changing
over the measurements, only the first two digits were protocolled. The LASER produced
a narrow LASER line with a line width of typically < 10 fm, well below the resolution of
MAMAP2D-Light. The MAMAP2D-Light entrance optic was mounted in front of the exit
port of the integrating sphere for homogeneous illumination of the entrance fibers. The
LASER wavelength was controlled via a control laptop. After each change of wavelength,
the LASER had to stabilize again for about 1 − 2 min before taking the measurements.
Additionally, the LASER could be turned off and a white light source coupled to a second
entrance port of the sphere could be activated for the flat field (or gain) correction of the
measurements.

Ideally, for the wavelength calibration, measurements covering the whole spectral range of
the detector are recorded on a grid as fine as possible. Unfortunately, the lowest possi-
ble wavelength reachable by the LASER was ∼ 1592 nm, while the lowest wavelength of
the MAMAP2D-Light instrument in the current orientation of the grating is ∼ 1560 nm.
Therefore, extrapolation of the measurements is needed, which is discussed in Sect. 6.2.1.
Additionally, the setup is not automated yet, which requires changing the LASER wave-
length manually, waiting for the LASER to stabilize, recording the spectra, and manually
protocoling the wavelength displayed at the wavemeter.
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Figure 5.5.: Calibration setup comprising a LASER coupled into the integrating sphere and
a wavemeter via a y-fiber, and the entrance fiber of the MAMAP2D-Light in-
strument mounted at the exit port of the sphere. For white light measurements,
a white light source was mounted in front of a second entrance port of the sphere.

As a compromise between coverage and measurement time, measurements were taken at 20
different wavelengths in ∼ 5 nm intervals from 1592.70 to 1687.16 nm. At each wavelength,
100 consecutive measurements were recorded. Additionally, 100 spectra with white light
illumination for gain correction and 100 dark spectra to remove the dark current from the
measurements were acquired as part of the data set. For the initial ISRF calibration, the
response of one central spectral data point was averaged over the middle fiber, i.e., six
detector pixels in the spatial axis. The ISRF was then sampled at 25 different wavelengths
covering the wavelength range from 1626.64 to 1628.24 nm in∼ 0.1 nm steps. The calibration
results are explained in Sect. 6.2.1.

5.1.3.3. MAMAP2D-Light observational data of the power plant Jänschwalde

The MAMAP2D-Light observational data comprises measurements obtained during a mea-
surement flight targeting the coal-fired power plant Jänschwalde on 17.06.2021. The data
set comprises ∼ 3.5 million single spectra, while the data obtained over the power plant
plume comprises ∼ 1.1 million single spectra in the SWIR spectral range (see Sect. 5.1.3),
distributed over 28 viewing directions, and additional GPS and orientation data. The flight
took place before noon, with the mean overflight time over the plume between 8:00 and 9:00
UTC (10:00 - 11:00 local).
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For the WFM-DOAS method, a background spectrum was calculated with the radiative
transfer model SCIATRAN (Rozanov et al., 2017). The SCIATRAN input parameters were
acquired as follows. The background dry air mixing ratios of CO2 and CH4 were estimated
with the Simple cLImatological Model (SLIM, Noël et al., 2022) to 415.5 ppm and 1.870 ppm,
respectively, for the day of the overflight. The mean surface elevation was estimated from
SRTM data V2.1 (Farr et al., 2007) to ∼ 70 m. The mean aircraft altitude was 2.29 km
estimated from GPS data logged during the flight. The solar zenith angle at 8:30 UTC
for the location of the Jänschwalde power plant was 40.6 °, and the viewing geometry was
assumed to be nadir. The latter introduces a viewing-angle-dependent offset, which the
proxy should capture. Also, an urban optical property of aerosols and clouds (OPAC, Hess
et al., 1998) aerosol scenario accounted for at least some aerosols because the plume went
over inhabited areas and originated from a power plant.

The background total column of H2O, the temperature and pressure profile above ground,
the wind speed components, and the planetary boundary layer height were obtained from
ERA5 reanalysis data (Copernicus Climate Change Service (C3S) (2017), 2017) by aver-
aging all ERA5 data between 14.1 and 14.6 ° East and 51.72 and 51.94 ° North over the
whole overflight period. The mean wind speed was 4.8 ± 0.8 m s−1, and the wind uncer-
tainty was estimated as the 1σ standard deviation of all wind data in the boundary layer.
The wind direction was derived from the apparent plume direction relative to the cross
tracks.
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5.2. Retrieval of column enhancements

This section describes the methods used in this thesis for analyzing the acquired spectra and
deriving emission fluxes from the retrieved concentrations. First, the WFM-DOAS method
is explained in Sect. 5.2.1, where the column enhancements are retrieved as deviations from
an average state of the atmosphere with a linear fit. The WFM-DOAS method was used to
examine the first two research questions. Next, the FOCAL AIR retrieval adapted to air-
borne geometry in this thesis is introduced in Sect. 5.2.2. It is an optimal estimation-based
inversion scheme, including fitting a scattering approximation to enable emission estimations
over larger areas. Finally, the approach taken to remove striping artifacts in the retrieved
column enhancements of imaging data is described in Sect. 5.2.3.

5.2.1. The WFM-DOAS algorithm

To retrieve the CO2 and CH4 column anomalies from the acquired spectra Imea, the weight-
ing function modified differential optical absorption spectroscopy (WFM-DOAS) method
modified for airborne measurements (Buchwitz et al., 2000; Krings et al., 2011) was applied
to AVIRIS-NG and MAMAP2D-Light data in the first part of this thesis. The WFM-
DOAS method had been applied successfully to airborne MAMAP measurements before
(see e.g. Gerilowski et al., 2011; Krings et al., 2013; Gerilowski et al., 2015; Krautwurst
et al., 2017, 2021). For the application to AVIRIS-NG data, optimizations in memory us-
age had to be made as AVIRIS-NG radiance cubes can easily reach data sizes > 10 GB.
These data cubes slowed down typical desktop systems used for the calculations signifi-
cantly.

The WFM-DOAS equation is a Taylor expansion of the logarithm of the radiative transfer
around a mean state of the atmosphere k. Deviations from this state causing changes in
the radiance Imod are calculated by scaling weighting functions

Wi(λ, ki) =
d ln Imod

dki
|ki (5.86)

for the fit parameters ki. Those comprise the different absorbers as well as the tempera-
ture. The weighting functions are calculated numerically for a small change. Additionally,
scattering and continuum effects assumed only slowly to vary depending on wavelength are
separated from the higher frequency changes by, e.g., absorption due to gases and approxi-

mated by a typically low order polynomial Pn(λ) =
(

λ
λmax−λmin

− 0.5
)n
· kpoly,n. Then, the

at-instrument radiance ln Imea(λ) is modeled as

ln Imea(λ) ≈ ln Imod(λ, k) +
∑
i

Wi(λ, k)
ki − ki

ki
+ Pn(λ) + ε(λ). (5.87)

Here, ln Imod(λ, k) is the modeled at-instrument radiance for the mean state of the at-
mosphere during the overflight and the columns of the matrix W (λ, k) are the weight-
ing functions Wi(λ, ki). Finally, the ε(λ) are the wavelength-dependent residuals of the
fit.
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This formulation assumes that the modeled intensity ln Imod(λ, k) is close enough to the
measured intensity ln Imea(λ) for the difference between both being nearly linearly depen-
dent on the fit parameters ki. Therefore, ln Imod(λ, k) contains our best knowledge of the
atmosphere at the time of measurement and is modeled via the radiative transfer model
(RTM) SCIATRAN (Rozanov et al., 2017) using the HITRAN2016 spectroscopic database
(Gordon et al., 2017). Due to the long runtime of the SCIATRAN RTM, only one modeled
spectrum based on the average state of the atmosphere during the measurements is calcu-
lated for each observation scene. For AVIRIS-NG, a scene is equal to one flight line (due
to different dates of the overflights), while for MAMAP2D-Light, the scene is the complete
overflight of the power plant plume of Jänschwalde.

Combining the weighting function matrix W (λ, k) and the basis of the polynomial to the
matrix A, Eq. (5.87) becomes a linear equation of form

y⃗ −A · k⃗ = ε, (5.88)

for which the least squares solution for the scaling factor vector k⃗ is given as

ˆ⃗
k = (ATA)−1AT y⃗. (5.89)

Eq. 5.89 is a product of known precalculated matrices with the logarithm of the measured
intensities. The fit results are profile scaling factors (PSF) of the atmospheric profiles of
the different gases, polynomial factors, and a constant shift of the temperature profile. For
both AVIRIS-NG and MAMAP2D-Light measurements, the profile scaling factors of CO2

and CH4 are retrieved separately by selecting one ideal fit window for each of the gases (see
also Sect. 6.1 and Sect. 6.2).

Atmospheric parameters such as the measurement geometry, solar zenith angle, and surface
altitude were not adapted to each measured spectrum and, additionally, the aerosol profile
was represented only averaged and not well adapted to the scene. Therefore, residual light
path differences between the light path assumed in the SCIATRAN RTM and the light
path present in the measurements may exist, influencing the retrieved PSF of each gas. To
correct for this effect, one can normalize the retrieved PSF by the PSF of another well-
mixed gas, which ideally has absorption features close by (see also Frankenberg et al., 2005;
Schneising et al., 2009; Krings et al., 2011). In the so-called proxy method applied here, it
is either assumed that CH4 or CO2 is constant when observing a CO2 or CH4 point source,
respectively:

CH4,proxy,i =
PSFCH4

PSFCO2

(5.90)

CO2,proxy,i =
PSFCO2

PSFCH4

(5.91)

On small scales, i.e., observing near-surface emission plumes, a reasonable assumption is that
the retrieved enhancement above the background is confined to the planetary boundary layer
located below the aircraft. As the light passes airmasses twice below the aircraft but only
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once above, the measurements are more sensitive to changes below the aircraft than above,
leading to an overestimation of the total column increase when scaling the total column. The
ratio of retrieved enhancement to true enhancement is described by the height-dependent
averaging kernels AAK(z). Assuming the plume is confined to the boundary layer, the
retrieved column enhancements above the background must be scaled by the inverse of
the averaging kernel below the aircraft kAK,below. The enhancements above background are
obtained by normalizing the retrieved proxy corrected CH4,proxy,i or CO2,proxy,i values by the
local background CH4,proxy,bg or CO2,proxy,bg respectively and multiplying by the background
total column of the gases (CH4,back or CO2,back). This gives the column enhancements
CH4,enh,i and CO2,enh,i for the i-th measurement:

CH4,enh,i =

(
CH4,proxy,i

CH4,proxy,bg
− 1

)
· CH4,back · kAKCH4,below (5.92)

CO2,enh,i =

(
CO2,proxy,i

CO2,proxy,bg
− 1

)
· CO2,back · kAKCO2,below (5.93)

The fit quality was evaluated using the root mean square error (RMS) between the fitted ra-
diance Ires (the right hand side of Eq. (5.87)) and the measured radiance Imea:

∆I(λ) =
Imea(λ)− Ires(λ)

Ires(λ)
(5.94)

RMS =

√
∆I2(λ), (5.95)

with ∆I2(λ) the mean of the squared normalized difference between measurement and fit
result in each pixel.

The WFM-DOAS retrieval method, as described above, needs only precalculated radiative
transfer calculations adapted to the mean state of the atmosphere and geometric proper-
ties during the flight. The retrieval of deviations from this state is calculated by a simple
linear least squares fit, which is computationally not very expensive. However, only small
deviations from this linearisation point are captured entirely by the retrieval, and larger de-
viations impose biases. The proxy method correcting for light path changes mitigates some
of these problems. However, it requires the gas used for normalization to be constant. The
implications to the data sets studied are discussed in Sect. 6 and 7.2.

5.2.2. The FOCAL AIR retrieval method

The Fast atmOspheric traCe gAs retrievaL - AIRborne (FOCAL AIR) method has been
developed in the frame of this thesis. It is an extension of the FOCAL retrieval algorithm
(Reuter et al., 2017b,a; Noël et al., 2021; Noël et al., 2022), which has been adapted to
account for an airborne remote sensing sensor located within (instead of above) the atmo-
spheric column. The FOCAL AIR retrieval aims to mitigate the problem of needing another
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Figure 5.6.: FOCAL-AIR scattering light path (a) if the scattering layer is below the aircraft
and (b) if the scattering layer is above the aircraft. Solid lines denote radiances,
while dotted lines denote radiant fluxes originating from diffuse scattering or
reflection at Lambertian surfaces.

retrieved gas as a proxy to correct for light path changes. It, therefore, implements an op-
timal estimation-based inversion scheme using a forward model adapted to the geometry of
each measurement point individually and includes a parametrized description of scattering
in the atmosphere, which still can be solved analytically but should reduce errors due to
aerosol optical depths in the retrieval.

The forward model adaption was developed during the work on this thesis. In the fol-
lowing, the idea behind FOCAL AIR, the used forward model, and the inversion process
are described in detail. The FOCAL AIR algorithm comprises a simplified forward model
of the radiative transfer through the atmosphere, combined with a Levenberg-Marquardt-
Fletcher inversion scheme (Fletcher, 1971) to match the calculated and the measured inten-
sities.
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The simplified forward model is shown in Fig. 5.6. It is based on the following assump-
tions:

1. There are no scattering processes in the atmosphere apart from an optically thin
scattering layer of variable altitude above ground.

2. The scattering layer acts as a Lambertian surface and is characterized by its altitude
above ground, the optical thickness at the reference wavelength of 760 nm, and the
Ångström-coefficient describing the wavelength dependency of the optical thickness.

3. The scattering layer can be located above or below the aircraft changing the forward
model accordingly.

4. The Earth’s surface is a Lambertian surface.

5. The atmosphere is plane-parallel.1

In the sections 5.2.2.1 to 5.2.2.3, the terms used are introduced, the approximations made
are described, and the multiple scattering between the scattering layer and the surface is
parametrized. The analytical forward model is described in the sections 5.2.2.4 to 5.2.2.7
by defining the different contributions to at-sensor radiance dependent on the geometry
and introducing the pseudo-spherical approximation. The FOCAL AIR retrieval chain is
described in section 5.2.2.8. It comprises a preprocessing step, the retrieval step containing
the Levenberg-Marquardt-Fletcher inversion scheme with a description of the state vector
and Jacobians, and the post-processing. The two spectral fit window definitions examined
in the thesis are additionally introduced in this section.

5.2.2.1. Definition of terms

This section introduces the terminology and the basic parts of the radiative transfer at each
step through the atmosphere in the FOCAL AIR forward model.

For simplified notification, the following symbols as in Reuter et al. (2017b) are used: F
and I denote a diffuse flux (in the following simply ”flux”) and a direct radiance (in the
following ”radiance”), respectively. T is transmittance, and τ is a vertical optical thickness.
A super- or subscript g denotes gaseous absorption, and a superscript s denotes a process
at the scattering layer. Subscripts e, a, and s denote extinction, absorption, and scattering
at the scattering layer, respectively. Finally, a subscript bl or ab denotes radiance terms
defined for a scattering layer below or above the aircraft.

In this notation, the transmission of radiance T g
I (τg, µ) along a slant light path with solar

zenith angle θ, and, therefore, a light path extension of µ = 1
cos θ , in a parallel plane

atmosphere with gaseous absorption by one gas is calculated according to Beer-Lambert’s
law (see Sect. 3.2):

1The generalization to a pseudo spherical atmosphere is explained in Sect. 5.2.2.7 but does not change the
general formulation.
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T g
I (τg, µ) = exp

(
−µ
∫

cg(z) · d(z) · σg(z)dz

)
(5.96)

= exp (−µτg) . (5.97)

Here, z is the height above the surface, cg(z) is the height-dependent mixing ratio of the
absorbing gas, d(z) is the height-dependent density of dry air, and σg(z) is the height-
dependent absorption coefficient for the gas. The integral describes the optical thickness
due to gaseous absorption τg.

The transmittance T s
I (τe, µ) of the scattering layer due to absorption and scattering at the

scattering layer is

T s
I (τe, µ) = exp (−µτe) . (5.98)

τe = τa+τs is the extinction optical thickness, which is the combination of the absorption (τa)
and scattering (τs) optical thickness of the scattering layer. As light is either transmitted,
absorbed, or scattered, one can also write

1 = T s
I (τe, µ) + SI(τs, τe, µ) + AI(τa, τe, µ), (5.99)

with

SI(τs, τe, µ) =
τs
τe

[1− T s
I (τe, µ)] (5.100)

AI(τa, τe, µ) =
τa
τe

[1− T s
I (τe, µ)] (5.101)

where SI(τs, τe, µ) and AI(τa, τe, µ) are the fraction of scattered and absorbed light, respec-
tively. For the scattered light, also the direction of scattering is essential. Therefore, b is the
fraction of light scattered backward, i.e., into the hemisphere from which the light originates,
and a is the fraction of light scattered forwards, with a + b = 1.

Additionally, the hemispheric radiant fluxes contribute to the total at-sensor radiance be-
tween the scattering layer and the surface. The transmission through the atmosphere of the
flux originating from a Lambertian surface in the whole hemisphere is the integral over the
whole hemisphere of the radiance transmission modified by the angle of the incident light θ
(see e.g. Roedel and Wagner, 2017; W. Paltridge and R. Platt, 1976):

T g
F (τg) =

1

π

∫ 2π

0

∫ π
2

0
T g
I (τg, µ) · cos θ · sin θ dθ dϕ (5.102)

= 2

∫ π
2

0
T g
I (τg, µ) · cos θ · sin θ dθ (5.103)
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With the substitution µ = 1
cos θ and dµ = sin θ

cos2 θ
, and using the exponential integral notation

En =
∫∞
1 e−x · x−ndx the integral becomes

T g
F (τg) = 2

∫ ∞

1

exp (−µτg)

µ3
dµ (5.104)

= 2E3(τg) (5.105)

The transmission of flux below the scattering layer, including extinction at the scattering
layer, in the presence of gaseous absorption τg↓ below the scattering layer is

T gs
F (τg↓ + τe) = 2

∫ ∞

1

exp (−µ(τg↓ + τe))

µ3
dµ (5.106)

= 2E3(τg↓ + τe). (5.107)

With the relative transmission of flux at the scattering layer
T gs
F (τg↓+τe)

T g
F (τg↓)

, the relative addi-

tional extinction at the scattering layer EF can be written as

EF (τe, τg↓) = 1−
T gs
F (τg↓ + τe)

T g
F (τg↓)

(5.108)

= 1−
E3(τg↓ + τe)

E3(τg↓)
(5.109)

which can be split into a scattering and absorbing part analogously to Eq. (5.100) and
(5.101):

SF (τs, τe, τg↓) =
τs
τe

EF (τe, τg↓) (5.110)

AF (τa, τe, τg↓) =
τa
τe

EF (τe, τg↓) (5.111)

5.2.2.2. Approximations

Similar to Reuter et al. (2017b), further approximations are made to reduce the computa-
tional cost of the forward model and the computation of the analytical partial derivatives.
Distinguishing between the signal originating from scattering and absorption at the scat-
tering layer in the OCO-2 retrieval was already difficult. For significantly lower spectral
resolution MAMAP data distinguishing these two signals would be even more challenging.
Additionally, the retrieval is not designed to retrieve scattering properties accurately but
to enhance greenhouse gas retrieval results by approximating the signal produced by these
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processes. Therefore, the absorption within the scattering layer is neglected (τa = 0) and,
therefore, τe = τs.

Furthermore, the scattering layer is assumed to be optically thin, as the MAMAP instrument
flies only under clear sky conditions. Therefore, a Taylor approximation around τe = τs = 0
can be applied. With this, the Eqs. 5.100, 5.99 and 5.110 become

SI(τs, τe, µ) ≈ µ · τs = SI(τs, µ) (5.112)

T s
I (τe, µ) ≈ 1− SI(τs, µ) = exp (−µτs) = T s

I (τs, µ) (5.113)

SF (τs, τe, τg↓) ≈ 1−
E3(τg↓ + τs)

E3(τg↓)

Taylor
≈ =

E2(τg↓)

E3(τg↓)
· τs = SF (τs, τg↓) (5.114)

5.2.2.3. Multiple scattering between surface and scattering layer

In Fig. 5.6, the dashed lines oscillating between the surface and the scattering layer denote
the multiple scattering of the flux between these two layers. In this section, an analytical
solution for this path is described.

Assuming a Lambertian surface with albedo α, the transmission of the upward flux originat-
ing from the surface can be computed in the following way: The flux passes the atmosphere
below the scattering layer with transmittance T g

F (τg↓). It then reaches the scattering layer,
where the flux is transmitted, absorbed, or scattered forwards or backward. Regarding the
backward scattered flux, its fraction is SF (τs, τe, τg↓) · b, and the flux downward transmits
the atmosphere again, illuminating the surface with albedo α again, which closes the cycle.
Mathematically, this can be written as

TF,multi =
∞∑
i=0

(
T g
F (τg↓) · SF (τs, τe, τg↓) · b · α · T g

F (τg↓)
)i
. (5.115)

Eq. (5.115) has the form of a geometric series (
∑∞

i=0 k
i = 1

1−k ), as the product of all
terms is between 0 and 1. Applying the geometric series formula and the approxima-
tions introduced in Sect. 5.2.2.2, including a first-order Taylor expansion around τs = 0,
gives

TF,multi =
1

1− α · b · SF (τs, τe, τg↓) · [T g
F (τg↓)]2

≈ 1 + 4 · α · b · E2(τg↓) · E3(τg↓) · τs (5.116)
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5.2.2.4. The radiative transfer model for a scattering layer below the aircraft

The at-sensor radiance I for a scattering layer below the aircraft (Fig. 5.6 (a)) can be
written as the sum of different radiances, each describing different paths of the solar light
through the atmosphere:

Ibelow = IC,bl + ISD,bl + ICD,bl + ISI,bl + ICI,bl. (5.117)

The first letter in the subscript to I denotes the origin of the radiance reaching the in-
strument. C stands for the scattering layer and S for the surface. The second letter
(when present) describes if the incoming solar radiation transmitted the scattering layer
(denoted by D) or was diffusely scattered there (I). Consequently, the term IC is the ra-
diance directly scattered back to the instrument at the scattering layer before reaching the
ground.

The term I0,bl describes all absorption processes taking place above the scattering layer and
includes the incoming solar radiation.

I0,bl =
F0

π
· 1

µ0
· T g

I (τg,↑, µ0) · T g
I (τg,↑,a, µ) (5.118)

Here, τg,↑ and τg,↑,a are the optical thickness between the scattering layer and the top of the
atmosphere and between the scattering layer and the aircraft, respectively, while µ0 = 1

cos θ0

and µ = 1
cos θ are the light path extensions due to the solar zenith angle θ0 and instrument

zenith angle θ, respectively.

The term IC,bl is the part of incoming solar light directly scattered backward at the scattering
layer before reaching the surface. With Eq. (5.118) and (5.100), IC,bl becomes

IC,bl = I0,bl · SI(τs, τe, µ0) · b, (5.119)

and applying the approximation in Eq. (5.112):

IC,bl ≈ I0,bl · µ0 · b · τs (5.120)

The next two terms in Eq. (5.117), ISD,bl and ICD,bl, consider the light paths that originate
from the solar radiation transmitting the scattering layer (with transmittance T s

I (τe, µ0))
and the atmosphere below the scattering layer (with transmittance T g

I (τg↓, µ0) to illuminate
the surface with albedo α. The resulting upward flux reaches the scattering layer, where
the light is transmitted, absorbed, or scattered forward or backward. For the backward
scattered part, Eq. (5.116) models the light path.

For ISD,bl only the radiance parts are regarded, which are directly transmitted from the
surface through the atmosphere T g

I (τg↓, µ) and the scattering layer (T s
I (τe, µ)) after each

hitting the ground. This contribution can then be written as

ISD,bl = I0,bl · α · T s
I (τe, µ0) · T g

I (τg↓, µ0) · T g
I (τg↓, µ) · T s

I (τe, µ) · TF,multi. (5.121)
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Applying the approximations in Sect. 5.2.2.2, ISD,bl becomes

ISD,bl ≈ I0,bl · α · T g
I (τg↓, µ0) · T g

I (τg↓, µ) · (1− (µ0 + µ) · τs + 4α bE2(τg↓)E3(τg↓)τs)
(5.122)

For ICD,bl, only the radiance parts are regarded, which result from forwards scattering at the
scattering layer into the upper part of the atmosphere SF (τs, τe, τg↓) ·a at each reaching the
scattering layer. Additionally, the first transmission of flux through the atmosphere T g

F (τg↓)
before reaching the scattering layer on the first way up must be considered. Including the
approximations as before ICD,bl becomes:

ICD,bl = I0,bl αT s
I (τe, µ0)T

g
I (τg↓, µ0)T

g
F (τg↓)SF (τs, τe, τg↓) a · TF,multi

≈ I0,bl · α · 4a · T g
I (τg↓, µ0) · E2(τg↓) · τs. (5.123)

The last two terms in Eq. (5.117), ISI,bl and ICI,bl, now consider the fraction of the incoming
solar radiation that is diffusely scattered forward at the scattering layer (SI(τs, τe, µ0) · a),
creating a downward flux which is transmitted through the atmosphere below the scattering
layer (T g

F (τg↓)) and illuminates the surface with albedo α. This produces a diffuse flux
upwards through the atmosphere to the scattering layer, for which the backscattered part
illuminates the surface again, and so on. This process is described by the flux in Eq.
(5.116).

For ISI , similar to ISD, the radiance directly transmitted from the surface through the
atmosphere (T g

I (τg↓, µ)) and the scattering layer (T s
I (τe, µ)) to the aircraft after each re-

flection at the ground contributes. Applying the approximations in Sect. 5.2.2.2, ISI,bl
becomes

ISI,bl = I0,bl · SI(τs, τe, µ0) · a · T g
F (τg↓) · α · T g

I (τg↓, µ) · T s
F (τg↓) · TF,multi

≈ I0,bl · α · T g
I (τg↓) · 2a · E3(τg↓) · µ0 · τs. (5.124)

The last term ICI,bl, similarly to ICD,bl, includes the radiance contributions which result
from forward scattering at the scattering layer into the upper part of the atmosphere
(SF (τs, τe, τg↓) · a) every time the scattering layer is reached. Before the first reaching of
the scattering layer, the transmission of the flux below the scattering layer T g

F (τg↓) has to be
taken into account. With the approximations in Sect. 5.2.2.2 this leads to

ICI,bl = I0,bl · SI(τs, τe, µ0) · a2 · T g
F (τg↓) · α · T g

F (τg↓) · SF (τs, τe, τg↓) · TF,multi

= 0. (5.125)

Combining Eqs. (5.120), (5.122), (5.123), (5.124) and (5.125) and replacing b = 1 − a
gives the radiative transfer of the forward model for a scattering layer below the aircraft
Ibelow:
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Ibelow =
F0

πµ0
T g
I (τg↑, µ0)T

g
I (τg↑,a, µ) ·

[
µ0 τs (1− a)

+ αT g
I (τg↓, µ0)T

g
I (τg↓, µ)

(
1− (µ0 + µ) τs + 4α (1− a)E2(τg↓)E3(τg↓) τs

)
+ 2αT g

I (τg↓, µ0)E2(τg↓) τs a

+ 2αT g
I (τg↓, µ)E3(τg↓) τs a

]
(5.126)

Comparing Eq. (5.126) with Eq. 25 in Reuter et al. (2017b), there are three differences.
First, the fraction between forward and backward scattering at the scattering layer is still
a free parameter, while it was set to 0.5 in Reuter et al. (2017b). Second, the trans-
mission above the scattering layer is only calculated up to the aircraft in Eq. (5.126).
Third, for MAMAP, no solar-induced fluorescence is retrieved because the SIF weight-
ing function is nearly linear in the SIF retrieval window for the MAMAP spectral resolu-
tion.

5.2.2.5. The radiative transfer model for a scattering layer above the aircraft

Unlike for satellites, i.e., an observation system located above the top of the atmosphere,
the radiance parts contributing to the at-sensor radiance I change depending on the alti-
tude of the thin scattering layer for an airborne sensor. In case the sensor is below the
scattering layer (Fig. 5.6 (b)), the terms ISI and ICI do not contribute to the at-sensor
radiance.

When the scattering layer is above the aircraft, the contributions of IC , ICD and ICI become
zero even in the not approximated form, as light leaving the scattering layer into the upper
atmosphere has no way back down. Therefore, Iabove becomes

Iabove = ISD,ab + ISI,ab. (5.127)

Furthermore, the terms above the scattering layer simplify, and I0,ab becomes

I0,ab =
F0

πµ0
T g
I (τg↑, µ0). (5.128)

Finally, as the radiance reaching the aircraft does not pass the full atmosphere below the
aircraft (denoted by T g

I (τg↓,a)) and does not transmit the scattering layer, the remaining
terms ISD,ab and ISI,ab get simplified, too:

ISD,ab = I0,ab αT g
I (τg↓, µ0)T

g
I (τg↓,a, µ) ·

(
1− µ0 τs + 4 b αE2(τg↓)E3(τg↓) τs

)
(5.129)

ISI,ab = I0,ab αT g
I (τg↓,a, µ) 2 aµ0E3(τg↓) τs. (5.130)

Therefore, the radiative transfer for a scattering layer above the aircraft becomes
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Iabove =
F0

πµ0
αT g

I (τg↑, µ0)T
g
I (τg↓,a, µ)

·
[
T g
I (τg↓, µ0) ·

(
1− µ0 τs + 4α (1− a)E2(τg↓)E3(τg↓) τs

)
+ 2 aµ0E3(τg↓) τs

]
(5.131)

5.2.2.6. Approximation of an absorption-only atmosphere

Additionally to the full FOCAL AIR forward model described above, a radiative transfer
model excluding scattering for aircraft geometry was implemented, i.e., for τs = 0. With the
absorption-only forward model, it was possible to separate retrieval result improvements by
using the FOCAL AIR iterative retrieval from possible improvements due to the additional
fitting of scattering parameters. As a side effect, this also allowed for a direct comparison
of the WFM-DOAS retrieval and the FOCAL AIR retrieval only using the SWIR measure-
ments of MAMAP. With τs = 0, the differentiation between above and below the scattering
layer vanishes, and the at-sensor radiance is simply

Iabs =
F0

πµ0
αT g

I (τg, µ0)T
g
I (τg,a, µ). (5.132)

T g
I (τga, µ) is here the transmittance of the atmosphere from the surface up to the aircraft

under the light path enhancement µ of the backscattered radiance, and T g
I (τg, µ0) the trans-

mittance of the whole atmosphere under the light path enhancement µ0 of the incoming
radiance.

5.2.2.7. Pseudo-spherical geometry

In the previous sections, the solar and aircraft zenith angles have been assumed to be
constant. However, both of these quantities are height-dependent in the Earth’s atmosphere.
With the zenith angle θ0 at the surface and the radius of the Earth re, the angle θ(z) at
height z can be calculated as

θ(z) = arcsin

(
re

re + z
· sin(θ0)

)
. (5.133)

As µ = 1
cos θ , µ0 and µ have to be replaced with their height-dependent replacements µ0(z)

and µ(z) in Eqs. (5.131) and (5.126), respectively. For the transmission of radiance (Eq.
(5.96)), this leads to

T g
I (τg, µ) = exp

(
−
∫ TOA

0
cg(z) · σg(z) · µ(z)dz

)
. (5.134)
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For the transmission of diffuse fluxes, no height dependence of the zenith angle is considered
to allow for the simple application of the third exponential integral when simplifying Eq.
(5.103). Additionally, the height axis was discretized in layers with constant solar and
instrument angles for the computation. The approach is therefore called pseudo-spherical
instead of a full-spherical approach.

5.2.2.8. The FOCAL AIR retrieval chain

The FOCAL AIR retrieval chain is constructed in the same way as the FOCAL retrieval
chain (Reuter et al., 2017b,a) with the modifications described by Noël et al. (2021) adapted
to MAMAP measurements. The retrieval method comprises a preprocessing step, a retrieval
step, and a postprocessing step. In the preprocessing step, the data is prepared for the
FOCAL AIR retrieval step, and bad retrieval results are filtered out in the post-processing
step. The steps are described below.

Preprocessing All required input data for the FOCAL AIR retrieval are gathered in the
preprocessing step. First, the MAMAP raw digital numbers are converted to relative radi-
ance by subtracting the dark current and normalizing it to a white light spectrum. Dark
spectra are recorded periodically over the flight, so the nearest dark signal measurements
are subtracted for each spectrum. The white light measurements have been recorded prior
to or after the flight. Spectra with binary units (BU) of below 300 BU or above 60000 BU
after subtraction of the dark current are filtered out, as the chip does not behave linearly
in the extremes.

Additionally, the measurement noise is estimated as

σϵ =
√

σ2
shot + σ2

read, (5.135)

where σread is the detector read noise, and σshot =
√
BU −DC is an estimate for the

radiance dependent noise. However, these estimates do not include the radiative transfer
forward model error and are also likely too low for the MAMAP instrument. Therefore,
as in Reuter et al. (2017a) and Noël et al. (2021), the noise model is updated with an
empirical formula described in the retrieval step with Eq. (5.142). A constant wavelength
grid and a wavelength-dependent instrument line shape function are added to the input
data.

For each burst of 10 consecutive measurements, latitude, longitude, and recording time are
part of the measurement data. With this data, the a priori for CO2 and CH4 are estimated
using the SLIM empirical model (Noël et al., 2022). Then, the pressure and water vapor
profiles are extracted from ERA5 reanalysis data (see Sect. 5.1) interpolated to the time
and location of the measurement. Furthermore, The surface elevation is estimated from
the Shuttle Radar Tropospheric Mission (SRTM) data set, which is used to extend or cut
the profiles according to the actual surface pressure. The solar zenith angle is calculated
from the surface pressure and recording time. The instrument zenith angle is part of the
MAMAP data.
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Retrieval The retrieval finds the most likely state, also known as the maximum a posteriori
solution (see, e.g., Rodgers, 2000), in the presence of MAMAP spectral measurements and
a priori information about the state of the system, comprising the atmosphere, surface, and
measurement system. The algorithm used to find the most probable state is based on the
Levenberg-Marquardt-Fletcher algorithm (Fletcher, 1971; Rodgers, 2000), which iteratively
optimizes the state x⃗ with the following solution for the i + 1th step

x⃗i+1 = x⃗i +
[
(1 + γ)S−1

a + KT
i S−1

ϵ Ki

]−1
{
KT

i S−1
ϵ

[
y⃗ − F⃗ (x⃗i, b⃗)

]
− S−1

a [x⃗i − x⃗a]
}
,

(5.136)

minimizing the cost function

χ2 =
1

m + n

[
(y⃗ − F⃗ (x⃗i, b⃗))

T S−1
ϵ (y⃗ − F⃗ (x⃗i, b⃗)) + (x⃗− x⃗a)TS−1

a (x⃗− x⃗a)
]
. (5.137)

In the formulas above, x⃗ and b⃗ are the state and parameter vectors, Sa and Sϵ are the
a-priori and measurement error covariance matrices, y⃗ is the measurement vector, F⃗ (x⃗, b⃗)
is the forward model evaluated for the state x⃗ and parameters b⃗, K is the Jacobian matrix,
and γ is a damping factor changing the direction and length of the iteration step. The cost
function χ2 is the sum of the difference between measurement and forward model on one
side and current and a priori state vector on the other. The implementation of each term
in the FOCAL AIR retrieval is explained below.

The term γ is the damping factor, which is the core difference between the Levenberg-
Marquardt-Fletcher algorithm to the Gauss-Newton algorithm. Levenberg introduced it to
solve the problem of a step in the Gauss-Newton retrieval worsening the residual because
the underlying problem is too non-linear. The damping factor is scaled by the inverse of
the a priori covariance matrix Sa to ensure that the dampening affects each parameter,
i.e., each row of the matrix equation, similarly. In the Levenberg-Marquardt algorithm (see
e.g. Rodgers, 2000) after the calculation of xi+1 the cost function reduction is compared to
the cost function reduction using a linear approximation of the forward model. In case the
cost function increases, the difference becomes negative, the solution is not accepted, γ is
increased by a factor finc = 2, and a new xi+1 is calculated. Otherwise, the iteration is
accepted, finc is set to 2, and γ is decreased based on the cost function reduction χ2

i+1−χ2
i .

The complete dampening strategy is described in Nielsen (1999).

y⃗ is the measurement vector containing m spectral points. For the absorption-only retrieval
(Eq. (5.132)), only the SWIR measurements of MAMAP form the measurement vector. Two
main retrieval configurations were used depending on the number of separate fit windows
in the SWIR spectral range. The 1-window retrieval configuration used one large fitting
window fw1, covering the wavelength range 1593.0 − 1675.0 nm. In the 2-window retrieval
configuration, the SWIR spectral range was divided into two fit windows (fw1: 1591.1 −
1616.5 nm and fw2: 1629.6− 1673.9 nm) to form the measurement vector. For the FOCAL
AIR retrieval including scattering, additionally the O2A spectral data in the wavelength
range of 756.0−772.0 nm (fw0) were part of the measurement vector.

The state vector x⃗ is composed of the free fit parameters (see Table 5.3 for the 1-window
and Table 5.4 for the 2-window retrieval), while all other parameters, which are not fitted
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but are needed to calculate the radiative transfer, form the parameter vector b⃗. These are
the solar and instrument zenith angles, the aircraft altitude (in hPa), the incoming solar
radiation, and the meteorology at the measurement location. The latter comprises the
pressure, temperature, and geometric height grid as well as the total dry column of air and
the CO2 and CH4 profiles above the fitted lowest layers.

Table 5.3.: State vector x⃗ elements fitted in the FOCAL AIR 1-window retrieval. The fit
window number corresponds to the wavelength ranges from low to high, i.e., 0
stands for the O2A. The column ”absorption-only” indicates, if the state vector
element is also present in the absorption-only retrieval.

Element Fit windows x0 = xa σa Abs. only Comment

co2 lay 00 fw1 SLIM 50 ppm yes lowest merged CO2 layer
ch4 lay 00 fw1 SLIM 0.24 ppm yes lowest merged CH4 layer
h2o lay 00 fw1 ERA5 898 ppm yes lowest merged H2O layer
p0 fw0, fw1 0.5 1.0 no pressure level of scattering layer
τs,0 fw0, fw1 0.15 2.0 no scattering optical thickness at 760 nm
Å0 fw0, fw1 4.0 2.0 no Ångström coefficient
αNIR
0 fw0 est. 0.05 · xa no 0. order polynomial

αNIR
1 fw0 0.0 0.025 no 1. order polynomial

αNIR
2 fw0 0.0 0.01 no 2. order polynomial

αSWIR
0 fw1 est. 0.05 · xa yes 0. order polynomial

αSWIR
1 fw1 0.0 0.025 yes 1. order polynomial

αSWIR
2 fw1 0.0 0.01 yes 2. order polynomial

αSWIR
3 fw1 0.0 0.005 yes 3. order polynomial

λNIR
sh fw0 0.35 0.05 yes wavelength shift

λNIR
sq1 fw0 0.0 0.05 yes 1st order wavelength squeeze

λSWIR
sh fw1 0.30 0.1 yes wavelength shift

λSWIR
sq1 fw1 -0.03 0.05 yes 1st order wavelength squeeze

kNIR
ILS fw0 1.004 0.03 no ils squeeze

kSWIR
ILS fw1 0.98 0.05 yes ils squeeze

INIR
zlo fw0 0.0 1.0 no additive offset
ISWIR
zlo fw1 0.0 1.0 yes additive offset
ISWIR
odd fw1 0.0 0.05 yes odd/even effect

The a priori vector x⃗a is composed of the a priori values of each state vector element x.
These values additionally serve as the first guess values x0. The a priori uncertainty for each
state vector element is denoted as σa. For CO2 and CH4, the a priori uncertainty of the
lowest layer (representing 1/5 th of the atmospheric concentration) is estimated as 50 ppm
and 240 ppb, respectively, which translates to a total column uncertainty of roughly 2.5 %.
While usually in MAMAP data, the total column enhancement is below 1.5 % even for strong
emitters, the uncertainty also considers possible differences between the a priori estimated
from SLIM and the true total background column present during the measurements. For
H2O, the a priori total column uncertainty is the same as in Reuter et al. (2017b), as the
same data set is used. The zero-order polynomial a priori value is estimated from the
continuum radiance at the lower edge of the O2A fit window (around 758 nm) and in the
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middle of the SWIR spectral window (around 1628 nm, see Fig. 5.1). After this first guess
retrieval, the 0th order polynomial a priori uncertainty is estimated to be 5 % of the a
priori value. All a priori uncertainties are assumed uncorrelated, so the a priori covariance
matrix Sa becomes a diagonal matrix with the diagonal element σ2

a,i for the ith state vector
element.

Table 5.4.: State vector x⃗ elements fitted in the FOCAL AIR 2-window retrieval. The fit
window number corresponds to the wavelength ranges from low to high, i.e., 0
stands for the O2A. The column ”absorption-only” indicates, if the state vector
element is also present in the absorption-only retrieval.

Element Fit windows x0 = xa σa Abs. only Comment

co2 lay 00 fw1, fw2 SLIM 50 ppm yes lowest merged CO2 layer
ch4 lay 00 fw2 SLIM 0.24 ppm yes lowest merged CH4 layer
h2o lay 00 fw1, fw2 ERA5 898 ppm yes lowest merged H2O layer
p0 fw0, fw1, fw2 0.5 1.0 no pressure level of scattering layer
τs,0 fw0, fw1, fw2 0.15 2.0 no scattering optical thickness at 760 nm
Å0 fw0, fw1, fw2 4.0 2.0 no Ångström coefficient
αNIR
0 fw0 est. 0.05 · xa no 0. order polynomial

αNIR
1 fw0 0.0 0.025 no 1. order polynomial

αNIR
2 fw0 0.0 0.01 no 2. order polynomial

αSWIR CO2
0 fw1 est. 0.05 · xa yes 0. order polynomial

αSWIR CO2
1 fw1 0.0 0.025 yes 1. order polynomial

αSWIR CO2
2 fw1 0.0 0.01 yes 2. order polynomial

αSWIR CO2
3 fw1 0.0 0.005 yes 3. order polynomial

αSWIR CH4
0 fw2 est. 0.05 · xa yes 0. order polynomial

αSWIR CH4
1 fw2 0.0 0.025 yes 1. order polynomial

αSWIR CH4
2 fw2 0.0 0.01 yes 2. order polynomial

αSWIR CH4
3 fw2 0.0 0.005 yes 3. order polynomial

λNIR
sh fw0 0.35 0.05 yes wavelength shift

λNIR
sq1 fw0 0.0 0.05 yes 1st order wavelength squeeze

λSWIR CO2
sh fw1 0.30 0.1 yes wavelength shift

λSWIR CO2
sq1 fw1 -0.03 0.05 yes 1st order wavelength squeeze

λSWIR CH4
sh fw2 0.25 0.1 yes wavelength shift

λSWIR CH4
sq1 fw2 0.01 0.05 yes 1st order wavelength squeeze

kNIR
ILS fw0 1.004 0.03 no ils squeeze

kSWIR CO2
ILS fw1 0.98 0.05 yes ils squeeze

kSWIR CH4
ILS fw2 0.98 0.05 yes ils squeeze

INIR
zlo fw0 0.0 1.0 no additive offset

ISWIR CO2
zlo fw1 0.0 1.0 yes additive offset

ISWIR CH4
zlo fw2 0.0 1.0 yes additive offset

ISWIR CO2
odd fw1 0.0 0.05 yes odd/even effect

ISWIR CH4
odd fw2 0.0 0.05 yes odd/even effect

F⃗ (x⃗i, b⃗) is the high spectral resolution calculation of the FOCAL AIR forward model Irtm
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(Eq. (5.132) in the absorption-only case, and Eqs. (5.126) and (5.131) for the scattering
retrieval) using precomputed tabulated absorption cross-sections dependent on pressure,
temperature, and water vapor concentration. The forward model is then convolved with
the instrument line shape function and sampled to the instrument wavelength grid. In
addition to the state vector elements, the retrieval includes an additive offset Izlo to account
for straylight or other additive offset effects, and an odd/even fit parameter, which has the
form [-1, 1, -1, 1, ...] and is also part of the WFM-DOAS retrieval for MAMAP accounting for
radiance-dependent differences between neighboring detector pixels.

F⃗ (x⃗i, b⃗) = Irtm · (1 + Iodd) + Izlo (5.138)

The numerical calculation requires a discretization of the forward model equation along the
height axis. Therefore, the atmosphere is split into 20 layers containing the same number
of dry-air molecules. The profiles of CO2, CH4, and H2O comprise five layers, which are
expanded to the 20-layer atmosphere. Therefore, the gas concentrations are constant in 4
consecutive layers of the forward model atmosphere.

Additionally, as the wavelength grid of MAMAP is not precisely characterized yet, a linear
shift and a first-order squeeze of the wavelength axis are fitted for each fit window. The
final wavelength grid λ′ is

λ′ = λ + λsh + λn · λsq1. (5.139)

Finally, also the line shape function (ILS ) can be squeezed by scaling the wavelength grid
λILS of the ILS by the factor kILS :

λ′
ILS = λILS · kILS . (5.140)

The measurement covariance matrix Sϵ is a diagonal matrix composed of the square of the
noise for each spectral data point. The initial noise N only comprises the measurement
noise described above. It is updated to account for the noise introduced by the radiative
transfer forward model and better characterize the MAMAP measurement noise. The noise
estimation is similar to the approach taken by Reuter et al. (2017a) and Noël et al. (2021).
In order to find the parameters of the noise model, Sϵ is enlarged by quadratically adding
2 % of the continuum radiance to the noise estimate. As a consequence, nearly all data
points reach convergence. From the fit residuals, the residual to continuum signal ratio
(RSR) and the noise to continuum signal ratio (NSR) are calculated. If the retrieval did
not introduce noise and the instrument would be characterized perfectly, these two values
would be the same. Therefore, the initial noise N , the updated noise N ′, the continuum
radiance Icont, RSR, and NSR can be correlated by the two parameters na and nb in the
following way:

RSR =
√
na ·NSR2 + n2

b (5.141)

N ′ =
√
na ·N2 + n2

b · I2cont . (5.142)
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The results of the updated noise N ′ are given in Sect. 6.3.2.

The rows of the Jacobian matrix K are composed of the derivative of the at-sensor radiance
Ibelow or Iabove, respectively, to the state vector elements. For the k-th state vector element
Kk is

Kk =
∂I

∂xk
. (5.143)

The Kk representing changes in gas concentrations, scattering parameters, and the polyno-
mial can be calculated analytically for faster calculation in the retrieval. The Kk for shifting
and squeezing the wavelength grid and squeezing the ILS are calculated numerically by cal-
culating the change in radiance for a minimal change in the respective parameter. In figures
5.7 and 5.8, the elements of K are shown for a synthetic scene in Eastern Germany on
23.05.2018 at approximately noon, and an aircraft altitude of ∼ 2000m above ground. The
apparent non-continuity in the odd-even weighting functions (especially observable in the
SWIR CO2 fit window) is due to the MAMAP pixel mask, which was also applied to the
synthetic data.

Figure 5.7.: Jacobians of the state vector elements for the FOCAL-AIR scattering 1-window
retrieval in both fit windows with the pixel mask applied.
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Figure 5.8.: Jacobians of the state vector elements for the FOCAL-AIR scattering 2-window
retrieval in both fit windows with the pixel mask applied.

The iterative calculation of �x is stopped when the step size from the i-th to the i+1-th itera-
tion step relative to the a posteriori uncertainty gets small enough, i.e., when

(�xi − �xi+1)
T Ŝ−1 (�xi − �xi+1) ·

1

n
< 0.2. (5.144)

Additionally, the retrieval is stopped if no convergence was reached in 100 iterations to
prevent infinite iterations.

The final a posteriori covariance matrix

Ŝ = (KT S−1
ε K+ S−1

a )−1 (5.145)

comprises the n parameter uncertainties and their correlations.

Postprocessing In the postprocessing step, the retrieval results are quality filtered, and the
retrieved valid mixing ratios are converted to total column enhancements.

Right now, the quality filtering only comprises two filters: All measurements that did not
converge were rejected. Additionally, the residuals RMSWFM were calculated as in Eq.
(5.95), and retrieval results with RMSWFM > 0.7 were rejected, too.
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For the gases, FOCAL AIR retrieves dry air mole fractions for the lowest layer of each gas
and returns the average dry air mole fraction for the total column (XCO2). The number of
dry air molecules in the column in molec m−2 (ndry) is part of the FOCAL AIR atmospheric
input parameters. Therefore, the total column of the gases in molec m−2 is calculated as
follows:

gascol = Xgas · ndry (5.146)

As in WFM-DOAS (Sect. 5.2.1, in FOCAL AIR absorption-only, light path changes due to
a change in the pressure or temperature profile, as well as aerosol and rayleigh scattering,
might lead to light path changes which are not captured by the retrieval. It is assumed that,
in total, the light path uncertainties are smaller than for the WFM-DOAS retrieval due to
the observation geometry being calculated for each measurement point, including aircraft
and surface altitude. Nevertheless, some residuals might be present. Therefore, also for
FOCAL AIR absorption-only, the proxy method was applied. The proxy corrected total
column CO2,col(CH4) becomes

CO2,col(CH4) = CO2,col ·
CH4,col

CH4,col
. (5.147)

CH4,col is hereby the median of CH4,col, assuming a constant methane background. The
local enhancement is then calculated as

CO2,col,enh(CH4) =

(
CO2,col(CH4)

CO2,col,bg(CH4)
− 1

)
· CO2,col,bg(CH4) (5.148)

5.2.3. Destriping of imaging data

A critical component of a push broom imaging spectrometer is the 2D detector array record-
ing the spectra on one axis and different ground scenes on the other. In an ideal world,
all detector pixels would behave equal, meaning their quantum efficiency is the same, the
noise of each pixel is the same, and the amplifiers would convert the same voltage to the
same digital numbers. However, in reality, this is not the case. Additionally, dead or bad
pixels mask different spectral points for different ground scenes. Furthermore, stray light
might influence different ground scenes differently. All of the above can lead to offsets in the
spectra, which are mostly corrected by the level-0 to 1b processor for AVIRIS-NG, i.e., when
converting raw digital numbers to radiances (Chapman et al., 2019). However, some resid-
ual structures between different ground scenes remain, which appear only in the retrieval
result. Such a processor does not exist for MAMAP2D-Light due to the missing radiative
calibration. Therefore, this effect is expected to be stronger.

This scene-to-scene bias imposes an additional total column change on top of the retrieved
column enhancements. The AVIRIS-NG retrieval results were corrected for this offset by
normalizing the resulting columns by the median column enhancement of one straight flight
line. The median was chosen as it is more robust against single outliers, which would impact
the correction strongly otherwise. An important assumption for this correction is that the
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number of ground scenes enhanced due to emissions is small compared to the number of
ground scenes in the flight track column. In the case of the MAMAP2D-Light observations
of the Jänschwalde power plant plume, this was not true anymore. There, instead of a
global average of one flight line, a moving average of 1500 ground scenes was used for
normalization.
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5.3. Cross-sectional flux method

The cross-sectional flux method (White et al., 1976) is a conceptually easy method to
estimate emissions from enhancements measured across an emission plume. It is based on
Gauss’s theorem, also known as the divergence theorem, which states that the flux out of a
volume is equal to the sum of all sources within it.

Assuming constant wind from one direction, a rectangular volume can be defined in which
two sides of the rectangular are parallel to the wind direction. Then, the flux difference be-
tween the downwind and upwind walls of the box gives the emission of all sources within the
box. If no other sources are located upwind of the examined source, one can define the box
wide enough that the flux per area through the downwind wall of the box besides the plume
is equal to the flux per area through the upwind track. In this case, only enhanced concen-
trations in the downwind wall of the box contribute to the net flux.

Remote sensing measurements already integrate the enhancements along the vertical axis,
which only leaves the integral across the wall to be calculated. Then, the cross-sectional
flux Fc of a constituent gas through one cross-section is:

Fc = f · u · sinαc

∑
i

gasenh,i,c · dxi,c. (5.149)

In this equation, u is the mean wind speed, α is the angle between the cross-section and
the mean wind direction, gasenh,i is the retrieved enhancement above local background
in the ground scene i, di is the length of the i-th ground scene, and f is a conversion
factor to the desired units, e.g., kilograms per hour (kg h−1) or megatonnes per year
(Mt yr−1).

For the final emission estimate F , as many independent cross-sections as possible are av-
eraged to reduce the influence of atmospheric variability. It is observable as gaps and
accumulations in the 2D-images of AVIRIS-NG and MAMAP2D-Light and as the strongly
varying fluxes from track to track for MAMAP:

F =

∑N
c=1 Fc

N
=

1

N
f · u ·

N∑
c=1

sinαc

∑
i

gasenh,i,c · dxi,c (5.150)

To estimate the uncertainty of the cross-sectional flux in Eq. 5.150, the uncertainty of
the contributing elements have to be taken into account. Applying uncertainty propagation
(JCGM, 2008), the uncertainty of the flux ∆F is calculated as follows:

∆F =
√

(∆Fc)2 + (∆Fu)2 + (∆Fatm)2 + (∆Fbgcol )2, (5.151)

(5.152)
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with the uncertainty of the single flux ∆Fc

∆Fc =

√
1√

N − 1

(
(∆Fc,α)2 + (∆Fc,bgfit)2 + (∆Fc,prec)2 + (∆Fc,proxy)2

)
(5.153)

The uncertainty in the flux due to the uncertainty of the variable x is denoted as ∆Fx,
while a c denotes uncertainties present in each cross-section separately. The terms and their
origin are described below in more detail. The differences in calculating the uncertainty for
WFM-DOAS and FOCAL AIR retrieval results and between the different instruments are
also pointed out.

The source of the mean wind speed information is a significant source of uncertainty, more so
as in all cases studied in this thesis, no concurrent height-resolved wind measurements were
conducted, and the wind speed information originates from model data or wind measurement
stations further away from the plume. The wind speed uncertainty ∆u is assumed as a
constant for each wind observation type. As the wind speed is not cross-section dependent,
this uncertainty is not reduced by the number of cross-sections.

The mean wind direction α relative to the cross-section orientation is another source of
uncertainty. For AVIRIS-NG data, the cross-sections were chosen orthogonal to the apparent
wind direction, rendering uncertainties in sinα negligible. For MAMAP and MAMAP2D-
Light data, the cross-sections were selected along the flight line. For MAMAP, there are
no data to facilitate another choice of cross-sections. For MAMAP2D-Light, in theory, also
orthogonal cross-sections could be selected. However, as no dense 2D map of the whole
plume was acquired, this would lead to fewer cross-sections in total. Therefore, the cross-
sections were also chosen along the flight line for MAMAP2D-Light data. Deviations ∆α
of the true wind direction from the assumed wind direction angle lead to the uncertainty
∆Fc,α. It is assumed that the deviation changes from cross-section to cross-section and is
dominated by the flight line direction estimate. Therefore, deviations in different cross-
sections can cancel out. Therefore, this uncertainty contribution is reduced by the number
of cross-sections.

The gas enhancements along a cross-section were normalized by a first-order polynomial
fit to the local background. Therefore, the statistical background fit uncertainty for each
ground scene in the plume region was estimated to account for the uncertainty due to the
linear background fit. The uncertainty in the flux due to the background fit ∆Fbgfit is
then calculated as the sum of these fit uncertainties in the plume region and normalized by
the square root of the number of cross-sections assuming that background fit errors occur
randomly.

The enhancements above the background are also influenced by the precision of the retrieved
column enhancements. The precision is calculated as the 1σ standard deviation of the
background region of the plume. The more measurements are part of the flux estimation, the
lower this uncertainty contribution gets, so the uncertainty of the flux due to the precision
of the retrieved column ∆Fc,prec is also reduced by the square root of the number of cross-
sections.
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Applying the proxy method to correct the target gas enhancements by another gas can also
introduce errors. Primarily, this could be induced by co-emission of the second gas, which
would alter the enhancements across the whole cross-section. Nevertheless, the enhance-
ments must be very low for the gas to not show up as a plume in the non-proxy column
results for the second gas, which can be checked for such signals. The relatively low en-
hancement also implies that the influence diminishes for longer plumes. Consequently, the
uncertainty of the flux due to potentially co-emitted gases ∆Fc,proxy is reduced by the square
root of the number of cross-sections.

The flux estimates vary vastly from cross-section to cross-section. The primary causes
are accumulation and dilution of the plume due to turbulent mixing, also described as
atmospheric variability. The uncertainty due to this atmospheric variability ∆Fatm is
estimated as the standard deviation of the mean of the flux estimates from all cross-
sections.

The background column for the WFM-DOAS method gasback was obtained from scaled cli-
matologies. Although these have been validated (Noël et al., 2022; Reuter et al., 2012), there
might still be some offsets on small scales. Therefore, ±5 % deviation of the total column
was assumed as upper limit uncertainty for the background column (∆Fbgcol ). Calculating
the flux for additional cross-sections cannot reduce this uncertainty. For the FOCAL AIR
retrieval, absolute total columns and absolute column enhancements are retrieved with their
according uncertainties. This uncertainty was assumed to represent the background column
uncertainty.
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Each research question targets a specific part of the problem to estimate emissions from
airborne remote sensing systems. This chapter gives the results for the three research
questions separately. First, the application of the WFM-DOAS method on AVIRIS-NG
data for synthetic and actual measurements is presented in Sect. 6.1. Next, the newly
acquired data from the recently built MAMAP2D-Light imaging instrument are analyzed.
First, the calibration procedure results for the MAMAP2D-Light instrument are presented.
Next, the first measurement flight over the power plant is retrieved, and the power plant
emissions for the overflight are estimated in Sect. 6.2. Finally, the potential of the FOCAL
AIR retrieval to retrieve column enhancements independent of the proxy and by including
scattering for future more complex scenes is explored in Sect. 6.3.

6.1. Retrieval of AVIRIS-NG imaging data for plume detection
and quantification

The retrieval of AVIRIS-NG data with the WFM-DOAS algorithm and assessing the re-
trieval results were done procedurally. First, the best fit window was selected (Sect. 6.1.1),
for which then a sensitivity study was performed to assess the limitations of the WFM-
DOAS retrieval applied to AVIRIS-NG data (Sect. 6.1.2). Performance over different ground
scenes, especially for low radiances, and an according filtering method are presented in Sect.
6.1.3. The detected plumes are discussed in Sect. 6.1.4. A subset of five of these plumes
was compared to other established retrievals for AVIRIS-NG data in Sect. 6.1.5, and the
emissions for these plumes were estimated in Sect. 6.1.6. The main parts of this chapter
have been published in Borchardt et al. (2021).

6.1.1. Fitting windows for AVIRIS-NG data

The fitting window strongly impacts the retrieval results. If selected too narrow, there
are too few spectral points, thus not enough independent data to successfully conduct a
linear fit to the state parameters. This is especially true for the lower spectral resolution of
AVIRIS-NG. Depending on the configuration, there are 5 (2 gases, temperature, 2nd order
polynomial) to 7 (3 gases, temperature, 3rd order polynomial) independent parameters that
have to be fitted. If all spectral points were completely independent, the minimum fitting
window size would be 5 or 7 spectral points. For AVIRIS-NG, this converts to a fit window
size of ∼ 27.5 nm or ∼ 38.5 nm, respectively. However, as the spectral points are not
completely independent, wider spectral windows provide more independent information.
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On the other hand, if the spectral window gets too wide, additional gases must be fitted, or
higher order polynomials are needed to fit scattering and surface reflectance effects better.
Especially higher order polynomials might reduce precision in lower spectral resolution data,
as was studied by Jongaramrungruang et al. (2021).

Additionally, both CO2 and CH4 absorb around 1600 nm as well as around 2000− 2400 nm.
Therefore, possible fit windows can be chosen to cover either absorption band. Both gases
must be retrieved as well as possible for the proxy method. Therefore, the optimal fitting
window was determined for each.

Figure 6.1.: High resolution spectra of the fitting windows around 1600 nm and 2300 nm
(green line) are convolved and resampled to AVIRIS-NG spectral characteristics
(black line in (a) and (b)). In figures (c) and (d), the weighting functions for
CH4 (blue), CO2 (black), and H2O (red) are shown for both fitting windows
accordingly. The gray and light orange shades denote the final fitting windows
for CO2 and CH4, respectively.

In the first step, a high-resolution spectrum and the according weighting functions for
CH4, CO2, and H2O were calculated for the same observation conditions, especially the
same albedo value. The weighting functions were height averaged and, as well as the high-
resolution spectra, then were convolved with the slit function of AVIRIS-NG. As the slit
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function does not change much in the fit windows considered here, a single FWHM value
for each fit window was used for the convolution. For the wavelength ranges 1540−1720 nm
and 1920− 2450 nm this is visualized in Fig. 6.1.

While the peak of the weighting function is deeper around 2300 nm by a factor of ∼ 2 than
around 1650 nm, also the continuum radiance around 2130 nm is approximately a factor of
2 lower than at around 1625 nm. For CO2, the weighting functions differ only by a factor of
∼ 1.6. H2O absorptions depicted by the H2O weighting function seem to interfere stronger
between 1900− 2450 nm than between 1540− 1720 nm.

As this did not provide a clear answer to which fit window would be best, a two-step
approach was taken. First, a measurement subset over a homogeneous bright surface area
was selected, and the retrieval was run, varying the edges of the fit windows one edge at a
time iteratively. Then, the residual structures of the fit, a normalized RMS (i.e., summed
square of the residual components divided by the width of the fit window), and the retrieval
scatter were analyzed to define the best fit window. In the end, the following fit windows
provided good RMS and retrieval scatter while showing only moderate structures in the
residuum. For CH4, the chosen fitting windows were 1625 − 1700 nm and 2235 − 2380 nm,
and for CO2 1550 − 1620 nm and 2040 − 2100 nm. Following the depth of the absorption
lines, in the rest of Sect. 6.1 the fit windows between 1550 and 1700 nm will be called
”weak windows”, while the fitting windows between 2040 and 2380 nm will be called ”strong
windows”.

For comparison of the measurement precision, the retrieval was applied to the whole flight
line containing the subset used to select the fit windows. Then, the proxy was applied, and
the PSFCH4 , PSFCO2 , and PSFCH4,proxy were destriped. Finally, the standard deviation of
the retrieval results for PSFCH4 , PSFCO2 and PSFCH4,proxy in the subregion for the weak
and strong fit windows were calculated. The results are shown in Table 6.1. In the weak
window, the retrieved PSFCH4 and PSFCH4,proxy were noisier by a factor of 3.3 and 2.9,
respectively, while the retrieved PSFCO2 was still noisier by a factor of 1.5. Consequently,
the retrieval was only applied to the strong window of AVIRIS-NG data in further studies
in this thesis.

Table 6.1.: Comparison of the standard deviation of PSFCH4 , PSFCO4 and PSFCH4,proxy in
the two fitting windows around 1645 nm and 2300 nm for the AVIRIS-NG data
(resolution ∼ 6 nm).

Standard deviation PSF Standard deviation PSF
1645 nm fitting window 2300 nm fitting window

PSFCH4 ± 6.4 % ± 1.9 %
PSFCO2 ± 1.9 % ± 1.3 %
PSFCH4,proxy ± 6.6 % ± 2.3 %
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6.1.2. WFM-DOAS sensitivity analysis using AVIRIS-NG synthetic
measurements

The WFM-DOAS method described in Sect. 5.2.1 is based on a single linear fit between
a background spectrum and the measurement. The differences between the spectra are
minimized by scaling weighting functions for atmospheric gases and temperature and a
polynomial. However, the background atmospheric state and the viewing geometry are not
constant over a flight track, and weighting functions do not cover all changes. For example,
changes in surface elevation or surface pressure are not retrieved. However, they influence
the light path and, consequentially, the retrieval. The proxy method aims at eliminating
a lot of these changes (see, e.g., Krings et al., 2011), but it is not clear how well this
works for instruments with lower spectral resolution such as AVIRIS-NG. Additionally, the
polynomial should catch spectral dependencies of the surface reflectance, which is assumed
to be constant in the SCIATRAN background case.

Table 6.2.: Parameters studied in the sensitivity analysis and the range in which devia-
tions were analyzed. The second column shows the background scenario used
as “truth” in the sensitivity study. The third column notes the range of the
perturbation of the parameters. Parameters not mentioned here were constant
and estimated as described in Sect. 5.2.1.

Parameter Standard value Studied range

Aircraft altitude 5.33 km 4.93 km to 5.93 km
Surface elevation 0.39 km 0.0 km to 0.6 km
Instrument viewing angle 0.00 ° ± 18 °
Surface albedo 0.1 0.01 to 0.5

xCH4 1.833 ppm (0.8 to 2) · 1.833 ppm
xCO2 399.2 ppm (0.97 to 1.03) · 399.2 ppm
H2O 5.94 · 1022 molec cm−2 (0.5 to 2) · 5.94 · 1022 molec cm−2

Pressure profile US standard scaled (0.95 to 1.05) · 1015 hPa
to 1015 hPa at sea level

Temperature profile US standard shifted ± 10 K
to 299 K at surface

Aerosol scenario OPAC urban OPAC background, OPAC desert

Rangeland vegetation
Barbed goatgrass

Soil (Entisol)
Surface reflectance Constant albedo 0.1 Grey sandstone

Weathered aluminium
Weathered steel
Paving asphalt

Paving concrete

To assess the magnitude of these effects and, therefore, their influence on the retrieved CH4

enhancements, the at-instrument radiance for a defined atmospheric background state (col-

90



6. Results

umn ”Standard value” in Table 6.2) was calculated. Then, parameters possibly influencing
the retrieved column enhancement were perturbed one at a time to simulate measurements
for these different atmospheric states. Finally, the retrieved profile scaling factor for CH4

and CO2 as well as the CH4(CO2) proxy were calculated and compared to the true profile
scaling factors, which were the input to the simulated measurement.

The following set of parameters was perturbed in this sensitivity analysis (the values are
given in Table 6.2): aircraft altitude, surface elevation, instrument viewing angle, and sur-
face albedo, as well as the total columns of CH4, CO2 and H2O, the pressure and tem-
perature profiles, and aerosol scenarios. Last, the influence of different surface spectral
reflectance spectra compared to a spectrally uniform albedo was analyzed. The solar an-
gle dependency was not analyzed, as the acquisition time for a flight track is in the order
of 10 minutes, during which time the angles were effectively constant. Also, the instru-
ment azimuth angle was approximately constant for a single flight line, as these were nearly
straight.

The viewing angles represent the maximum viewing angles of AVIRIS-NG for the outermost
ground scenes. The surface elevation and aircraft altitude changes were derived from vari-
ations observed in one flight line. The surface albedo changes for constant albedo covered
the range expected between 2100− 2300 nm (Chen et al., 2006).

The surface pressure changes were chosen to represent a possible range of deviations but were
selected to be somewhat on the high side. The same is true for the temperature profile, as
the temperature profile was acquired from ERA-5 reanalysis data and might deviate strongly
from the actual temperature profile at the time of overflight.

The scaling of the CO2 and H2O columns covered substantial variations from the assumed
background columns for the two gases to examine the upper bound of the error. The chosen
range for the CH4 column covers the range which might be observed exactly over or directly
near a strong source.

The OPAC (Hess et al., 1998) urban scenario was used as the background scenario, as
for oil and gas production fields, especially near the surface, some contamination with
artificial aerosols is expected. Nevertheless, the impact of the choice of aerosol scenario on
the retrieval was assessed with simulations using an OPAC background and desert aerosol
scenario.

Finally, the influence of actual surface reflectance spectra instead of a constant albedo was
analyzed. The examined surface types include surface types present in the survey region
(e.g., barbed goatgrass and grey sandstone) or are associated with oil and gas infrastructure
(e.g., weathered aluminum and steel). The spectral reflectances were acquired from or based
on the ECOSTRESS Spectral Library (Meerdink et al., 2019; Baldridge et al., 2009) and
the US Geological Survey Spectral Library, Version 7 (Kokaly et al., 2017). The reflectance
spectra are shown in Fig. 6.2.

The deviation from the known true CH4 and CO2 total columns was calculated for each
parameter variation and plotted as a function of the parameter deviation in Fig. 6.3. For
most parameters, the observed deviations of the single parameters are more pronounced
than after applying the proxy method. Apart from deviations in the gas concentration, the
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Figure 6.2.: Surface reflectance spectra for different surface types between 1900 and 2400 nm
(panel (b)). In panel (a), additionally the weighting function of CH4 at AVIRIS-
NG resolution is shown for comparison.

largest deviation in the CH4 and CO2 profile scaling factors were present when changing
the surface elevation, followed by a temperature shift, a change in aircraft altitude, and
deviations from the nadir viewing angle.

However, after applying the proxy method, nearly all uncertainties were reduced to below
0.5% for the maximum deviation (see also Table 6.3). Therefore, deviations in aircraft
altitude, temperature shifts, surface pressure scaling, viewing angle, and total water va-
por column generally do not introduce large errors. The same is true for most albedo
changes, apart from very dark scenes. However, dark scenes also introduced other problems
and were examined in more detail in 6.1.3. Finally, changing the aerosol scenario from
urban to background or desert did not significantly influence the retrieved profile scaling
factors.
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Figure 6.3.: The differences between truth and retrieved profile scaling factor are plotted for
CH4 (blue), CO2 (orange) and the proxy (green) for the parameter considered
in the sensitivity study. The red cross denotes the common background case.

For a change in surface elevation from the background case of 400m, the deviation from the
true proxy profile scaling factor got as large as±3.6%. However, changes of a hundred meters
or more in surface elevation only occur on the flanks of very steep mountains. Over relatively
flat areas, normalizing over the background of a plume would cancel out a possible bias due
to a mismatch between the assumed and actual surface elevation. Furthermore, changes in
surface elevation usually do not resemble the shape of emission plumes, so misattributing
this bias to an emission source is very unlikely.
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Deviating the column concentration from the assumed total column concentration intro-
duced increasing errors the larger the deviation got. In WFM-DOAS, it is assumed that
the spectrum changes linearly with changing the gas concentration, which does not hold
for strong absorbers. Furthermore, the proxy did not reduce the error for deviations due
to changing gas concentrations. In contrast, the proxy method even increased the error in
CH4 in the case of CO2 deviations.

For CH4, huge increases (> 20%) were generally underestimated. However, such increases
are either present if there is accumulation directly over the source and emission estimation
is not possible by the cross-sectional flux method. Alternatively, a very strong plume must
be present. In both cases, the source can be detected. In the second case, the flux has to
be calculated further downwind of the source. There, the enhancements are lower due to
mixing within the atmosphere, and the underestimation is small.

When perturbating the total column of CO2, the profile scaling factor of CH4 was retrieved
correctly. However, as CO2 is underestimated more for greater deviations from the back-
ground concentration, the proxy introduced errors. For large-scale deviations, this can be
considered similar to surface elevation offsets described before. However, if a CO2 emission
source is present near a CH4 source, theoretically, a CO2 plume could mask a CH4 plume
and vice versa. Nevertheless, plume-shaped enhancements of CO2 can be detected in the
profile scaling factor maps prior to the application of the proxy. In such cases, only detection
is possible with the methods described here, but no quantification.

Table 6.3.: Uncertainty estimate resulting from the assumed constant atmospheric and geo-
metric background parameters (see Fig. 6.3). For each parameter, the maximum
deviations for PSFCH4 and PSFCO2 , as well as for PSFCH4,proxy , are listed. For
albedo, the largest value was excluded from this table (see main text). The two
different cases for CH4 separate strong enhancements only present in the direct
vicinity of a strong source (CH4 (extreme)) and those present further downwind
of a strong source or present in plumes from weaker emitters (CH4 (±20 %)).

Parameter Uncertainty on Uncertainty on Uncertainty on
PSFCH4 PSFCO2 PSFCH4,proxy

Aircraft altitude ± 2.3 % ± 2.1 % ± 0.2 %
Surface elevation ± 6.3 % ± 10.2 % ± 3.6 %
Temperature shift ± 3.8 % ± 3.7 % ± 0.2 %
Surface pressure ± 0.5 % ± 1.0 % ± 0.5 %
Viewing angle + 1.4 % + 1.8 % − 0.4 %
Albedo ± 0.5 % ± 0.8 % ± 0.4 %
Water vapor +0.9 % +0.6 % +0.2 %
CH4 (± 20 %) −1.0 % ± 0.0 % − 1.0 %
CH4 (extreme) − 10.0 % ± 0.0 % − 10.0 %
CO2 ± 0.0 % ± 0.0 % ± 3.1 %
Aerosol scenario ± 0.1 % ± 0.3 % ± 0.2 %

Systematic uncertainty ± 8.0 % ± 11.3 % ± 5.4 %
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Table 6.4.: Uncertainty estimate of PSFCH4 , PSFCO2 and PSFCH4,proxy due to the assump-
tion of a constant albedo over different surfaces.

Surface type Uncertainty Uncertainty Uncertainty
on PSFCH4 on PSFCH2 on PSFCH4,proxy

Rangeland vegetation 0.38 % 0.34 % 0.04 %
Barbed goat grass −7.16 % −0.06 % −7.11 %
Soil (Entisol) 0.26 % 0.79 % −0.53 %
Grey sandstone 0.25 % 0.62 % −0.37 %
Weathered aluminium 1.30 % 1.05 % 0.25 %
Weathered steel −0.94 % 0.18 % −1.11 %
Paving asphalt 2.23 % 0.33 % 1.90 %
Paving concrete 11.89 % 0.77 % 11.04 %

With the results obtained from the simulation study, the maximum systematic uncertainty
resulting from deviations from the background state assumed in the forward calculation
was calculated. Therefore, all uncertainties in Table 6.3 were combined in quadrature,
apart from the extreme case of CH4. The resulting uncertainties were ± 8.0 % for PSFCH4 ,
± 11.3 % for PSFCO2 and ± 5.4 % for PSFCH4,proxy . This uncertainty described large-scale
biases possibly observable over one flight track. The large-scale bias should not be confused
with the single pixel precision, which was less than half that value for a bright surface,
see Sect. 6.1.1. Neither does this per se limit detection, as, e.g., smoothly changing el-
evation leads to a gradient in retrieved enhancement, which locally is superimposed by a
plume.

However, studying the influence of the different surface types revealed vastly varying biases
at AVIRIS-NG spectral resolution. While for rangeland vegetation, entisol, and grey sand-
stone, only small biases were induced in the individual PSF as well as in PSFCH4,proxy , for
weathered aluminium, the bias of the individual PSF exceeded 1 %. Nevertheless, the proxy
method reduced the bias again below 1 %. For weathered steel, the contrary was true: While
the individual PSF were biased by less than 1 %, the proxy increased the bias to slightly
over 1 %. For paving asphalt, the bias was already in the order of the retrieval scatter for
PSFCH4 and PSFCH4,proxy . For barbed goat grass and paving concrete (i.e., limestone), the
bias increased to −7 % and 11 %, respectively. It is expected that some biases will be visible
in the retrieved column enhancements for at least the last two surface types, but likely for
those with biases larger than 1 %, too.

Considering the reflection spectrum of paving concrete (Fig. 6.2), one can observe a wave-
length dependency, which is similar to the weighting function of CH4. A similar pattern is
present for barbed goat grass, although it is less noticeable due to the lower mean reflectance.
Therefore, surface types with a reflection feature similar to the broadband curvature of the
weighting function likely induce the most significant biases. Especially paving concrete can
lead to false positive plume detections if one does not consider the color image of the scene.
In these color images, the apparent enhancements should be relatable to artificial structures;
therefore, false positives can be excluded. Nevertheless, this could mask parts of a plume or
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make inverting the plume more difficult. Barbed goat grass, on the other hand, induces a
large negative bias. However, this plant grows typically over large areas, and thus it mostly
leads to a local negative offset. Nevertheless, surface types not exhibiting a negative bias in
such grass fields might appear locally enhanced. In this case, the correlation with a color
image must be considered, too.

6.1.3. Low radiance scenes

As shown in the sensitivity study in the previous section, the retrieval accuracy decreased
rapidly in low radiance scenes. Examining the retrieved column enhancements from the com-
plete data set under examination, it was obvious that especially over surfaces with low spec-
tral reflectance, which translates to low signal at the detector, the retrieval mostly produced
noise. An example for such surfaces are forests and lakes (see Fig. 6.4).

Figure 6.4.: Example for a dark scene in the data set. In panel (b), the raw unfiltered and
not destriped PSFCH4 are shown.

These poor fits had to be filtered out, especially those failing due to low radiance. Therefore,
the RMS value of each ground scene was plotted against the radiance at 2410 nm in box plots
with 0.05 µW cm−2 nm−1 sr−1 wide bins (Fig. 6.5). At radiances below 1.0 µW cm−2 nm−1 sr−1

the fit quality suffered drastically in both the PSFCH4 and the PSFCO2 , which aligned
nicely with the findings of Ayasse et al. (2018). They found for synthetic observations that
at sensor radiances below 1.0 µW cm−2 nm−1 sr−1 lead to increasingly worse IMAP-DOAS
results.

Additionally, retrieval results with an RMS value above 2 % were filtered out to remove the
worst outliers. The mean RMS of the fit for non-filtered data was 1.3 %. Interestingly, for
radiances around 0.85 µW cm−2 nm−1 sr−1 the RMS spread of the CH4 fit showed a ”bump”.
The spread might be correlated to surfaces that are relatively bright but whose reflection
spectra are correlated with the absorption features of CH4.
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Figure 6.5.: RMS over radiance at 2140 nm, sampled in 0.05 µW cm−2 nm−1 sr−1 wide bins.
The boxes cover the first to the third quartile, the whiskers denote the 5th to
95th percentile, and the blue dots mark the outliers outside of the whiskers.
The dotted black line marks the 1.0 µW cm−2 nm−1 sr−1 line, the dotted orange
line an RMS value of 2 %, which were used as filter values.
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6.1.4. Detected plumes

After filtering (Sect. 6.1.3) and destriping (Sect. 5.2.3) of the retrieval results for each flight
line, the proxy was applied to the data to reduce the systematic effects, as shown in Sect.
6.1.2. The final PSFCH4,proxy were then plotted as images side by side with RGB images
obtained from the radiance data cube and manually inspected for CH4 plumes. In 10 out
of the 13 tracks used for this study, one or multiple plumes were detected. Four plumes
were sufficiently well shaped to calculate emissions using the cross-sectional flux method.
The other plumes were either too short or faint for the cross-sectional flux method, located
near infrastructure interfering with the retrieval results, or simply not consistent during two
overflights.

Figure 6.6.: Methane plume originating from a flare at the Fort McMurray oil sand extrac-
tion site on two different days (panels (b), (d)) and the according RGB images
(panels (a), (c)). The black arrows point to the source, and the red arrows
indicate the wind derived from ERA-5 data for comparison with the plume di-
rection. The double plume structure visible in the retrieval results most likely
originated from two different light paths transecting the plume only on the way
to the surface or after reflection on the ground.
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In Fig. 6.6, a well-shaped plume originating from a flare or vent is shown (named in the
following P1 and P2). Comparing the RGB image and the retrieval result, systematic
biases are observable where roads are present. The plume, however, is not correlated to any
structure visible in the RGB images. Additionally, a double plume structure is apparent.
While there may be two similarly emitting leaks, this double plume structure is more likely
an artifact due to the light paths hitting the detector from different ground scenes and
passing the plume only on the way down to the surface or upward to the instrument. The
effect is explained in more detail below.

Focussing on the first overflight (panels (a) and (b)), the shadow of the flare goes directly to
the right. Therefore, the sunlight comes from the left. With a solar zenith angle of ∼ 42 °, a
ground scene size of 4.9× 4.9 m2, and the shadow of the flare covering ∼ 10 ground scenes,
this results in a flare height of ∼ 54 m. A plume originating from the top of the flare is
narrow at the beginning. Thus, the solar radiation either hits the plume on the way down to
the surface and then bypasses the plume after reflection at the surface or only hits the plume
after reflection at the surface. Therefore, two plume structures ∼ 50 m apart from each other
are visible near the source. Further down the plume, atmospheric mixing in the atmosphere
widens the plume. Then, the solar radiation passes through the plume on both the upward
and downward light path, and the double plume structure vanishes.

In Fig. 6.7, well-shaped plumes originating from oil and gas infrastructure are shown (in the
following P3 and P4). Although also here the plume crossed a road (panel (b)), or the plume
was relatively faint (panel (d)), they were still visible well enough to be considered for the
cross-sectional flux method. Especially their very straight extent facilitated the application
of the cross-sectional flux method.

In Fig. 6.8 two plumes are shown where the surroundings inhibit the application of the
cross-sectional flux method. The first plume originated from a well pad located in a forest.
Most of the surrounding data is filtered out due to low radiance. Additionally, the enclosure
of the pad due to the forest might have led to the accumulation of methane. Accumulation
would simplify the leak detection but result in excessively high emissions in the cross-
sectional flux method. The second plume meandered through a facility with oil or gas pipes
and several other structures. The plume was channeled through the facility, altering wind
speed and direction. Therefore, estimating a representative wind speed and direction for the
cross-sectional flux method would be challenging. Additionally, the background was very
noisy, and much data was filtered out from the local background. Therefore, estimating
the local background needed to determine the enhancements due to emission would be
complex.

In Fig. 6.9 two faint plumes observed during consecutive overpasses over two vents or flares
at a bitumen extraction site are shown. In Fig. 6.11, methane enhancements at an open cast
bituminous coal mine are shown. At the brim (panels (a) - (d)), there seem to be varying
emissions, perhaps depending on activity. The enhancements in the middle of the open cast
mine are very diffuse and might also be an artifact, although they are not correlated with
surface features.

Finally, a plume originating from a coal mine ventilation shaft detected during the Four
Corners measurement campaign in 2015 is shown in Fig. 6.10 (in the following P5). This
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Figure 6.7.: Methane plumes originating from two well pads located west of the Rocky
Mountains in Alberta (panels (b), (d)) and the according RGB images (panels
(a), (c)). The black arrows point to the source, while the red arrows indicate
the wind derived from ERA-5 for comparison with the plume direction. The
ellipse additionally highlights the plumes.

plume extends over more than 1 km and shows a relatively straight profile, although it seems
as if the plume meanders slightly. Also, the wind direction calculated from ERA-5 reanalysis
data does not match the plume direction further downwind of the strongest enhancements.
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Figure 6.8.: Similar to Fig. 6.7, but for methane enhancements from oil/gas infrastructure.
Most results were filtered out due to the low radiance over the forest in panels
(a) and (b). In panels (c) and (d), a facility located at a bitumen extraction
site is shown.

Finally, nearly no retrieval scatter and only minor biases due to, e.g., roads are visible in
this plume.
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Figure 6.9.: Similar to Fig. 6.7, but for two overflights over vents or flares at a bitumen
extraction site nearly 15 minutes apart. The plumes are very faint.

Figure 6.10.: Similar to Fig. 6.7, but for the exhaust plume of a coal mine ventilation shaft
observed during a measurement campaign in the Four Corners region.
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Figure 6.11.: Similar to Fig. 6.7, but for methane enhancements occurring at a bituminous
coal extraction site. The upper two rows show subsets of two overpasses ∼
10minutes apart. The dashed line is plotted at the same location in all images
for comparison. The last row shows enhancements in the middle of the open
cast coal mine.
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6.1.5. Comparison of WFM-DOAS retrieval results with IMAP-DOAS and MF
results

For the five plumes in Fig. 6.6, Fig. 6.7 and Fig. 6.10 the retrieval results were compared
to results from a matched filter retrieval (MF, Thompson et al., 2015), which David R.
Thompson provided for this purpose. Additionally, the retrieval results of the Four Corners
ventilation shaft plume were compared to IMAP-DOAS retrieval results provided by Andrew
K. Thorpe.

As the MF and IMAP-DOAS retrieved CH4 enhancements below the aircraft flying at alti-
tude hairc were provided in ppm ·m, they were converted to molec · cm−2:

CH4,enh,MF/IMAP =
CH4,enh,ppm m

hairc
· subcoltot · 10−6 (6.154)

The total subcolumn below the aircraft subcoltot was calculated based on the gas, temper-
ature, and pressure profiles used in the respective WFM-DOAS background simulations.
The retrievals were compared in the retrieved enhancements and the retrieval scatter. The
latter was estimated as one standard uncertainty (1σ standard deviation) of the retrieved
enhancements over relatively homogeneous areas near the plumes. As can be seen in Table
6.5, for all plumes observed during the ABoVE campaign, the retrieval scatter was lower
for WFM-DOAS than for the MF results. The background noise for the Four Corners
ventilation shaft plume is similar for all three retrievals, with slightly less noise in the MF
results.

Table 6.5.: Comparison of the background noise of the retrievals based on the standard
deviation of retrieval results near the plumes. IMAP-DOAS results were present
only for the Four Corners ventilation shaft plume. Therefore, the other fields in
this row are left empty.

P1 P2 P3 P4 P5
(molec cm−2) (molec cm−2) (molec cm−2) (molec cm−2) (molec cm−2)

WFM-DOAS ± 1.3 · 1017 ± 8.3 · 1017 ± 7.8 · 1017 ± 1.8 · 1018 ± 5.2 · 1017

MF ± 2.0 · 1018 ± 2.1 · 1018 ± 1.7 · 1018 ± 2.4 · 1018 ± 4.1 · 1017

IMAP-DOAS ± 5.5 · 1017

Additionally, the retrieved CH4 enhancements were compared directly by creating density
plots comparing the retrieval results of the central plume area. For the coal mine ventilation
shaft plume, the WFM-DOAS retrieval retrieves slightly lower enhancements compared to
the IMAP-DOAS retrieval, and slightly higher enhancements than the MF, although all
three retrievals show in principle good agreement (see Fig. 6.12).
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Figure 6.12.: Heat maps of the retrieval results for IMAP-DOAS and WFM-DOAS (panel
(a)) and MF and WFM-DOAS (panel (b)) for the coal mine ventilation shaft
plume.

For the four additional plumes, MF retrieval results and WFM-DOAS results were compared
similarly (see Fig. 6.13). While for one well pad plume (P3) the retrievals seemed to agree
at least for higher enhancements, there was a much larger discrepancy between the MF and
WFM-DOAS results for the other plumes. Although the retrieval scatter is larger for the
MF near those plumes, this alone can not explain this deviation. The root cause is not yet
found. However, it might be that using a single target spectrum for the MF retrieval plays
a role. Nevertheless, although the absolute values diverge, in principle, both retrievals ”see”
the enhancement in similar pixels most of the time.
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Figure 6.13.: Similar to Fig. 6.12 for four additional plumes, but only for MF and WFM-
DOAS.
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6.1.6. Emission and uncertainty estimation

The emission and uncertainty estimation was done following the cross-sectional flux method
described in Sect. 5.3 with the wind speed data described in Sect. 5.1.1. The cross-sections
were selected to be orthogonal to the apparent wind direction. Below, the emission calcula-
tion is done exemplarily for P1. All other emissions and uncertainties have been calculated
in the same way.

The emission was calculated according to Eq. 5.150. For P1, this resulted in a mean CH4

emission of 196 kg h−1.

Normalizing the enhancements to the local background introduced an uncertainty inside the
plume. It was calculated from the error curves of the linear fit to determine the background
concentration inside the plume. The uncertainty of the emission derived from this fit uncer-
tainty was ± 32 kg h−1. The single ground scene precision ∆PSFCH4,proxy was calculated as
the 1σ standard deviation of the local background around the plume. Additional errors due
to small variations in CO2, which might have been co-emitted, but were below the noise in
the pure PSFCO2 maps were also included. For P1, the ground scene precision was ∼ 3 %
of the background CH4 column. Combined with the variations in CO2, this translated to
an uncertainty in the final emission of ± 15 kg h−1. The background column of CH4 was
based on a scaled climatology. To account for uncertainties in the total column of CH4 at
the plume location compared to this climatology, a ± 5 % uncertainty was assumed. For the
emission, this translated to an uncertainty of ± 10 kg h−1.

Weather station data as close as possible to the plume locations was used for the wind
estimation. However, these stations only reported hourly wind data and were 5 − 20 km
away from the source. Therefore, an uncertainty of ± 1.5 m s−1 was assumed. This un-
certainty is systematic and could not be reduced by simply averaging over more cross-
sections. Therefore, this uncertainty directly translated to an uncertainty of the emission
of ± 79 kg h−1.

The uncertainty due to atmospheric stability was calculated as the 1σ standard deviation
of all emissions calculated through the n different cross-sections, divided by

√
n− 1. For P1,

n = 61 and the resulting uncertainty due to atmospheric variability was± 33 kg h−1.

The total uncertainty was calculated by combining the single uncertainty terms in quadra-
ture (see Eq. (5.151)). The total uncertainty of the emission for P1 was ± 94 kg h−1. The
contributions of the different uncertainties and the emissions for all examined plumes are
listed in Table 6.6.

For nearly all plumes apart from P2, the wind speed uncertainty was one of the most
significant contributors to the uncertainty. Additionally, especially for P3 and P4, the
ground scene precision contributed nearly as much to the uncertainty. The plumes P1 and
P2 originated from the same source, although on different days. The emission estimates
for both days overlapped within their uncertainty margins, indicating possibly a relatively
constant source, at least for those days. For P2, the atmospheric variability was high due
to the plume being quite diluted, which correlates with the higher wind speed on this
day.
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Table 6.6.: Emission and uncertainty estimation calculated with the cross sectional flux
method for the plumes P1 - P5.

P1 P2 P3

Background normalization ± 32 kg h−1 (16 %) ± 27 kg h−1 (20 %) ± 65 kg h−1 (41 %)
Background total column ± 10 kg h−1 (5 %) ± 7 kg h−1 (5 %) ± 8 kg h−1 (5 %)
Ground scene precision ± 15 kg h−1 (8 %) ± 21 kg h−1 (16 %) ± 18 kg h−1 (11 %)

Wind speed ± 79 kg h−1 (40 %) ± 26 kg h−1 (20 %) ± 60 kg h−1 (38 %)

Atmospheric variability ± 33 kg h−1 (17 %) ± 42 kg h−1 (32 %) ± 36 kg h−1 (23 %)

Total emission 196 kg h−1 132 kg h−1 157 kg h−1

Total uncertainty ± 94 kg h−1 (48 %) ± 61 kg h−1 (46 %) ± 98 kg h−1 (62 %)

P4 P5

Background normalization ± 71 kg h−1 (35 %) ± 21 kg h−1 (2 %)
Background total column ± 10 kg h−1 (5 %) ± 61 kg h−1 (5 %)
Ground scene precision ± 12 kg h−1 (6 %) ± 18 kg h−1 (1 %)

Wind speed ± 73 kg h−1 (36 %) ± 447 kg h−1 (37 %)

Atmospheric variability ± 34 kg h−1 (17 %) ± 43 kg h−1 (4 %)

Total emission 204 kg h−1 1220 kg h−1

Total uncertainty ± 108 kg h−1 (53 %) ± 450 kg h−1 (37 %)

6.1.7. Assessment of WFM-DOAS retrieval method applied to AVIRIS-NG
data

The WFM-DOAS retrieval method provided an efficient and accurate way to handle AVIRIS-
NG data quantitatively; applying the WFM-DOAS method to lower spectral resolution data
was successful. The WFM-DOAS retrieval applied to the strong fit window produced in
nearly all scenes investigated less background noise than the fast, statistical matched filter
approach (Sect. 6.1.5). However, over dark surfaces, e.g., forests or lakes, the WFM-DOAS
retrieval could not retrieve meaningful results. The according scenes were consequentially
filtered out in the retrieval results (Sect. 6.1.3). For surfaces with spectral albedo similar
to the absorption of CH4 at the spectral resolution of ∼ 6 nm, biases were introduced to the
retrieved column enhancements, which resulted in residual structures such as paved roads or
other anthropogenic structures being observable in the retrieval results. These persisted even
after applying the CH4(CO2) proxy method (Sect. 6.1.2 and 6.1.4).

Several plumes could be detected in the scenes investigated. Five of these plumes were suit-
able to be inverted using the cross-sectional flux method (Sect. 6.1.6). Although the wind
speed was a significant contributor to the flux uncertainty, depending on the surface type
surrounding the plumes also the normalization to the local background and the atmospheric
variability contributed strongly to the uncertainty.
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6.2. Results acquired with MAMAP2D-Light

For the MAMAP2D-Light instrument, due to its spectral similarities with the SWIR channel
of the MAMAP instrument and the narrower wavelength range compared to AVIRIS-NG,
the retrieval of choice was the WFM-DOAS retrieval. However, to apply the WFM-DOAS
retrieval to the acquired data, the MAMAP2D-Light instrument needed to be calibrated.
The basic calibration of the instrument is described in Sect. 6.2.1. In Sect. 6.2.2, the
first measurement flight over the power plant Jänschwalde is analyzed, and the power plant
emission is estimated.

6.2.1. Characterization of the MAMAP2D-Light instrument

The MAMAP2D-Light instrument was initially characterized using the laboratory setup
shown in Fig. 5.5. The main spectral characteristics of the MAMAP2D-Light instrument
are given in Table 6.7, which is a subset of Table 5.1.

Table 6.7.: Main characteristics of the MAMAP2D-Light instrument. The typical spatial
resolution is given for a flight altitude of ∼ 1500 m. It is an excerpt of Table 5.1.

Parameter MAMAP2D-Light

Spectral range 1559.54− 1690.05 nm

Spectral sampling 0.34 nm

Spectral resolution 1.08 nm

# of spectral points 384 pixels

# of FOV 28

Spatial resolution (across x along-track) 22 × 6 m2

SNR ∼ 760 (at 33000 BU)

This characterization comprised the creation of a pixel mask to flag defective detector pixels,
the wavelength characterization of the middle fiber, and the initial characterization of the
ISRF of the instrument. Additionally, the first measurement flight was analyzed to estimate
the thermal dark current changes during the flight, the wavelength grid for each fiber, and
the signal-to-noise ratio of MAMAP2D-Light.

Creation of pixel mask A set of white light measurements were conducted to determine
defective pixels. The measurement setup is described in Sect. 5.1.3.2. The white light
measurements comprised the following measurement configurations: illuminated white light
source and open shutter (”white light measurement”), closed shutter (”shutter measure-
ment”), and open shutter measurements with the white light source switched off (”lid mea-
surement”). The LASER was turned off during these measurements. For each configuration,
1000 spectra were recorded. The integration time was 75 ms, leading to a detector filling of
approximately 40000 BU or roughly 66 % of the full well capacity.
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During the measurements, an offset between the lid and shutter measurements (both dark
current measurements) was discovered. More precisely, the dark current derived from the
shutter measurements was significantly (several hundred BU) higher than in the lid mea-
surements. One possible explanation was additional thermal emission due to the black
shutter blades compared to the blank aluminum of the shutter mounting structure. As the
shutter is open during the measurements, the dark currents obtained with a closed shutter
could only be used for stability monitoring, but not directly as in-flight dark current, which
is subtracted from the measurements. The effect was further analyzed in Sect. 6.2.2 with
data from the Jänschwalde power plant observations. Therefore, only the lid and white light
source measurements were used for the pixel mask definition.

Five criteria were used for the definition of dead or bad pixels. First, all pixels in the first two
detector rows were filtered out. This is because in the lab and after mounting the instrument
in the wing pod, these rows belonged to a fiber only partly projected onto the detector. Also,
in the second row, 32 detector pixels are replaced by annotated data. Additionally, all pixels
fulfilling at least one of the following criteria were filtered out:

Figure 6.14.: Defective pixel mask of the MAMAP2D-Light detector. In total 1615 pixels
(∼ 1.46% of the pixels) were flagged as bad.

1. A deviation of the standard deviation greater than ±30% from the median standard
deviation in the ”lid measurement”

2. A dark current lower than 3500BU in the ”lid measurement”

3. A signal higher than 51000BU or less than 7500BU in the ”white light measurement”

110



6. Results

4. A deviation of more than 1500BU from a 3rd order polynomial fit along a detector
row in the ”lid measurement”

The first criterion filtered out pixels with significantly larger noise than most of the pixels.
These pixels would lower the SNR in the measurements if not removed. The second and
third criteria filtered out (nearly) dead pixels and most of the pixels with a much higher
response to illumination than most pixels (”hot pixels”). The first three criteria were applied
to all detector pixels.

For evaluating the fourth criterion, only pixels not filtered out by the three criteria before
were considered. This criterion filtered out pixels behaving slightly more unusual than the
others. The threshold and the order of the polynomial were tuned that the filter did not
filter out broader structures across the detector but also no unusual structures like strong
dips or peaks were visible when plotting the detector rows as line plots. The resulting
pixel mask is shown in Fig. 6.14. In total, 1.46% of the pixels were flagged as defective
pixels.

Figure 6.15.: Wavelength calibration results for the MAMAP2D-Light instrument. The mid-
dle spatial fiber was characterized. The crosses are the measured points, while
the dotted line shows the wavelength grid over the detector. No measurements
are present below 1590 nm, as the LASER was not tunable below that value.

Wavelength calibration For the wavelength calibration, the white light source was turned
off, and the instrument response was recorded for 20 different wavelengths of the detector,
ranging from 1592.70 nm to 1678.16 nm. For each wavelength, 100 spectra were recorded to
increase the signal-to-noise ratio. The integration time was 20 ms, not to exceed a maximum
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detector count of 40000 BU. These spectra were binned for each wavelength, and the central
fiber was extracted and binned along the spatial axis. After filtering out defective pixels, the
LASER wavelength was assigned to the pixel with the maximum detector signal. Finally,
a linear function was fitted to the wavelength over pixel data to obtain wavelength values
for each pixel. The measurements and the fitted curve are shown in Fig. 6.15. A linear fit
was chosen as it captured the wavelength dependence well enough. Higher order fits would
lead to large differences on the lower end of the wavelength range, where the grid had to
be extrapolated beyond the lowest LASER wavelength by ∼ 40 nm, without improving the
fit significantly where measurements were taken. The final wavelength grid ranged from
1559.54 nm to 1690.05 nm with a spectral sampling of 0.341 nm.

As simplification and due to the current status of the retrieval software not allowing for
separate wavelength grids for different fibers, the wavelength grid for the middle fiber was
used for all fibers. Differences between the fibers were accounted for by fiber-specific shift
and squeeze parameters, which modify the wavelength grid during the retrieval and were
adjusted for each flight.

Figure 6.16.: Instrument spectral response function of the MAMAP2D-Light instrument in
the central fiber at the spectral pixel 199 (of 384). The measured ISRF is blue,
while the red dotted lines show the full width at half maximum.

Determination of ISRF Currently, the WFM-DOAS retrieval does not support measured
ISRF shapes. Therefore, the ISRF of MAMAP2D-Light was measured for a central spectral
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pixel in the central fiber and later slightly adjusted in the retrieval. 30 LASER measurements
covering the wavelength range of 1625.33 − 1628.24 nm in ∼ 0.1 nm steps were acquired
and dark current and gain corrected. Then, each measurement at each wavelength was
normalized to its maximum, and the response of the 199th spectral pixel (at ∼ 1626.6 nm)
was examined. At this pixel, an FWHM of 1.08 nm was measured (see Fig. 6.16). The slit
function shows a flat top with relatively sharp flanks. However, as the slit function changed
slightly across the detector and the PyWFM-DOAS retrieval only supported gaussian or
double gaussian slit functions, a gaussian slit function with FWHM = 1.08 nm was assumed
as the initial guess for the retrieval. The spectral calibration was also adapted with in-flight
data, which is described in the next section in more detail.

In-flight dark current correction The raw digital numbers acquired during the measure-
ment flight over the power plant Jänschwalde (Sect. 5.1.3.3) had to be corrected for the dark
current and linearity. Therefore, the dark current was subtracted from the measurements.
The dark current corrected measurements were then divided by a white light spectrum
recorded prior to the flight. However, as already noticed while characterizing the instru-
ment in the lab, the dark current obtained with a closed shutter was ∼ 380 BU higher than
the dark current obtained with an open shutter and a lid on the front lens. Dark current
spectra were recorded regularly during the flight by closing the shutter. However, those
measurements would give a too high dark current, which would introduce an additive offset
to the measurements. Therefore, the possibility of using the dark current recorded on the
ground with an open shutter and a closed lid was investigated. The influence of higher tem-
perature during the flight shifting the dark current could be mimicked by adding an offset
to the ”lid measurements”. The magnitude of the offset could be estimated by comparing
the dark current ”shutter measurements” during the flight with the ”shutter measurements”
acquired on the ground during the calibration measurements.

This correction assumes that the temperature and, therefore, the dark current in the in-
strument must not change much during the flight. Therefore all dark current measurements
during the flight were taken, the average signal over the detector was calculated, and these
values were displayed over flight time. This is shown in Fig. 6.17.

Briefly after the start, the instrument was still relatively hot (visible from the relatively
high dark current). However, it quickly cooled down during the transfer flight and was
not heated so much during the rest of the flight that it heavily influenced the dark current.
During the measurements over the power plant plume, the instrument heated up a bit, most
likely due to the sun rising higher. However, the dark current was only shifted by about
eight binary units. This is smaller than the 1-sigma standard deviation of the dark spectra
of ∼ 17 binary units and nearly constant over the flight.

Additionally, the mean signal of the shutter measurements during calibration and the flight
only differed by ten binary units. Therefore, the lid measurements acquired on the ground
were taken for the dark current correction. In addition, an offset of 10 binary units was
added to the lid measurements to represent the slight change observable in the shutter
measurements (6.17).
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Figure 6.17.: Dark currents recorded during the measurement flight over the power plant
Jänschwalde. The red-shaded area denotes the measurements over the power
plant. Before and after are dark current measurements acquired during the
flights from the airport to the measurement area and back. The arrow marks
the maximum difference in dark current during the remote sensing measure-
ments.

Wavelength and ISRF calibration correction From the calibration in Sect. 6.2.1, a fixed
FWHM and wavelength grid for the whole detector was used as a first guess in the retrieval.
The calibration for each fiber and fit window was adjusted with actual measurements ac-
quired during the flight. Therefore, a subset of 20 measurements over a homogeneous surface
across the whole flight line was selected. Then, the initial FWHM was set to 1.08 nm, and
the initial shift and squeeze parameters for the wavelength grid were set to zero. Next,
a series of retrievals was run on this subset for each fit window, iteratively improving the
wavelength shift and squeeze parameters and the FWHM for each fiber in the following
order: First, the wavelength shift was fitted. With the adapted shift, the FWHM was re-
fined, then the linear wavelength squeeze, and, afterward, a quadratic squeeze was fitted for
the CH4 fit window. Finally, a combined fit of all parameters other than the FWHM was
run for fine-tuning. In the final retrieval over the whole flight, only the wavelength shift
remained a free fit parameter for the wavelength calibration. A sample spectrum including
the fit and the resulting residuum is shown in Fig. 6.18. The residuals show mostly noise,
especially inside the absorption lines. The large negative residual in (c) is likely caused by
a defective pixel not filtered out.
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Figure 6.18.: Example spectrum of MAMAP2D-Light with the respective fitted spectra for
CO2 (a) and CH4 (b). The residuals, i.e., fitted minus measured spectra, are
shown in (c) and (d).

Estimation of in-flight signal-to-noise ratio An important measure of the performance
of an instrument is the signal-to-noise ratio (SNR). To estimate the SNR for MAMAP2D-
Light, a similar approach as for MAMAP in Gerilowski et al. (2011) was taken. Therefore,
the retrieval was run on a small subset of the whole measurement flight, which covered a
homogeneous surface 1 with a detector filling around ∼ 50%. In addition to the total RMS,
the spectral residuum ∆I(λ) 5.94 was recorded. The instrument SNR estimated from the

1in this case some agricultural area
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measurements was then calculated from the ∆I(λ) as follows:

SNRret,i = SD
(

∆Ii(λ)−∆Ii=1,...,N (λ)
)

(6.155)

SNRret =
1

SNRret,i
. (6.156)

An index i denotes a value for one single measurement, an overline denotes the mean of the
value, and the 1σ standard deviation of a variable x is noted as SD(x).

Only residuals over surfaces with a dark signal corrected detector filling between 32500 and
33500 BU were considered to evaluate the measured SNR. This was a compromise between
a mean SNRret better comparable to theoretical calculations based on detector filling and
enough data points for robust estimation. The SNR estimated over 2680 measurements in
this way was 751 ± 64 when estimated from the CH4 fit retrieval results, and 739 ± 68
when estimated from the CO2 retrieval results.

The theoretical SNR can be estimated from the signal in electrons Iel and the detector
readout noise noisereadout, taking into account that for each spectrum, due to the optical
fiber, five detector rows were binned before the retrieval:

SNRtheo =
Iel√

Iel + noise2readout

·
√

5 (6.157)

For a detector filling of 33000 BU, this results in a theoretical SNR of ∼ 910. Although
close, it is slightly higher than the SNR estimated from the measurements. Differences
could occur from additional pseudo-noise in the retrieval, e.g., due to stray light, which was
not characterized as part of this thesis. It will be characterized in a follow-up calibration
campaign.
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6.2.2. Emission estimation of the Jänschwalde power plant on 17.06.2021

CO2 column enhancements were retrieved with the WFM-DOAS method (Sect. 5.2.1) from
the data set acquired over the coal-fired power plant Jänschwalde with the MAMAP2D-
Light instrument in June 2021. The raw retrieval results were filtered for bad fits via an
RMS filter rejecting retrieval results with RMS > 1.0 (Eq. 5.95). This mostly filtered out
scenes with low at-sensor signal, especially lakes, and the water vapor clouds directly at
the cooling towers. In a second step, the retrieved and RMS-filtered profile scaling factors
were plotted over the mean dark signal corrected binary units in the continuum between
1620 nm and 1623 nm as a measure of detector filling. For low and very high detector
signals, the retrieval seemed to perform worse. Therefore, those dark (BU < 6500) and
very bright (BU > 49000) ground scenes were filtered out, too (see Fig. 6.19). The flight
over the power plant without the turns contained nearly 700000 ground scenes. The RMS
filter filtered out 56175 (or 8.1%) of all pixels, while the signal filter filtered out additional
10644 ground scenes (or an additional 1.5%). These additionally filtered ground scenes
are mostly located at the border of lakes. After filtering, the mean RMS across all valid
measurements was RMS = 0.54%.

Figure 6.19.: Filtering of the upwind track due to RMS and signal strength. This filtered out
non-linear parts of the detector filling and bad fit results. The same filtering
was done for the whole data set.

The final data set still showed a slight dependency of the profile scaling factor from the
detector filling. To get rid of this remaining dependency, a second order polynomial was
fitted to the data (similar to the procedure done by Krautwurst et al., 2017), and the profile
scaling factors were then divided by this polynomial, which resulted in the data shown in
Fig. 6.20 for the whole data set.

After this correction, the 2d images of the cross-tracks still showed a remaining striping
effect. Normalizing each viewing direction to its median for destriping did not consistently
remove the striping. Therefore, each pixel was normalized to the median of the surrounding
1500 pixels for each viewing direction.

In Fig. 6.21 the resulting map of CO2 after application of the proxy and subsequent filtering
and corrections is shown. The orthorectification of the data was implemented and performed
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Figure 6.20.: Data set after correction for signal dependency of the retrieval results.

by Sven Krautwurst. The power plant is on the right, and the emission plume is visible up
to the second last track. Even in the last track, one can imagine a small signal. The color
scale covers total column enhancements of ± 2.7%.

Figure 6.21.: Image of the power plant plume of Jänschwalde. The CO2 enhancements are
visible in a nice plume shape until the second last flight track.
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For the emission estimation, the non-orthorectified retrieval results were binned to 100 ×
100 m ground scenes for each flight line. This reduced the noise still present in the data,
which was about ± 0.70 % over the whole background. Furthermore, it averaged over the
small movements of the aircraft. The resulting noise of the binned data was± 0.28 %.

The cross-sectional flux method (see Sect. 5.3) was applied to each binned column of the
retrieved flight tracks across the plume. The cross-sections for all binned viewing direc-
tions for each cross-track are shown in the appendix in Sect. A.2. The wind speed was
estimated from ERA5 reanalysis data, which were averaged over the measurement area and
the boundary layer during the overflight. The average wind direction was estimated from
the apparent plume direction. The background CO2 column was estimated using the SLIM
model (see Sect. 5.1.3.3 for all input data).

The emission of the power plant Jänschwalde estimated from MAMAP2D-Light data was
10.3 ± 1.8 Mt CO2 yr−1. The uncertainty was the combined uncertainty of the emission
estimation components, see Eq. 5.151. In the following, the single contributions to the
combined uncertainty are given. These are grouped into three blocks, similar to the uncer-
tainty estimation from AVIRIS-NG data (Sect. 6.1.6): First, the uncertainties due to the
calculation of the enhancement above background; second, the wind-related uncertainties;
third, the uncertainty due to atmospheric variability.

In the first block, the uncertainty due to the normalization of the enhancements to the back-
ground was calculated from the error curves of the linear fit for each ground scene integrated
over the plume. This introduced a flux uncertainty of ± 0.22 Mt CO2 yr−1 (2 %). The next
uncertainty source was the assumed background column of CO2. As the background was
estimated from the SLIM model, which is quite coarsely sampled, this might have devi-
ated from the true local column during the overflight. To estimate an upper bound, an
uncertainty of ± 5 % was assumed for the background column, leading to a flux uncertainty
± 0.48 Mt CO2 yr−1 (5 %) due to the assumed background column. Finally, the uncertainty
of MAMAP2D-Light column enhancement retrieval results was estimated as the 1σ stan-
dard deviation of the retrieval results outside of the plume. The flux uncertainty due to the
measurement and retrieval noise estimated in this way of the binned retrieval results was
± 0.14 Mt CO2 yr−1 (1 %).

In the second block of uncertainties, the wind speed was estimated using the ERA5 reanalysis
product and averaged over the planetary boundary layer. This assumed that the plume was
well mixed in the boundary layer, which is mostly true further away from the power plant.
Especially near the power plant, the plume is located only around the height of the stacks.
Therefore, the 1-sigma standard deviation of the wind speed across the boundary layer
was used to estimate the wind speed uncertainty. The resulting wind speed uncertainty
was ± 0.8 m s−1, which converted to a flux uncertainty of ± 1.6 Mt CO2 yr−1 (16 %) due
to the wind speed. The wind direction perpendicular to each flight track was estimated
from Google Earth by visual inspection of the plume direction relative to the orientation
of the tracks. The uncertainty of this procedure was estimated to ± 10 °, resulting in a flux
uncertainty of ± 0.22 Mt CO2 yr−1 (2 %).

Finally, the uncertainty due to atmospheric variability was estimated from the 1σ standard
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deviation of the fluxes calculated for each cross-section divided by the number of cross-
sections. The resulting flux uncertainty was± 0.46 Mt CO2 yr−1 (4 %).

All uncertainty contributions were added in quadrature for the final flux uncertainty, which
then was± 1.8 Mt CO2 yr−1 (17 %). All uncertainties are also summarized in Table 6.8.

Table 6.8.: Uncertainty estimation of the flux inversion for the WFM-DOAS retrieval results
of the MAMAP2D-Light Jänschwalde power plant flight.

Uncertainty contribution flux uncertainty

Background normalization ± 0.22 Mt CO2 yr−1 (2 %)
Background total column ± 0.48 Mt CO2 yr−1 (5 %)
Retrieval result noise ± 0.14 Mt CO2 yr−1 (1 %)

Wind speed ± 1.6 Mt CO2 yr−1 (16 %)
Wind direction ± 0.22 Mt CO2 yr−1 (2 %)

Atmospheric variability ± 0.46 Mt CO2 yr−1 (4 %)

Total uncertainty ± 1.8 Mt CO2 yr−1 (17 %)

The power plant emissions for the overflight were not available. However, from comparison
with weekly activity data an independent emission estimate could be performed. For the
year 2020, the yearly CO2 emissions of the power plant Jänschwalde were 13.4 Mt CO2 yr−1

according to the official report for greenhouse gas emissions of Brandenburg (LfU Branden-
burg, 2021), while the average activity for the power plant was 66.5 % 2. For week 24 of 2021,
where the flight took place on 17.06.2021, the weekly activity data was 57.4 %. With the rule
of proportion, this gives an estimate for the emission during week 24 of 11.6 Mt CO2 yr−1.
Therefore, the emission estimate of 10.3 ± 1.8 Mt CO2 yr−1 estimated from MAMAP2D-
Light data is slightly lower than the emission during this week. However, it is still well
within the uncertainty range.

6.2.3. Performance summary of the MAMAP2D-Light instrument

The MAMAP2D-Light instrument was successfully built and initially characterized during
the work on this thesis. The spectral resolution of 1.08 nm and the very linear wavelength
distribution across the detector show a good instrument adjustment. With this spectral
resolution, the absorption features of CO2 and CH4 are quite pronounced (Fig. 6.18),
which translates to a retrieval background noise of the retrieved CO2(CH4) proxy results of
0.7 %. Further binning of the data reduced the background noise to 0.22 %. Although the
instrument is not temperature stabilized, the temperature drifts during the flight affected
the dark currents by only 8 BU during the remote sensing part of the measurement flight,
indicating that temperature drifts will not cause significant biases.

2The activity data of power plants in Germany for the whole year as well as weekly was ob-
tained from https://energy-charts.info/charts/percentage_full_load/chart.htm?l=de&c=DE&

chartColumnSorting=default&source=fossil_brown_coal_lignite_unit&year=2020&interval=year&

legendItems=000011110000000000000000000000, last access 30.04.2022
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The instrument performance validation concerning the estimation of emissions targeting the
power plant Jänschwalde was successful. The estimated emission from MAMAP2D-Light
remote sensing data was 10.3 ± 1.8 Mt CO2 yr−1 compared to the average emission for the
according calendar week of 11.6 Mt CO2 yr−1. The plume was furthermore visible over
∼ 10 km from the source.
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6.3. Investigation of the FOCAL AIR retrieval algorithm

The WFM-DOAS method in the prior sections relies on the proxy method for estimating
local enhancements. Therefore, the proxy gas is assumed to be constant over the area and
during the flight. However, this assumption is not valid in regions where additionally the
proxy gas is emitted, or during flights covering large areas.

To address these issues, the FOCAL retrieval was adapted to airborne geometry (FOCAL
AIR see Sect. 5.2.2). The retrieval itself supports arbitrary definitions of fit windows. The
WFM-DOAS method had been applied to MAMAP data in two separate fit windows in
the SWIR channel (see, e.g., Gerilowski et al., 2011; Krings et al., 2011; Krautwurst et al.,
2021). Therefore, this fit window definition was also the basis for the FOCAL AIR retrieval
and is named ”2-window retrieval” in the following. Additionally, one large fit window cov-
ering nearly the whole SWIR channel of MAMAP was tested (in the following ”1-window
retrieval”) for comparison. To assess the improvement in the retrieval results by includ-
ing the parametrized scattering in the forward model, both fit windows were used in the
FOCAL AIR retrieval with scattering included (”scattering”) and excluded (”absorption-
only”). This resulted in four different retrieval configurations (absorption-only 2-window,
scattering 2-window, absorption-only 1-window, scattering 1-window), which are examined
in the following sections.

First, the retrieval was tested against synthetic measurements in Sect. 6.3.1. Afterward, the
adaption of the retrieval to real measurements by modifying the noise model and implement-
ing a parametrization for the zero level offset for all retrieval configurations is described in
Sect. 6.3.2. The retrieval results are compared between the different retrieval configurations
and the WFM-DOAS retrieval results in Sect. 6.3.3. For the retrieved CO2 columns, the
emissions are estimated in Sect. 6.3.4, and the results of this chapter are summarized and
assessed with regards to the third research question in Sect. 6.3.5.

6.3.1. FOCAL AIR retrieval on synthetic measurements

The forward model of the FOCAL AIR retrieval described in Sect. 5.2.2 is different from the
satellite FOCAL retrieval forward model and contains two different light paths, depending
on the position of the modeled scattering layer relative to the aircraft. Furthermore, two
different fit window configurations were tested for the data recorded with the SWIR detector
from MAMAP. The first variant used the fit windows as in the WFM-DOAS method (Krings
et al., 2011; Gerilowski et al., 2011; Krautwurst et al., 2017, 2021). The second one used
one wide fit window covering both the CO2 and CH4 absorption bands and the wavelength
range in between, in which only water vapor absorbs minimally.

For the FOCAL AIR retrieval on MAMAP data, a slightly different approach to assessing
the retrieval was taken than for the WFM-DOAS retrieval applied to AVIRIS-NG data
(Sect. 6.1.2). The approach is more in line with the sensitivity study performed by Reuter
et al. (2017b). As FOCAL AIR is an iterative optimal estimation-based retrieval with the
forward model calculated for each measurement considering the measurement geometry,
significant deviations of geometrical parameters not fitted in the retrieval are not expected.
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However, as the goal of FOCAL AIR is to capture at least partly effects caused by scatter-
ing, different non-scattering and scattering scenarios with different total column enhance-
ments for CO2 and CH4 were examined. The at-sensor radiances (”synthetic measure-
ments”) for the different scenarios were calculated with the SCIATRAN radiative transfer
model.

In Table 6.9 the different simulation experiments with their differences are shown. The
parameters and state vector elements in the base scenario are the same in the SCIATRAN
calculation as the a priori in the FOCAL AIR retrieval. Additionally, in SCIATRAN, the
aerosol scattering was deactivated, and rayleigh scattering was scaled so that it did not
affect the simulated intensities. All other scenarios are deviations from this base scenario in
SCIATRAN, while the a priori in FOCAL AIR was kept at the base scenario. The scenarios
co2 2perc, ch4 2perc and co2 ch4 2perc are different non-scattering scenarios, in which
the lowest layers of the profiles of CO2, CH4 or both were scaled by 2 %. The scenario ray
is the base scenario expanded by pure rayleigh scattering with rayleigh optical thickness at
760 nm of 0.026. The three scenarios aer bg, aer cont and aer lowurb are three different
aerosol scenarios based on WMO aerosol definitions. All three scenarios comprise three
aerosol layers, where the top layer is a background aerosol composition, while the lower
two layers are either background, continental, or urban aerosol layers. The resulting aerosol
optical thicknesses are 0.0197, 0.159 and 0.152 at 760 nm and 0.0026, 0.057 and 0.050 at
1650 nm. The properties of the aerosols are described in the Tables A.1, A.2 and A.3 in the
appendix. The final scenarios are continental and urban aerosol scenarios combined with
enhanced gas concentrations.

Table 6.9.: Overview of the simulation experiments carried out with the FOCAL AIR al-
gorithm. Enhancements are total column enhancements originating from an
increase in the lowest layers, simulating a near-surface plume.

Name CO2 CH4 Rayleigh Aerosol

base +0 % +0 % No No
co2 2perc +2 % +0 % No No
ch4 2perc +0 % +2 % No No
co2 ch4 2perc +2 % +2 % No No

ray +0 % +0 % Yes No
aer bg +0 % +0 % Yes background
aer cont +0 % +0 % Yes continental
aer lowurb +0 % +0 % Yes urban (low)

aer cont co2 2perc +2 % +0 % Yes continental
aer cont ch4 2perc +0 % +2 % Yes continental
aer cont co2 ch4 2perc +2 % +2 % Yes continental

aer lowurb co2 2perc +2 % +0 % Yes urban (low)
aer lowurb ch4 2perc +0 % +2 % Yes urban (low)
aer lowurb co2 ch4 2perc +2 % +2 % Yes urban (low)

The resulting deviation of the retrieval result from the true CO2 and CH4 concentrations as
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prescribed in the SCIATRAN simulations is given in Table 6.10 for the retrieval in one large
fit window in the SWIR and in Table 6.11 for separated fit windows for CO2 and CH4 ab-
sorption features. First, the two fit window modes were compared, and then the differences
between absorption-only and scattering retrieval results were covered.

Table 6.10.: Deviation of the retrieved CO2 and CH4 concentrations from the truth as input
to the SCIATRAN simulations with one fit window covering the whole SWIR
window. The abbreviations are described in Sect. 6.3.1

absorption-only scattering
∆ CO2 ∆ CH4 ∆ CO2 ∆ CH4

Name ppm (%) ppb (%) ppm (%) ppb (%)

base +0.03 (+0.008) +0.09 (+0.005) +0.03 (+0.008) +0.09 (+0.005)
co2 2perc +0.02 (+0.004) +0.09 (+0.005) +0.02 (+0.004) +0.09 (+0.005)
ch4 2perc +0.03 (+0.008) −0.03 (−0.002) +0.03 (+0.008) −0.03 (−0.002)
co2 ch4 2perc +0.02 (+0.004) −0.03 (−0.002) +0.02 (+0.005) −0.03 (−0.001)

ray +0.17 (+0.041) +0.57 (+0.031) +0.08 (+0.021) +0.24 (+0.013)
aer bg +0.35 (+0.087) +1.24 (+0.068) +0.22 (+0.054) +0.71 (+0.039)
aer cont +1.09 (+0.27) +4.2 (+0.23) +0.88 (+0.21) +3.2 (+0.17)
aer lowurb +0.56 (+0.14) +2.1 (+0.12) +0.42 (+0.10) +1.5 (+0.080)

aer cont co2 2perc +1.12 (+0.27) +4.2 (+0.23) +0.57 (+0.14) +3.3 (+0.18)
aer cont ch4 2perc +1.09 (+0.27) +4.2 (+0.23) +0.89 (+0.22) −0.41 (−0.022)
aer cont co2 ch4 2perc +1.12 (+0.27) +4.2 (+0.23) +0.58 (+0.14) −0.34 (−0.018)

aer lowurb co2 2perc +0.56 (+0.14) +2.1 (+0.12) +0.21 (+0.052) +1.7 (+0.095)
aer lowurb ch4 2perc +0.56 (+0.14) +2.1 (+0.11) +0.47 (+0.12) −1.00 (−0.053)
aer lowurb co2 ch4 2perc +0.56 (+0.14) +2.1 (+0.11) +0.23 (+0.054) −0.94 (−0.050)

In the base case, where the first guess and a priori in FOCAL AIR are the same as in the
SCIATRAN simulations, and no scattering was simulated, the retrieval using two separate
fit windows produced an order of magnitude larger errors than one large fit window. The
cause is a slight interference of the polynomial and zero level offset fit with the absorp-
tion structure in these smaller fit windows. Although this discrepancy was reduced in the
scenarios including scattering, for nearly all cases, the errors were larger in the 2-window
retrievals compared to the 1-window retrievals. Only in the case of continental aerosols, the
2-window retrieval including scattering performed slightly better than the retrieval in one
large fit window.

Comparing the absorption-only retrieval results with the scattering retrieval, in the case of
no scattering being present in the simulated measurements (the first block in Table 6.10),
the retrieval including and excluding scattering performed the same and introduced only
minor errors. These were all well below ± 0.1 ppm. These biases may also be caused by
the numerical precision (i.e., single versus double precision in SCIATRAN versus FOCAL
AIR) or minimal differences in the layering of the atmosphere between SCIATRAN and
FOCAL.
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Table 6.11.: Same as Table 6.10, but with separate fitting windows for the absorption fea-
tures of CO2 and CH4 in the SWIR.

absorption-only scattering
∆ CO2 ∆ CH4 ∆ CO2 ∆ CH4

Name ppm (%) ppb (%) ppm (%) ppb (%)

base +0.25 (+0.061) +0.68 (+0.037) +0.25 (+0.062) +0.69 (+0.038)
co2 2perc +0.16 (+0.038) +0.42 (+0.023) +0.16 (+0.038) +0.43 (+0.023)
ch4 2perc +0.20 (+0.049) +0.27 (+0.014) +0.20 (+0.049) +0.28 (+0.015)
co2 ch4 2perc +0.10 (+0.025) −0.00 (−0.000) +0.11 (+0.025) +0.00 (+0.000)

ray +0.37 (+0.090) +1.2 (+0.065) +0.26 (+0.063) +0.75 (+0.041)
aer bg +0.53 (+0.13) +1.9 (+0.10) +0.37 (+0.091) +1.2 (+0.067)
aer cont +1.2 (+0.29) +4.9 (+0.27) +0.76 (+0.18) +3.0 (+0.16)
aer lowurb +0.71 (+0.17) +2.8 (+0.15) +0.48 (+0.12) +1.8 (+0.099)

aer cont co2 2perc +1.14 (+0.27) +4.7 (+0.26) +0.62 (+0.15) +2.5 (+0.14)
aer cont ch4 2perc +1.14 (+0.28) +4.7 (+0.25) +0.65 (+0.16) +2.5 (+0.13)
aer cont co2 ch4 2perc +1.08 (+0.26) +4.4 (+0.23) +0.51 (+0.12) +1.9 (+0.10)

aer lowurb co2 2perc +0.62 (+0.15) +2.6 (+0.14) +0.38 (+0.091) +1.5 (+0.082)
aer lowurb ch4 2perc +0.66 (+0.16) +2.4 (+0.13) +0.42 (+0.10) +1.4 (+0.074)
aer lowurb co2 ch4 2perc +0.57 (+0.14) +2.2 (+0.12) +0.31 (+0.076) +1.07 (+0.058)

Including rayleigh scattering in the simulated measurements increased the bias by roughly
one order of magnitude for the absorption-only retrieval from ∆ CO2 = 0.008 % and ∆
CH4 = 0.005 % to ∆ CO2 = 0.041 % and ∆ CH4 = 0.031 %. Including the scatter-
ing parameters in the retrieval, the bias was reduced again by approximately 50 % to ∆
CO2 = 0.021 % and ∆ CH4 = 0.013 %. Including aerosols in the scenarios, the errors in the
retrieval got worse in the absorption-only retrieval, with biases up to 1.12 ppm(∼ 0.27 %)
for CO2 and 4.2 ppb(∼ 0.23 %) for CH4 in the case of continental aerosols. In all cases, the
scattering retrieval reduced the error compared to the absorption-only retrieval, however not
as drastically as in the pure rayleigh scattering case. Surprisingly, the scattering retrieval
performed better when the a priori was not exactly the truth. The effect was especially
prominent in the case of continental aerosols, where the bias for CH4 was ∼ 3.3 ppb without
enhanced CH4, and only ∼ −0.4 ppb when CH4 was increased by 2 % above the a priori
value.

In general, in the large fit window retrieval, the retrieval of the two gases CO2 and CH4 was
mostly uncorrelated, with biases staying nearly the same (apart from rounding) in setups
with the same concentrations for one gas and changes in concentrations in the other gas, e.g.,
the aer cont, aer cont co2 2perc and aer cont ch4 2perc setups for both the absorption-only
and the scattering retrievals.
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6.3.2. Noise and zero-level offset model for FOCAL AIR on MAMAP
measurements

The synthetic measurements indicated that the FOCAL AIR retrieval worked as intended,
and including scattering could reduce single column biases. Therefore, the retrieval was
applied to MAMAP data acquired over the power plant Jänschwalde on 23.05.2018 (see
Sect. 5.1.2.2). This required the noise model to be adapted and the zero-level offset to be
parametrized.

As described in Sect. 5.2.2, the noise model had to be adapted for mainly two reasons. On
one hand the initial noise model (Eq. 5.135) for MAMAP measurements did not include the
forward model error, which (according to, e.g., Rodgers (2000)) can be combined with the
measurement noise (see also Reuter et al. (2017a)). Additionally, the complete instrument
noise as a function of the detector filling has not yet been fully characterized. Therefore,
the noise model was adapted according to Eq. (5.142) by running the retrieval with the
measurement noise increased by quadratically adding 2% of the continuum radiance to
the MAMAP noise. From the retrieval results, the RSR and NSR were calculated, and
the noise scaling parameters na and nb were obtained by fitting Eq. (5.141) to the data
(see figures 6.22 and 6.23) for both the absorption-only (figures (a)) and the scattering
(figures (b)) FOCAL AIR retrieval. In the absorption-only case, the NIR fit window did
not contain any information for the state vector elements and was therefore not considered
in the retrieval.

Figure 6.22.: Noise model fit for the 1-window retrieval configuration as described in Sect.
5.2.2. (a) shows the fit for the absorption-only retrieval and (b) for the scatter-
ing retrieval. Additionally, the ideal 1:1 line is added. The difference in data
points in the SWIR channel between (a) and (b) is due to additional missing
data in the scattering retrieval, see Fig. 6.3.3.

The noise model was adapted separately for each fit window, resulting in four sets of noise
models. Additionally to the nomenclature for the four retrievals introduced in the intro-
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Figure 6.23.: Same as Fig. 6.22, but for the 2-window retrieval.

duction to this chapter, the different fit windows were named ”NIR” for the NIR channel
covering the O2A absorption, ”SWIR” for the SWIR channel in the 1-window retrieval, and
”SWIR CO2” and ”SWIR CH4” for the SWIR fit windows covering the absorption features
of CO2 and CH4, respectively. The resulting noise models were as follows, with the SWIR
noise models in the first and NIR noise models in the second column:

N ′
abs1,SWIR =

√
3.038 ·N2 + 0.002462 (6.158)

N ′
sca1,SWIR =

√
2.282 ·N2 + 0.002612 N ′

sca1,NIR =
√
0.083 ·N2 + 0.003652 (6.159)

N ′
abs2,SWIR CO2

=
√
2.809 ·N2 + 0.001162

N ′
abs2,SWIR CH4

=
√
2.976 ·N2 + 0.001432 (6.160)

N ′
sca2,SWIR CO2

=
√
2.813 ·N2 + 0.001122 N ′

sca2,NIR =
√
0.084 ·N2 + 0.003752

N ′
sca2,SWIR CH4

=
√
2.958 ·N2 + 0.001442 (6.161)
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Furthermore, fitting the zero-level offset as a free fit parameter yielded noisy results. There-
fore, also the zero-level offset was parametrized. First, the retrieval was run, fitting the
zero-level offset for each measurement. Then, assuming that the zero-level offset, i.e., an
additive offset to the radiance, is caused in some way by illumination, the fitted zero-level
offset was plotted as a function of the continuum radiance Icont. In the NIR, the continuum
radiance was estimated from the 16 pixels on the edge of the fit window, and in the SWIR,
the spectral data between the absorption features of CO2 and CH4 was used. Then, a low-
order polynomial was fitted to the data trying to capture the dependency of the zero-level
offset fit on the background intensity (see figures 6.24 and 6.25). In the final retrieval, the
zero-level offset was not fitted but calculated based on the zero-level offset model. For the
1-window absorption-only (ZLOabs,SWIR) and scattering (ZLOsca,NIR and ZLOsca,SWIR)
retrieval, the fitted model was

Figure 6.24.: Zero-level offset model fit for the 1-window retrieval configuration as described
in Sect. 5.2.2. The fit for the absorption-only retrieval is shown in (a), and
for the scattering retrieval including in (b).

ZLOabs,SWIR = 0.0038 + 0.0112 · Icont + 0.0479 · I2cont − 0.0074 · I3cont (6.162)

ZLOsca,NIR = 0.0015 + 0.0377 · Icont (6.163)

ZLOsca,SWIR = 0.0083− 0.0011 · Icont + 0.0597 · I2cont − 0.0100 · I3cont, (6.164)

and for the 2-window absorption-only (ZLOabs,SWIRCO2 and ZLOabs,SWIRCH4) and scat-
tering (ZLOsca,NIR, ZLOsca,SWIRCO2 and ZLOsca,SWIRCH4) retrieval, the fitted model
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Figure 6.25.: Zero-level offset model fit for the 2-window retrieval configuration as described
in Sect. 5.2.2. The fit for the absorption-only retrieval is shown in (a), and
for the scattering retrieval including in (b).

was

ZLOabs,SWIRCO2 = 0.0047 + 0.0080 · Icont + 0.0835 · I2cont − 0.0280 · I3cont + 0.0041 · I4cont
(6.165)

ZLOabs,SWIRCH4 = 0.0056− 0.0022 · Icont + 0.0787 · I2cont − 0.0227 · I3cont + 0.0024 · I4cont
(6.166)

ZLOsca,NIR = 0.0013 + 0.0377 · Icont (6.167)

ZLOsca,SWIRCO2 = 0.0042 + 0.0161 · Icont + 0.0681 · I2cont − 0.0169 · I3cont + 0.0018 · I4cont
(6.168)

ZLOsca,SWIRCH4 = 0.0050 + 0.0057 · Icont + 0.0626 · I2cont − 0.0100 · I3cont − 0.0003 · I4cont
(6.169)

6.3.3. Comparison of FOCAL AIR xCO2, xCO2(CH4) and WFM-DOAS
retrieval results

With the adjusted noise model and zero-level offset parametrization in place, the retrieval
was run on the remote sensing part of the Jänschwalde power plant flight in all four dif-
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ferent retrieval configurations for comparison. The retrieval results contain, among others,
the total column volume mixing ratios for CH4 and CO2 (xCO2 and xCH4, respectively),
from which additionally the proxy was calculated according to Eq. (5.147). These results
were then compared to WFM-DOAS retrieval results (see Sect. 5.1.2.2) retrieved by Sven
Krautwurst similar to Krautwurst et al. (2021). The analyses in this section used single
measurements without binning the retrieval results.

For the comparison, the 13830 single measurement retrieval results were quality filtered
in the following way. First, all retrieval results with missing data (e.g., too low radiance
in the preprocessing or for the scattering retrieval missing NIR data) were flagged. Of
the remaining data points, all non-converging measurements were filtered out. Finally,
all retrieval results with an RMS value (calculated in the same way as for WFM-DOAS
results, see Eq. 5.95) lower than 0.7 were flagged as bad results. The number of data points
filtered out by these three filters for the four retrieval configurations is shown in Table
6.12.

Table 6.12.: Overview of the data filtered out by the quality filters ”missing data”, ”conver-
gence” and ”RMS”.

Retrieval missing data convergence RMS

absorption-only 2-window 16 (0.1 %) 0 (0.0 %) 134 (1.0 %)
scattering 2-window 1017 (7.4 %) 2 (0.0 %) 125 (0.9 %)

absorption-only 1-window 16 (0.1 %) 0 (0.0 %) 148 (1.1 %)
scattering 1-window 1017 (7.4 %) 0 (0.0 %) 139 (1.0 %)

The difference in missing data for the absorption-only and the scattering retrieval is due to
the need to match the data from the NIR and SWIR channels to simultaneous measurements
for the scattering retrieval. However, sometimes frames got lost on the NIR camera, so
additionally to low radiance data in the SWIR, all data points not containing NIR data
were skipped in the scattering retrieval. Much fewer data were rejected in the absorption-
only retrieval, as only the SWIR data was needed there

For qualitative comparison of the different retrieval configurations and the plume visibility
and noise in the xCO2 and xCO2(CH4) proxy retrieval results, the retrieved xCO2 and
xCO2(CH4) were plotted next to each other for each retrieval in figures 6.26 - 6.29, with
the raw xCO2 in (a) and the proxy xCO2(CH4) in (b) in all figures.

In all retrieval results, the plume is visible in the first cross-tracks at least. However,
the plume is more pronounced in the 1-window than in the 2-window retrieval results for
both absorption-only and scattering retrievals. On the other hand, also the negative values
seemed to be more pronounced in the 1-window retrieval results. Additionally, especially
for the 1-window retrieval result, the proxy retrieval results were more variable outside the
plume than the raw xCO2 results.

As the xCO2 results were reasonably smooth, this might indicate a problem with the xCH4

retrieval results. Therefore, the xCO2 and xCH4 retrieval results were investigated sepa-
rately. The xCO2 and xCH4 normalized to the median of the flight were plotted for the first
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Figure 6.26.: Comparison of FOCAL AIR absorption-only 2-window xCO2 (a) and proxy
(xCO2(CH4)) (b) retrieval results. xCO2 enhancements above the global me-
dian are red, while lower than average values are blue. Originating from the
power plant, the exhaust plume is visible, pointing to the left.

Figure 6.27.: Same as Fig. 6.26, but for the scattering 2-window retrieval. The plume is
much feinter, especially in the cross-tracks further downwind.

cross-section in the figures 6.30 - 6.33. The gap directly beside the plume contained data
acquired over a water body. Due to the low radiance backscattered from the water surface,
the retrieval did not retrieve meaningful concentrations.

For all four retrieval configurations, xCH4 showed higher variability than xCO2. Further-
more, the variability was much more pronounced in the 1-window retrieval, where xCH4

showed large values, e.g., around measurement number 2300 or 2210 (Fig. 6.32). The larger
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Figure 6.28.: Same as Fig. 6.26, but for the absorption-only 1-window retrieval.

Figure 6.29.: Same as Fig. 6.26, but for the scattering 1-window retrieval.

variability in the 1-window retrieval compared to the 2-window retrieval might have origi-
nated from the large fit window, where the polynomial was not catching the actual surface
reflectance sufficiently around the Q-branch, containing most of the absorption information
of CH4. This is also visible in Fig. 6.34 for the 1-window absorption-only retrieval, where
the background white light corrected intensity was plotted beneath the xCH4. When the
background intensity was low, xCH4 was slightly higher, and vice versa. This is discussed
at the end of this section.
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Figure 6.30.: Comparison of FOCAL-AIR absorption-only 2-window xCO2 and xCH4 en-
hancements above local background for the first downwind track of the
Jänschwalde power plant plume.

Figure 6.31.: Same as Fig. 6.30, but for the scattering 2-window retrieval results.
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Figure 6.32.: Same as Fig. 6.30, but for the absorption-only 1-window retrieval results.

Figure 6.33.: Same as Fig. 6.30, but for the scattering 1-window retrieval results.
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Figure 6.34.: Continuum radiance and xCH4 for the absorption-only 1-window retrieval over
measurement number. The xCH4 seems anticorrelated to the background ra-
diation.

135



6. Results

Only in the 1-window scattering retrieval (Fig. 6.33) additional large ”dips” in the retrieved
concentrations of xCO2 and xCH4 were visible. Those occurred in the xCO2 and xCH4,
leading to the proxy not being affected by this problem as much. Investigating this issue
deeper, the extremely low values seemed to be correlated to very low fitted Angström
coefficients (see Fig. 6.35). Likely, this was a retrieval artifact. Therefore, an additional
filter was implemented for the FOCAL AIR scattering retrievals, flagging data with Å < 2.0
as bad. This filter removed additional 974 (7.0%) data points.

Figure 6.35.: Comparison of FOCAL-AIR scattering xCO2 and Angstöm coefficient Å re-
trieval results for the first downwind track of the Jänschwalde power plant
plume.

Furthermore, the retrieved column enhancements were compared to WFM-DOAS retrieval
results for all retrieval configurations, zooming in on the first cross-track in figures 6.36
- 6.39. In all four retrieval configurations, the plume in the first track was similar to
the WFM-DOAS retrieval results, although the extreme values were slightly higher in the
FOCAL retrieval results. An extreme case is visible in Fig. 6.36 for the xCO2 of the
2-window absorption-only retrieval. In the background beside the plume, the 1-window
retrieval results were more variable than the 2-window retrieval results for absorption-only
and scattering. However, with the Angström filter, the extremely low values in the scattering
1-window retrieval results were removed successfully. In general, the structure of the FOCAL
AIR retrieved concentrations in the background was similar to the WFM-DOAS retrieval
results.

To expand this for the whole flight track, scatter plots of the xCO2 and xCO2(CH4) retrieval
results and the WFM-DOAS retrieval results were produced. These are plotted in the figures
6.40 - 6.43.
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Figure 6.36.: Comparison of FOCAL-AIR absorption-only 2-window CO2 enhancements
above background for the first downwind track of the Jänschwalde power plant
plume with WFM-DOAS retrieval results.

Figure 6.37.: Same as Fig. 6.36, but for the scattering 2-window retrieval.
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Figure 6.38.: Same as Fig. 6.36, but for the absorption-only 1-window retrieval.

Figure 6.39.: Same as Fig. 6.36, but for the scattering 1-window retrieval.
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Figure 6.40.: Scatter plot of FOCAL-AIR absorption-only 2-window retrieval results of the
Jänschwalde power plant plume over WFM-DOAS retrieval results. In (a),
the FOCAL AIR xCO2 enhancement over the background, and in (b), the
FOCAL AIR xCO2(CH4) enhancements over background are depicted. The
black dashed line is the 1:1 line, and the red dashed line is the linear fit to the
scatter plot.

Figure 6.41.: Same as Fig. 6.40, but for the scattering 2-window retrieval.
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Figure 6.42.: Same as Fig. 6.40, but for the absorption-only 1-window retrieval.

Figure 6.43.: Same as Fig. 6.40, but for the scattering 1-window retrieval.
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The correlation of the retrieval results was better in the CO2,col(CH4,col) proxy results
for the 2-window retrievals, while for the 1-window retrieval, the xCO2 results correlated
better with WFM-DOAS proxy retrieval results. The correlation was better in the 2-window
retrievals compared to the 1-window retrievals. However, the linear fits are defined mainly
by the values in the middle, which are around the background concentration. Already small
variations in the distributions at the center can cause a large deviation of the fit from a 1:1
line fit. As was indicated in the cross-section figures, the plume was captured quite well in
all retrieval results, at least in the first track.

Concerning the mean fit quality, measured as the mean of the root mean square difference
between the fitted and measured spectra calculated with Eq. (5.95), all FOCAL AIR re-
trieval configurations performed better by a factor of 2-3 than the WFM-DOAS retrieval,
see Table 6.13. Therefore, the fitted spectra were much closer to the measured spectra in the
FOCAL AIR retrieval. The slightly larger RMS in the 1-window retrievals was dominated
by the increased number of measurement points in one large fit window compared to the
two smaller fit windows in the 2-window retrievals.

Table 6.13.: Mean fit RMS between measured and fitted spectra for the four different FO-
CAL AIR retrieval configurations and WFM-DOAS. For the 1-window retrieval,
only one RMS value exists for the whole large fit window.

RMS
Retrieval SWIR CO2 SWIR CH4

WFM-DOAS 0.64 % 0.48 %
FOCAL AIR absorption-only 2-window 0.19 % 0.23 %
FOCAL AIR scattering 2-window 0.19 % 0.23 %

RMS SWIR

FOCAL AIR absorption-only 1-window 0.32 %
FOCAL AIR scattering 1-window 0.32 %

Table 6.14.: Scatter of the retrieval results in the background regions undisturbed by the
plume for xCO2, xCO2(CH4) and CH4,col.

Retrieval xCO2 CH4,col xCO2(CH4)

absorption-only 2-window ± 0.20 % ± 0.31 % ± 0.23 %
scattering 2-window ± 0.22 % ± 0.31 % ± 0.20 %

absorption-only 1-window ± 0.33 % ± 0.46 % ± 0.52 %
scattering 1-window ± 0.37 % ± 0.51 % ± 0.50 %

WFM-DOAS not valid not valid ± 0.22 %

Finally, the retrieval scatter in the background, i.e., outside of the plume regions, was com-
pared between the FOCAL AIR xCO2 and xCO2(CH4) and WFM-DOAS retrieval results.
The background retrieval scatter was measured as the 1σ standard deviation in the back-
ground, i.e., not disturbed by the plume. Unlike the previous comparisons, the retrieval
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scatter was calculated on the binned bursts, considering only bursts where more than five
single measurements were valid (i.e., more than 50 % of the burst). The overview is given
in Table 6.14. In general, the retrieval results were less noisy in the background for the
2-window retrievals than for the 1-window retrievals.

6.3.4. Emission estimation of the Jänschwalde power plant plume from
FOCAL AIR retrieval results

In a final step to assess the FOCAL AIR retrieval, the emission of the power plant Jänschwalde
was estimated from WFM-DOAS and the four FOCAL AIR retrieval configurations using
the cross-sectional flux method (Sect. 5.3). As already described in Sect. 5.1.2.2, the wind
speed was estimated from ECMWF ERA5 hourly horizontal wind data over the whole mea-
surement area between 14.1 and 14.6 ° East and 51.72 and 51.94 ° North averaged over the
whole time of overflight to 6.2 ± 1.0 m s−1. The binned bursts were used for the emission
estimate, where only bursts were considered with more than 50 % valid measurements per
10-measurement burst.

First, the WFM-DOAS retrieval results of the Jänschwalde power plant provided by Sven
Krautwurst (see Sect. 5.1.2.2) were inverted with the cross-sectional flux method (see
Sect. 5.3). For that, the plume region and background region at each side of the plume
were extracted from each cross-track. The borders of each cross-section were selected so
that the background region comprised at least a few data points but no data in turns or
too far away from the plume. The cross-sections extracted and normalized to the local
background are shown in Sect. A.5 in the appendix. The last two cross-tracks mainly
contained noise, and the definition of a plume region was debatable. Therefore, these
last two cross-sections were excluded from the flux comparison analysis, leaving five cross-
sections for the emission estimate. The flux calculated from the first five cross-tracks of
the plume for the WFM-DOAS retrieval results was 19.4 ± 4.7 Mt CO2 yr−1. The relative
uncertainty of the emission estimation was ± 24 %, and the detailed uncertainties are given
in Sect. A.5 in the appendix.

The emission estimates were compared to reported emissions of the power plant Jänschwalde
for the year 2018, too, analogously to Sect. 6.2. The German pollutant register (PRTR Data,
2022) listed the yearly emissions of the power plant Jänschwalde with 22.8 Mt CO2 yr−1.
During the year, the average activity data 3 was 80.4 %. For the week of the overflight (week
21) the activity was 78.6 %, which translated to an emission of 22.3 Mt CO2 yr−1.

The cross-sectional flux was calculated for the xCO2 and the xCO2(CH4) proxy FOCAL AIR
retrieval results for all four retrieval configurations, and the uncertainties were estimated
as described in Sect. 5.3. The cross-sections and plume borders were the same as for the
WFM-DOAS retrieval results. The resulting cross-sections for the enhancement over the
local background (CO2,col,enh and CO2,col,enh(CH4,col)) for the four retrieval configurations

3The activity data of power plants in Germany for the whole year as well as weekly was ob-
tained from https://energy-charts.info/charts/percentage_full_load/chart.htm?l=de&c=DE&

chartColumnSorting=default&source=fossil_brown_coal_lignite_unit&year=2018&interval=year&

legendItems=00001111110000000000000000000000000, last access 30.04.2022
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are shown in the appendix in Sect. A.6. For all four retrieval configurations, the last two
cross-tracks mostly showed noise, as was the case for the WFM-DOAS retrieval results.
Therefore, and for better comparison with WFM-DOAS retrieval results, only the first five
cross-tracks were considered for the emission estimate.

The emission and uncertainty estimations for the different retrieval configurations for xCO2

and xCO2(CH4) retrieval results are summarized in Table 6.15. The emissions compared
to the emission estimation based on activity data were underestimated by all FOCAL AIR
2-window retrieval configurations apart from the absorption-only 2-window xCO2(CH4)
retrieval results. The 2-window absorption-only retrieval design was closest to the WFM-
DOAS retrieval configuration, i.e., no fitting of scattering parameters and splitting the SWIR
into two fit windows. For the 1-window retrievals, the emission estimates were generally
closer to the truth. However, the emissions were overestimated for the absorption-only
xCO2(CH4) retrieval. This might be due to the problems observable in the xCH4 (see
Fig. 6.32), which also translated to the xCO2(CH4) retrieval results (see Fig. 6.42). The
only retrieval giving consistent results between the xCO2 and xCO2(CH4) proxy was the
scattering 1-window retrieval.

Compared to the flux estimation from activity data, the absorption-only 2-window xCO2(CH4)
and 1-window xCO2 emission estimates as well as the scattering 1-window xCO2 and
xCO2(CH4) emission estimates are slightly lower than the weekly average emission, al-
though the reported emission was well within the uncertainty ranges of these emission
estimates.

Table 6.15.: Emission estimation for the FOCAL AIR absorption-only and scattering 2-
window and 1-window retrieval results for the xCO2 and xCO2(CH4) proxy
retrieval results. The reported emission for the week during which the overflight
took place was, on average, 22.3 Mt CO2 yr−1. For the emission and uncertainty
estimation calculation, see the main text.

Retrieval configuration Emission estimate Emission estimate
from xCO2 from xCO2(CH4)

Absorption 2-window 15.7 ± 4.0 Mt CO2 yr−1 19.8 ± 4.7 Mt CO2 yr−1

Scattering 2-window 11.6 ± 3.7 Mt CO2 yr−1 15.5 ± 4.1 Mt CO2 yr−1

Absorption 1-window 20.4 ± 5.8 Mt CO2 yr−1 27.8 ± 7.1 Mt CO2 yr−1

Scattering 1-window 18.6 ± 6.8 Mt CO2 yr−1 18.5 ± 5.6 Mt CO2 yr−1

WFM-DOAS not valid 19.4 ± 4.7 Mt CO2 yr−1

The uncertainty estimation of the emission estimation was calculated as before for the
AVIRIS-NG (Sect. 6.1.6) and MAMAP2D-Light (Sect. 6.2.2) data, and followed the pro-
cedure described in Sect. 5.3. The uncertainties were grouped into uncertainties due to
the calculation of the column enhancement above background, uncertainties related to the
wind, and the uncertainty due to atmospheric variability.

In the first block, the uncertainty due to the normalization was again calculated from
the error curves of the background linear fit in the plume area. The second contribution
comes from the uncertainty of the retrieved background concentration. In contrast to the
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WFM-DOAS retrieval results in the sections before, FOCAL AIR retrieves absolute column
concentrations. Therefore, a measure for the background concentration precision was the
mean a posteriori uncertainty of the xCO2 retrieval in the background (see for calculation
of the enhancement over background also Eq. (5.148)). The uncertainty introduced by the
retrieval was estimated as the standard deviation of the retrieval results in the background
regions besides the plume after normalization.

In the second group, the major contribution to the uncertainty was the wind speed uncer-
tainty and was estimated to 1.0 m s−1 as the standard deviation of all ECMWF ERA5 wind
speed values used in the calculation of the mean wind speed. The wind direction uncertainty
originated from both the precision with which the main plume direction was estimated, and
a possible bending of the plume, and was estimated to ± 10 °.

Finally, the atmospheric variability was estimated as the standard deviation over the fluxes
estimated from the individual cross-sections divided by

√
n− 1, with n = 5 the number of

cross-tracks. All uncertainties were added in quadrature to estimate the final flux uncer-
tainties. The uncertainty values for the different retrieval configurations are given in the
Tables 6.16 - 6.19.

Table 6.16.: Uncertainty estimation of the flux inversion for FOCAL AIR absorption-only 2-
window xCO2 and xCO2(CH4) retrieval results. The percentages in parenthesis
are the magnitude of the uncertainty relative to the estimated emission.

Uncertainty contribution xCO2 xCO2(CH4)

Background normalization ± 1.1 Mt CO2 yr−1 (7 %) ± 1.2 Mt CO2 yr−1 (6 %)
Background total column ± 0.3 Mt CO2 yr−1 (2 %) ± 0.4 Mt CO2 yr−1 (2 %)
Retrieval result noise ± 0.1 Mt CO2 yr−1 (1 %) ± 0.1 Mt CO2 yr−1 (1 %)

Wind speed ± 2.5 Mt CO2 yr−1 (16 %) ± 3.2 Mt CO2 yr−1 (16 %)
Wind direction ± 1.8 Mt CO2 yr−1 (11 %) ± 2.3 Mt CO2 yr−1 (12 %)

Atmospheric variability ± 2.1 Mt CO2 yr−1 (13 %) ± 2.2 Mt CO2 yr−1 (11 %)

Total uncertainty ± 4.0 Mt CO2 yr−1 (25 %) ± 4.7 Mt CO2 yr−1 (24 %)

Table 6.17.: Same as Table 6.16, but for the FOCAL AIR scattering 2-window retrieval.

Uncertainty contribution xCO2 xCO2(CH4)

Background normalization ± 1.5 Mt CO2 yr−1 (13 %) ± 1.1 Mt CO2 yr−1 (7 %)
Background total column ± 0.4 Mt CO2 yr−1 (3 %) ± 0.5 Mt CO2 yr−1 (3 %)
Retrieval result noise ± 0.1 Mt CO2 yr−1 (1 %) ± 0.1 Mt CO2 yr−1 (1 %)

Wind speed ± 1.9 Mt CO2 yr−1 (16 %) ± 2.4 Mt CO2 yr−1 (15 %)
Wind direction ± 1.3 Mt CO2 yr−1 (11 %) ± 1.8 Mt CO2 yr−1 (12 %)

Atmospheric variability ± 2.4 Mt CO2 yr−1 (21 %) ± 2.4 Mt CO2 yr−1 (15 %)

Total uncertainty ± 3.7 Mt CO2 yr−1 (32 %) ± 4.1 Mt CO2 yr−1 (26 %)

The uncertainties of the flux ranged from 24 to 37 % for the different FOCAL AIR retrieval
configurations and 24 % for the WFM-DOAS retrieval results, which were in the upper
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Table 6.18.: Same as Table 6.16, but for the FOCAL AIR absorption only 1-window re-
trieval.

Uncertainty contribution xCO2 xCO2(CH4)

Background normalization ± 2.0 Mt CO2 yr−1 (10 %) ± 2.6 Mt CO2 yr−1 (9 %)
Background total column ± 0.3 Mt CO2 yr−1 (1 %) ± 0.5 Mt CO2 yr−1 (2 %)
Retrieval result noise ± 0.1 Mt CO2 yr−1 (1 %) ± 0.2 Mt CO2 yr−1 (1 %)

Wind speed ± 3.3 Mt CO2 yr−1 (16 %) ± 4.5 Mt CO2 yr−1 (16 %)
Wind direction ± 2.4 Mt CO2 yr−1 (12 %) ± 3.2 Mt CO2 yr−1 (12 %)

Atmospheric variability ± 3.5 Mt CO2 yr−1 (17 %) ± 3.7 Mt CO2 yr−1 (13 %)

Total uncertainty ± 5.8 Mt CO2 yr−1 (28 %) ± 7.1 Mt CO2 yr−1 (26 %)

Table 6.19.: Same as Table 6.16, but for the FOCAL AIR scattering 1-window retrieval.

Uncertainty contribution xCO2 xCO2(CH4)

Background normalization ± 2.5 Mt CO2 yr−1 (13 %) ± 2.6 Mt CO2 yr−1(14 %)
Background total column ± 0.7 Mt CO2 yr−1 (4 %) ± 0.7 Mt CO2 yr−1 (4 %)
Retrieval result noise ± 0.2 Mt CO2 yr−1 (1 %) ± 0.2 Mt CO2 yr−1 (1 %)

Wind speed ± 3.0 Mt CO2 yr−1 (16 %) ± 3.0 Mt CO2 yr−1 (16 %)
Wind direction ± 2.1 Mt CO2 yr−1 (11 %) ± 2.1 Mt CO2 yr−1 (11 %)

Atmospheric variability ± 5.1 Mt CO2 yr−1 (27 %) ± 3.3 Mt CO2 yr−1 (18 %)

Total uncertainty ± 6.8 Mt CO2 yr−1 (37 %) ± 5.6 Mt CO2 yr−1 (30 %)

range of uncertainty estimates for emission estimations from MAMAP data (Krautwurst
et al., 2017; Krings et al., 2018; Krautwurst et al., 2021). The wind speed estimation and
atmospheric variability introduced the largest uncertainties. Especially for the FOCAL AIR
scattering 1-window xCO2 retrieval-based flux estimation, the atmospheric variability was
the largest contributor to uncertainty. For the other retrievals, wind speed and atmospheric
variability contributed similarly. The uncertainty due to the wind direction was also rela-
tively high, mainly because the main wind direction was far from orthogonal to the flight
tracks (∼ 55 − 60 °). This led to comparably small uncertainties in the wind direction in-
troducing large uncertainties to the resulting flux. In general, the uncertainties were higher
in the scattering retrieval configurations than in the according absorption-only retrieval
configurations, and also for the xCO2 compared to the xCO2(CH4).

6.3.5. Conclusion on the improvement of total column retrievals by including
scattering in the retrieval

In this chapter, the FOCAL AIR retrieval method was tested with synthetic and actual
MAMAP measurements. For the synthetic measurements, different scenarios without and
with a scattering atmosphere were calculated. Then, the atmospheric concentrations for
xCO2 and xCH4 were retrieved with the FOCAL AIR retrieval in four different config-
urations (Sect. 6.3.1). These configurations comprised two fit window definitions in the
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SWIR spectral range and two forward models including and excluding the treatment of
scattering. The fit windows of the 2-window retrieval configuration were the same as of the
WFM-DOAS retrieval applied to MAMAP data (e.g. Krautwurst et al., 2017, 2021). For
the 1-window retrieval configuration, one large fit window covering the absorption bands of
CO2 and CH4 in the SWIR was selected.

For synthetic measurements without scattering in the atmosphere, both absorption-only
and scattering retrieval resulted in similar errors, indicating that including scattering in
the forward model did not introduce any error by itself. However, separating the fit in the
SWIR into two fit windows introduced errors up to 10 times larger for these non-scattering
cases, albeit still low. Including scattering in the atmosphere, the errors in the retrieved
xCO2 and xCH4 increased. There, the errors of the scattering retrieval were lower than in
the absorption-only retrieval, although the errors were still larger than in a non-scattering
atmosphere (Tables 6.10 and 6.11).

For the retrieval of actual MAMAP measurements, the measurement noise model was
adapted to include the forward model error. Additionally, a model for a constant addi-
tive offset for each retrieval configuration and fit window was calculated, as retrieving this
value introduced additional retrieval result scatter. For the NIR, this additive offset was
linearly dependent on the background intensity, while it followed a fourth order polynomial
in the SWIR fit windows (Sect. 6.3.2).

The retrieval of xCO2 and xCO2(CH4) as well as xCH4 on real measurement data in both
2-window retrieval configurations showed lower retrieval result noise, i.e., variability of the
retrieved xCO2 and xCO2(CH4) in the background, compared to the 1-window retrieval con-
figuration. Especially the xCH4 retrieval results of the absorption-only 1-window retrieval
showed some residual structures likely linked to surface brightness (Fig. 6.34). The sur-
face reflectance was modeled as a polynomial over the wavelength range, and the fit window
might have been too large, or some surfaces might have a surface reflectance with a curvature
not being captured completely by the applied third order polynomial.

The significantly lower retrieval noise of the 2-window retrieval results in both absorption-
only and scattering retrieval configurations seemed to favor the 2-window retrieval. However,
the emission estimate for these retrievals was too low compared to the emission estimate
based on activity data and also based on WFM-DOAS retrieval results, except for the
absorption-only 2-window xCO2(CH4) retrieval results (Table 6.15). As the goal of the
FOCAL AIR retrieval was to remove the need to apply the proxy, the 2-window retrieval
did not perform satisfactorily.

The emissions estimated from the 1-window scattering retrieval matched the emission es-
timate using WFM-DOAS retrieval results better, while simultaneously, the emissions es-
timated from xCO2 and xCO2(CH4) retrieval results were very similar. Nevertheless, the
uncertainty was higher (37 and 30 %) compared to the uncertainty of the emission estimated
from WFM-DOAS retrieval results (24 %) using the same cross-track and plume definitions.
Therefore, on small scales with only CO2 or CH4 sources, i.e., where the application of the
proxy is possible, applying the FOCAL AIR scattering retrieval does not improve the re-
trieval results. However, the FOCAL AIR scattering 1-window retrieval using xCO2 directly
without application of the proxy performed reasonably well. Therefore, in areas with mixed
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emissions or larger areas, the FOCAL AIR scattering 1-window retrieval could improve the
quantification of emissions.
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In chapter 6, the three research questions have been studied separately by applying the
respective methods to the relevant data sets and discussing the results. However, data sets
from three different instruments were investigated with different retrieval methods, and, in
all cases, emissions were estimated. This offered the opportunity to compare the different
instruments, methods, and the influence of their combinations on the emission estimate
using the cross-sectional flux method.

Therefore, in this chapter, the different instruments AVIRIS-NG, MAMAP, and MAMAP2D-
Light with their advantages and disadvantages are compared in Sect. 7.1. Afterward, the
different retrievals and their advantages and disadvantages obtained from this study are
compared in Sect. 7.2. Finally, in the Sect. 7.3, the differences in estimating emissions
from the different data sets is given, with a particular focus on comparing MAMAP 1D
data on the one hand and 2D imaging data from AVIRIS-NG and MAMAP2D-Light on the
other.

7.1. Comparison of instruments

All three instruments, MAMAP, MAMAP2D-Light, and AVIRIS-NG, are airborne pas-
sive remote sensing instruments. However, there are quite some differences regarding their
design and capability to retrieve greenhouse gas emissions. In Table 7.1, the main char-
acteristics for all three instruments are again shown1. The instruments are compared by
their performance in the retrieval of greenhouse gases, their basic design, and practical
use.

The main instrument characteristics for comparing the three instruments are the spectral
properties in the SWIR spectral range used for retrieving CH4 and CO2 column enhance-
ments. These comprise the spectral resolution, the wavelength range, and the SNR. Here,
the MAMAP instrument shows the highest spectral resolution with 0.64 nm (Sect. A.4),
while MAMAP2D-Light has a spectral resolution of 1.08 nm (Sect. 6.2.1). The AVIRIS-NG
system has the lowest spectra resolution with ∼ 5 − 6 nm, which resulted in the absorp-
tion features of CH4 and CO2 not being very pronounced around 1650 nm. However, the
AVIRIS-NG instrument covers the broadest wavelength range (380 − 2450 nm), covering
also the absorption bands of CH4 around 2300 nm and CO2 around 2000 nm. These ab-
sorption bands were better suited for retrieving column enhancements (Sect. 6.1.1) from
AVIRIS-NG data. MAMAP2D-Light and MAMAP cover similar wavelength ranges in the

1based on table 5.1, repeated and supplemented with additional information for simplicity and ease of
comparison between the instruments.
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Table 7.1.: Summary of main characteristics of the three instruments MAMAP2D-Light,
MAMAP, and AVIRIS-NG. This table is a duplicate of Table 5.1 for the discus-
sion.

Parameter MAMAP2D-Light MAMAP AVIRIS-NG

Spectral range 1559.54− 1690.05 nm 1587.56− 1686.90 nm∗ 380− 2450 nm
755.588− 772.160 nm∗

Spectral sampling 0.34 nm 0.097 nm 5 nm
0.065 nm

Spectral resolution 1.08 nm 0.64 nm∗ 5− 6 nm
(FWHM) 0.42 nm∗

# of spectral points 384 pixels 1024 pixels (SWIR) 425 pixels
256 pixels (NIR)

# of FOV 28 1 600

Across-track 22 m 45 m 1.5 m
spatial resolution

Along-track 6 m 50 m 1.5 m
spatial resolution

Data resolution 16-bit (65536 BU) 16-bit (65536 BU) 14-bit (16384 BU)

SNR ∼ 760 ∼ 1300 (for SWIR) < 800 (at 2200 nm)
(illumination) (at 33000 BU) (at 33000 BU) (conditions unclear)

Total weight 43.8 kg ∼ 250 kg ∼ 465 kg
and design one structure two Falcon racks Instrument, racks,

incl. electronics and electronic boxes

Dimensions Length: 875 cm Length: 650 cm∗∗ Diameter: 57 cm∗∗∗

Width: 450 cm Width: 550 cm∗∗ Height: 83 cm∗∗∗

Height: 30 cm Height: 955 cm∗∗

Retrieval precision < 0.7 % 0.2− 0.3 % 2.3 % (bright surface)
(unbinned)
∗according to recalibration fit described in Sect. A.4
∗∗one Falcon rack
∗∗∗Only the spectrometer and cylindrical vacuum housing without racks and electronic boxes.

SWIR (1559.54 − 1690.05 nm and 1587.56 − 1686.90 nm, respectively). The SNR is simi-
lar for AVIRIS-NG (up to 800) and MAMAP2D-Light (∼ 760). However, the conditions
for estimating the AVIRIS-NG SNR are not entirely documented, and for MAMAP2D-
Light, this SNR is achieved by binning five detector rows illuminated homogeneously via
a glass fiber. The SNR of ∼ 1300 of MAMAP for conditions similar to the estimation of
SNR from MAMAP2D-Light is significantly higher than for AVIRIS-NG and MAMAP2D-
Light.

These spectral characteristics have a direct impact on the fit quality and precision of the
retrieved column enhancements for CH4 and CO2. For comparison, the results for the WFM-
DOAS retrieval after applying the proxy are used for the three instruments. The mean fit
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RMS, i.e., the difference between the fitted and measured spectra, for the MAMAP2D-
Light Jänschwalde powerplant flight was RMS = 0.54 % (see Sect. 6.2.2). Similarly, the
RMS for the MAMAP Jänschwalde power plant flight retrieved with WFM-DOAS was
RMS = 0.65 %. Contrary, the average RMS of the AVIRIS-NG data set was RMS = 1.3 %
after filtering (Sect. 6.1.3) and therefore significantly larger than for the MAMAP and
MAMAP2D-Light instruments.

Furthermore, the background retrieval scatter for AVIRIS-NG data over a relatively bright,
homogeneous surface was ± 2.3 % (Table 6.1). The MAMAP and MAMAP2D-Light WFM-
DOAS retrieval results showed similar lower background retrieval scatter of ± 0.22 % and
± 0.28 %, where the MAMAP2D-Light data were binned to the MAMAP ground scene
size. The background retrieval scatter for MAMAP2D-Light data without binning was still
± 0.70 %.

Additionally, the retrieval results for AVIRIS-NG data show a much larger surface property
dependency than MAMAP and MAMAP2D-Light data (see, e.g., Fig. 6.6). Especially over
surfaces with reflection properties similar to absorption features of CH4, significant biases
exist in AVIRIS-NG retrieval results even after applying the proxy, and the respective
surfaces are visible in the retrieval results (see Sect. 6.1.4). Especially for MAMAP2D-
Light, no strong residual dependency of the retrieval results from the surface type is visible
(see Fig. 6.21).

Regarding the ground scene size, AVIRIS-NG observes small ground scenes (∼ 1.5 × 1.5 m2

at a flight altitude of 1500 m), by imaging the ground scenes onto the detector without
spatial scrambling. MAMAP2D-Light and MAMAP instead use a fiber bundle, which, for
MAMAP2D-Light, scrambles the light originating from 22 × 6 m2 (across × along the flight
track) ground scenes and project these onto the detector. For MAMAP, this results in
ground scene sizes of 45 × 90 m. The along-track ground scene size also depends on the
aircraft speed and integration time and is taken here for the most used aircraft. Using a
glass fiber bundle in MAMAP2D-Light allows to average over at least five detector rows to
improve the SNR (see above for SNR impact), and additionally guarantees homogeneous il-
lumination of the entrance slit in spectral direction (see, e.g., Hummel et al., 2022). Inhomo-
geneous illumination of the slit, e.g., by different surface types in one observed ground scene,
skew the ISRF, possibly introducing biases. The glass fiber scrambles the light; therefore,
the slit is illuminated homogeneously even over heterogeneous scenes.

The imaging capability is the primary design difference between MAMAP2D-Light and
AVIRIS-NG on one side and MAMAP on the other. While the MAMAP instrument observes
one ground scene below the instrument simultaneously, MAMAP2D-Light observes 28 and
AVIRIS-NG 600 ground scenes across the flight track simultaneously. Imaging allows for
scanning larger areas and detecting small plumes (see, e.g., Sect. 6.1.4, Cusworth et al.,
2021a), which might be overlooked with the sparesly sampled MAMAP data. Additionally,
as also will be discussed in Sect. 7.3, imaging data allow using significantly more cross-
sections in the cross-sectional flux method. For MAMAP2D-Light, the number of cross-
sections could theoretically be enhanced to 36 ground scenes by rotating the detector at the
cost of a reduced spectral range of slightly below 100 nm. As has been demonstrated by the
MAMAP instrument, a wavelength range of 100 nm should be sufficient for the accurate
retrieval of CH4 and CO2 from measurements with spectral resolution ∼ 1 nm. Rotating
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the detector will be tested in the future. However, a significant redesign of the detector
mount is required and, therefore, not yet realized.

A design difference between MAMAP and AVIRIS-NG on one side and the MAMAP2D-
Light instrument on the other side is the coverage of the O2A absorption band, although
for different reasons. In the case of AVIRIS-NG, this is part of the broad wavelength range
covered by the one spectral channel of the instrument. The broad wavelength range was
implemented to characterize surface types, while for MAMAP an additional channel covering
the O2A band with a spectral resolution of 0.42 mn is part of the complete instrument to
correct for light path changes due to, e.g., scattering in the atmosphere, given an according
retrieval making use of the channel (e.g. Reuter et al., 2017b), which is discussed in the
next section 7.2. However, for AVIRIS-NG, the O2A was not exploited as scattering is
assumed to influence CH4 and CO2 similarly, and cancels out mostly with the CH4(CO2)
proxy (Sect. 6.1.2). Additionally, Ayasse et al. (2018) found in their study that errors due
to the neglection of aerosols in the retrieval were small compared to errors introduced by the
surface type. Finally, the goal of CH4 retrievals on AVIRIS-NG data is the detection and
quantification of emission point sources, which do not require the background total column
to be determined precisely, as long as the column enhancement above the background is
determined correctly. MAMAP2D-Light was designed without the O2A spectral channel as
the experience with MAMAP showed that the detection and quantification of point sources
are possible using CO2 or CH4 as a proxy for the other gas.

Excluding the second spectral channel made the MAMAP2D-Light instrument significantly
smaller and lighter compared to the other two instruments, enabling the instrument to be
flown on much smaller aircraft than MAMAP (which requires at least an aircraft of the size
of a Cessna 207) and AVIRIS-NG (requiring even larger aircraft). In combination with not
being temperature stabilized or evacuated, this allows the MAMAP2D-Light instrument to
be easily and quickly deployed for measurement campaigns.

MAMAP was, to the author’s best knowledge, the first passive remote sensing airborne
instrument dedicated to measuring CH4 and CO2 and paved the way for developing the
MAMAP2D-Light and MAMAP2D instruments, the latter still being constructed. The
MAMAP2D instrument will comprise a SWIR channel and a NIR channel covering the O2A
absorption bands with ∼ 0.5 nm and ∼ 0.2 nm spectral resolution. It will observe 36 ground
scenes simultaneously with a spatial resolution slightly higher than MAMAP2D-Light. Cur-
rently, the MethaneAir instrument (Staebell et al., 2021) is the only other airborne imaging
remote sensing instrument specifically designed to use SWIR measurements for the detection
and quantification of CH4 (and due to the design also CO2) emissions. Initial calibration
and test flight data for MethaneAir show a fit RMS of 0.45 % for the CH4 fit window, which
is similar to the fit RMS of MAMAP2D-Light and MAMAP.

In summary, the three instruments investigated in this thesis have different advantages and
disadvantages. The high spatial resolution and good SNR of the AVIRIS-NG instrument
allow for the detection of small point sources, and the wide swath allows to cover large areas
in reasonable times. However, due to the lower spectral resolution and therefore smaller
ground scene precision and dependency of the retrieval results on surface properties, detec-
tion of plumes over heterogeneous terrain or from areal sources is challenging. The higher
spectral resolution of the MAMAP and MAMAP2D-Light instruments show significantly
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less dependency of the retrieval results on the surface type, therefore being better suited
for areal sources (e.g., quantifying emissions from a landfill, Krautwurst et al., 2017), and
plumes will be observable over longer distances. However, the larger ground scene sizes
of the MAMAP2D-Light instrument compared to AVIRIS-NG might make detecting very
small point sources difficult. Following the classification of Jacob et al. (2022, in discussion),
AVIRIS-NG clearly falls into the category of a point source imager. The MAMAP2D-Light
instrument was designed as a point source imager, too. However, the spectral resolution
in principle also allows the quantification of spatially limited areal emissions such as, e.g.,
from landfills. Nevertheless, the missing O2A band renders retrieval of absolute columns
more difficult. This will be enhanced significantly by the MAMAP2D instrument currently
being built at IUP Bremen (see also Sect. 8).
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7.2. Comparison of retrieval methods

Additionally to the instruments, different retrievals applied to different data sets were exam-
ined. The comparison of WFM-DOAS, MF, and IMAP-DOAS applied to AVIRIS-NG data
was already quantitatively discussed in Sect. 6.1.5, where the author calculated the WFM-
DOAS retrieval results, and Andrew Thorpe provided the MF and IMAP-DOAS retrieval
results. While the WFM-DOAS and MF retrievals are very fast non-iterative retrievals us-
ing precalculated background spectra and weighting functions adapted to the atmospheric
state during the overflight in the case of WFM-DOAS and a general precalculated absorption
spectrum of CH4 in the case of the MF retrieval (Thompson et al., 2015), the IMAP-DOAS
retrieval is an iterative absorption-only retrieval incorporating forward model calculations
in each iteration step for each ground scene (Thorpe et al., 2014). It is comparable with
the FOCAL AIR absorption-only retrieval, with a different layering of the atmosphere and
utilizing a Gauss-Newton solver (see, e.g., Thorpe et al., 2017) instead of a Levenberg-
Marquardt-Fletcher solver, which might influence convergence speed (Rodgers, 2000). The
main characteristics of each retrieval are summed up in table 7.2.

Table 7.2.: Overview over the main characteristics of the WFM-DOAS, FOCAL AIR, MF
and IMAP-DOAS retrievals.

WFM-DOAS FOCAL AIR MF IMAP-DOAS

Iterative no yes no yes
retrieval

Forward precalculated parametrized precalculated CH4 absorption-only
model SCIATRAN scattering target spectrum atmosphere

spectrum

Absorption yes no yes yes
only?

Spectral 1590− 1680 nm 760− 772 nm 2100− 2450 nm 2275− 2360 nm
bands 2040− 2380 nm 1590− 1680 nm
analyzed

Computation low - medium high low high
time

In the following, WFM-DOAS and FOCAL AIR are compared in more detail. Therefore,
sensitivity studies using simulated measurements and the retrieval of actual measurements
are considered.

Regarding the simulated measurements, the FOCAL AIR retrieval without application of
the proxy produced less noise for scenarios including aerosols in both the absorption-only
and scattering retrieval (see Sect. 6.3.1) compared to WFM-DOAS (Krings et al., 2011).
For FOCAL AIR, the biases for different aerosol scenarios varied between 0.09 % and 0.29 %
for xCO2, and 0.07 % and 0.27 % for xCH4 in the absorption-only retrieval configurations.
In the scattering 1-window retrieval, the biases in different aerosol scenarios were reduced to
between 0.05 % and 0.22 % for xCO2, and 0.04 % and 0.18 % for xCH4. For the WFM-DOAS
retrieval, including scattering in the simulated measurements produced biases of ± 0.33 %
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(PSF CH4) and ± 0.38 % (PSF CO2) for an OPAC urban up to ± 1.07 % (PSF CH4) and
± 1.26 % (PSF CO2) for an OPAC desert scenario (Krings et al., 2011). After applying the
CO2(CH4) to the WFM-DOAS retrieval results, the bias was reduced to 0.05 % − 0.18 %,
depending on the scenario. Therefore, for scenarios where the proxy method is valid, similar
biases due to aerosols are expected for the WFM-DOAS proxy and FOCAL AIR single gas
results.

The simulated measurements were performed excluding measurement noise, i.e., showing an
ideal measurement and only the influence of the retrieval to biases. Actual world measure-
ments here provide an additional comparison. While the exact aerosol scenario is unknown
in actual measurements, comparing WFM-DOAS and FOCAL AIR retrieval results for a
case where the proxy method is valid should result in similar retrieval results (see Sect.
6.3.3).

In actual measurements, retrieving xCO2 with FOCAL AIR scattering in the 1-window
retrieval produced higher background retrieval noise (± 0.37 % vs ± 0.22 %, Table 6.14),
but delivered very similar retrieval results (Sect. 6.3.3) and emission estimates (18.6 ±
6.8 Mt CO2 yr−1 vs 19.4 ± 4.7 Mt CO2 yr−1, Table. 6.15) as the WFM-DOAS retrieval
results. In contrast, for the 2-window scattering retrieval, the background retrieval scatter
for xCO2 was as low as for WFM-DOAS with ± 0.22 %, but the emission estimation was
significantly lower with 15.7 ± 4.0 Mt CO2 yr−1.

Regarding pure correlation with WFM-DOAS results, the 2-window absorption-only re-
trieval after application of the CO2(CH4) proxy performed best overall, with background
retrieval scatter of ± 0.23% (Table 6.14) and best correlation with WFM-DOAS proxy re-
trieval results (Sect. 6.3.3), while the emission estimation yielded 19.8 ± 4.7 Mt CO2 yr−1

(Table. 6.15), and was therefore very similar to the WFM-DOAS proxy retrieval re-
sults.

In Fig. 7.1, the three FOCAL AIR retrieval configurations matching emissions best (1-
window scattering xCO2 and xCO2(CH4), and absorption-only 2-window xCO2(CH4)) are
displayed next to the WFM-DOAS CO2(CH4) proxy results, showing the general agree-
ment between the retrieval configurations (Sect. 6.3.3). The scattering 1-window retrieval
xCO2(CH4) shows larger variability due to the xCH4 fit in the 1-window retrieval still
exhibiting some surface brightness dependence.

In the scattering 1-window xCO2 retrieval results, the plume is less visible due to the higher
background retrieval noise (see above). Nevertheless, the matching inversion indicates the
possibility of applying the FOCAL AIR scattering 1-window retrieval to examine larger
areas or more complicated scenes, where sources of CH4 and CO2 are mixed or gradients
over longer distances are of interest. For the FOCAL AIR CO2(CH4) proxy results, the
limitations of the proxy method still apply, so the much longer retrieval time of FOCAL
AIR absorption-only 2-window while still having to apply the proxy method gives no ad-
vantage.

Nevertheless, several improvements to the FOCAL AIR retrieval are possible. First, as
the retrieval ”connects” the spectra of the O2A band and the SWIR, the missing absolute
radiometric calibration of MAMAP might introduce pseudo-noise if the white light source
intensity is not constant over the complete spectral range, which is likely. Additionally,
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while the improved spectral calibration for MAMAP improved the retrieval results, a more
precise calibration including several high resolution measurements of the ISRF of MAMAP
across both spectral channels could improve the retrieval further.

The computation time between different retrievals varied significantly, with longer compu-
tation times for iterative optimal estimation-based than for non-iterative retrievals. As an
example, the processing of the overflight over the Jänschwalde power plant obtained with
MAMAP2D-Light (∼ 1.1 million data points) took approximately 14 hours, while the FO-
CAL AIR absorption-only 1-window retrieval of the remote sensing part of the Jänschwalde
power plant flight recorded with MAMAP (∼ 14000 data points) needed approximately 19
hours and the FOCAL AIR scattering 2-window retrieval took over two days. The most
time-consuming step in the FOCAL AIR retrieval was the convolution of the high spec-
tral resolution forward model with the ISRF calculated in each iteration for each ground
scene. In WFM-DOAS, on the other hand, the high-resolution pre-calculated intensities
and weighting functions are convolved with the ISRF only once, which is the main factor
in retrieval time differences between FOCAL AIR and WFM-DOAS. As each data point
is retrieved separately, parallelizing calculations could significantly speed up the retrieval
as long as enough CPU cores are available. The time difference between FOCAL AIR
absorption-only 1-window and FOCAL AIR scattering 2-window was mostly due to the
different sizes of the state vectors, which again resulted in more convolutions needing to be
calculated in the 2-window retrieval. For the MF and IMAP-DOAS retrieval methods, un-
fortunately, no comparable computation times were available. However, the IMAP-DOAS
retrieval is not applied to whole AVIRIS-NG data sets due to the long computational times
(Thorpe et al., 2014, 2017), while the MF is also applied to large AVIRIS-NG data sets
(Frankenberg et al., 2016; Duren et al., 2019; Cusworth et al., 2021a), indicating a much
faster retrieval.
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Figure 7.1.: Comparison of FOCAL AIR (a) scattering 1-window xCO2, (b) scattering 1-
window xCO2(CH4) and (c) absorption-only 2-window retrieval results with (d)
WFM-DOAS retrieval results.
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7.3. Emission estimate from plume images

In this thesis, the emissions were estimated using the cross-sectional flux method (Sect.
5.3). Applying the cross-sectional flux method requires that enough measurements are taken
besides the plume to determine the background and that the plume can be separated from
the background. Additionally, averaging over multiple cross-sections was used to average
over atmospheric variability caused by turbulence.

Calculating the cross-sectional flux from imaging data from AVIRIS-NG and MAMAP2D-
Light provided several advantages over the emission estimate from 1D MAMAP data. As
turbulence and wind direction changes break up the plume horizontally, averaging over a
denser pattern of cross-sections gives a better emission estimate and reduces the uncertainty
contribution due to the track-to-track variability of the flux estimate. In general, the more
independent cross-sections through the plume are available, the lower the uncertainty due
to atmospheric variability gets.

In the case of the MAMAP Jänschwalde power plant flight, only five cross-tracks through
the plume showed definitive plume enhancements. Therefore, the atmospheric variability
gave rise to large uncertainties. The track-to-track variability in the flux was large, and the
number of cross-sections did not reduce this uncertainty drastically (± 12 %, see Sect. 6.3.4
and A.5). This effect has been studied by Wolff et al. (2021) for simulated measurements
over the power plant Jänschwalde on 22 May 2018 with the CHARM-F instrument, which is
also a non-imaging remote sensing instrument. For an overflight time of 10:00 - 12:00 h, local
averaging over multiple cross-tracks reduced the error of the estimated emission compared
to the true emission. However, depending on the exact realizations of the plume used for
the emission estimate, the emissions were regularly underestimated by up to − 10 % (Wolff
et al., 2021). As the flight strategy for CHARM-F and MAMAP are similar, the results
of the simulation experiments are likely qualitatively comparable to the emission estimates
calculated from MAMAP data in this thesis.

The MAMAP2D-Light measurements of the CO2 plume of the Jänschwalde power plant
on 17.06.2021 were performed at half the total emissions (11.6 Mt CO2 yr−1, see Sect.
6.2.2) and only slightly lower wind speed than during the MAMAP measurements in 2018
(22.3 Mt CO2 yr−1). Therefore, the plume was significantly smaller. Nevertheless, due to
the imaging capabilities of MAMAP2D-Light, the flux was estimated from over 90 inde-
pendent cross-sections after binning to 100 × 100 m2 ground scenes (Sect. 6.2.2). In con-
sequence, accumulations and dilutions in eddies were much better captured, which reduced
the uncertainty contribution due to atmospheric variability drastically (± 4 %, Sect. 6.2.2).
Additionally, the uncertainty due to the normalization to the background is reduced for
larger numbers of cross tracks, as it is assumed that the error produced by the background
fit is statistically distributed and not systematic over the whole flight.

For AVIRIS-NG data, even though the plumes detected in the ABoVE data set (P1 - P4)
were much shorter, still 16 to 68 independent cross-sections could be defined for the different
plumes due to the high spatial resolution (Sect. 6.1.6). For the coal mine ventilation shaft
plume (P5) observable over 1 km, the uncertainty due to atmospheric variability was reduced
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to± 4 %. For the shorter plumes, the uncertainty still remained in the order of± 17 %− 32 %
(Table 6.6).

A direct comparison between AVIRIS-NG and MAMAP2D-Light concerning the detection
of CH4 plumes is difficult. Primarily, for MAMAP2D-Light, an empirical detection limit has
not yet been determined by controlled release experiments, which were initially planned but
had to be postponed due to bad weather conditions during possible experiment times. For
AVIRIS-NG, an empirical detection limit of ∼ 10 kg h−1 was estimated during controlled
release experiments (Thorpe et al., 2016) under favorable conditions. These comprised a
relatively low flight altitude and bright surfaces for consistent detection. Additionally, the
plume length appeared to be 10− 20 m. Therefore, with a ground scene size of 3 − 5 m as
in the data set investigated in this thesis, these plumes would be only 2 - 3 ground scenes
long and therefore challenging to be detected. Nevertheless, plumes with 100 kg h−1 are
well detectable with AVIRIS-NG even under less favorable conditions, as was shown in this
thesis.

For MAMAP2D-Light, a very preliminary detection limit was estimated by overlaying a
CH4 plume over actual retrieval results. The plume was modeled as a gauss plume of
114 kg h−1 at 5 m s−1 wind speed. The relative column enhancements of the model were
gridded to the MAMAP2D-Light spatial resolution and added to a non-orthorectified flight
track over a compressor station in Northern Germany (Fig. 7.2). The image indicated a
point source detection limit for MAMAP2D-Light below 100 kg h−1 for a flight altitude of
∼ 1.5 km.

However, for the emission estimate from all data sets, wind speed uncertainty is one of
the largest uncertainties. It was especially large for the plumes recorded by AVIRIS-NG.
For these near-surface plumes, a well-mixed behavior in the boundary layer can not be
assumed. Therefore, averaging over the wind in the boundary layer, where the ERA5
model is more reliable than at the surface, was not possible. Instead, surface weather
stations several kilometers away from the sources were used. Therefore, wind uncertainties
were one of the major uncertainty contributors. This can only be mitigated entirely by
measurements of the wind in the boundary layer or on-site during or close to the overflight
time.

An alternate approach to estimate emissions was taken by, e.g., Varon et al. (2018) and
Jongaramrungruang et al. (2019) Based on large eddy simulations, they established a rela-
tionship between the angular distribution of the enhancement, the total mass enhancement
in the plume, and the flux. Applying this relationship to observed enhancements then al-
lowed estimating emissions without knowing the surface wind. Still, the uncertainties of the
fluxes obtained by this method are large. Furthermore, it has to be seen if this method can
also be applied to non-point source emissions or for larger plumes not captured by a single
overpass and containing gaps. An example of such measurements would be the MAMAP2D-
Light measurements over the power plant Jänschwalde (Fig. 6.21).

Overall, the cross-sectional flux method proved applicable to imaging and non-imaging
plumes, given that the retrieval showed no significant dependency on surface features be-
sides the plume. Surface features visible in the retrieval results beside the plume prohibited
the application of the cross-sectional flux method for some plumes detected in AVIRIS-NG
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Figure 7.2.: Preliminary estimation of the detection limit for MAMAP2D-Light. A false-
color image of a compressor station in northern Germany is shown on the left.
The compressor station covers most of the scene shown. In the center, the
WFM-DOAS xCH4(CO2) retrieval results over this scene are shown. On the
right, the CH4 enhancements of two gaussian plumes simulated for 5m s−1 and
114 kg h−1 CH4 emissions are added onto the non-orthorectified data at two
positions.

data (see Sect. 6.1.4). Also, the linear dependency on the wind speed requires precise
wind speed estimations for the plume altitude. These wind speed estimates are not readily
available in case of small (and therefore short) plumes at previously unknown locations.
For the MAMAP2D-Light instrument, the cross-sectional flux method will remain a pri-
mary method of emission estimation even for smaller plumes due to the low dependency
of retrieval results on surface properties. Nevertheless, the application of the IME method
(Jongaramrungruang et al., 2019) to detected plumes might decrease uncertainties especially
for smaller plumes which are captured during a single overflight (see, e.g., Varon et al., 2018,
for an instrument with ∼ 1% instrument precision).
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The United Nations have pledged to reduce anthropogenic greenhouse gas emissions to keep
global warming below 1.5 °. However, the global mean surface temperature has already
reached 1.1 ° above preindustrial times for the average of the years 2011− 2020 (S.K.Gulev
et al., 2021). While for the global methane levels, a brief stabilization period could be
observed at the end of the 20th and beginning of the 21st century, CO2 levels have been
rising continuously, and CH4 level increases have accelerated since 2020. For a possibility of
reaching the goal to limit temperature increases below 1.5 °, huge reductions in the emissions
of CH4 and CO2 have to be implemented (IPCC 2018, 2018), and the reduction pledges
monitored.

In this thesis, improvements of the detection and monitoring of CH4 and CO2 emissions
were studied. Three major questions have been studied: First, the possibility and limitations
of retrieving CH4 enhancements from hyperspectral data with the WFM-DOAS retrieval
algorithm; second, the development, characterization, and first validation measurement
results obtained with MAMAP2D-Light, an imaging instrument specifically designed for
the detection and quantification of CH4 and CO2 sources; third, the inclusion of fitting
(aerosol) scattering properties in the FOCAL AIR retrieval scheme to enable the retrieval
of total columns and column enhancements without the need for the proxy method. In the
following, the results for these three research topics are summarized, and, finally, an outlook
for future research is given.

Retrieval of greenhouse gas emissions and emission estimate from
hyperspectral data with the WFM-DOAS retrieval method

The WFM-DOAS method was successfully adapted and applied to hyperspectral AVIRIS-
NG data. It was the first application of the WFM-DOAS retrieval to lower spectral resolu-
tion data. Several plumes were detected (Sect. 6.1.4). For five of these plumes, the emissions
could be estimated (Sect. 6.1.6) with the cross-sectional flux method. The emissions of a
vent revealed emissions of 196 ± 94 kg h−1 and 132 ± 61 kg h−1 for two overflights on two
consecutive days, while two other sources related to gas extraction emitted 157 ± 98 kg h−1

and 204 ± 108 kg h−1. Emissions of a coal mine ventilation shaft were estimated to be
1220 ± 450 kg h−1. These source strengths are quite common, as indicated by the log-
normal distribution of sources in the Four Corners region (Frankenberg et al., 2016). Major
sources of uncertainty for the flux inversion proved to be the wind speed uncertainty and nor-
malization to the background. The latter depended mostly on the surface type and surface
type changes below the plume. For the shorter plumes, also atmospheric variability played
an important but usually smaller role than the other two factors.
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In simulation experiments (Sect. 6.1.2), it was assessed that applying the WFM-DOAS
method to AVIRIS-NG data and applying the proxy method reduces biases due to the
assumed background model calculated with SCIATRAN to well below 1 % on the scale
of the observed plumes. Larger surface elevation deviations would lead to larger biases.
However, below short plumes, the elevation would only change smoothly or by smaller
amounts, e.g., over buildings, therefore not introducing significant biases. Large deviations
of CH4 from the linearisation point led to an underestimation of the true enhancement.
However, such enhancements are only observed near the source for very strong emmitters.
In these cases, the plume expands further so that the cross-sectional flux method for emission
estimate could be applied to downwind tracks with less extreme enhancements where the
bias becomes negligible. In addition, possibly co-emitted CO2 leads to a bias in the proxy,
potentially masking weak CH4 emission plumes in the proxy results. Finally, different
surface types lead to hugely varying biases, where many biases could be reduced to well
below 1 % with the application of the proxy method. However, for surface types with
reflection properties similar to the absorption spectrum of CH4, biases up to 11 % (paving
concrete) were estimated.

The comparison with IMAP-DOAS and MF retrieval results showed good agreement for
the coal mine ventilation shaft plume and the oil or gas extraction plume P3 (Sect. 6.1.5).
Larger discrepancies were observed between WFM-DOAS and MF results for the other three
plumes for which emissions were estimated. A possible cause could be using a constant CH4

absorption spectrum target for the MF, which was not adapted to the conditions during the
overflight up to now. The retrieval scatter in the background over a homogeneous surface
of the WFM-DOAS retrieval results was improved compared to the MF retrieval results for
all plumes except the coal mine ventilation shaft plume. For this plume, all three retrievals
produced similar background column scatter.

In conclusion, the WFM-DOAS method is well suited for retrieving CH4 column enhance-
ments from lower spectral resolution hyperspectral data. The more physically based re-
trieval reduced background retrieval scatter, increasing the precision in the retrieved CH4

plumes. Further advancements could include using a look-up table for surface elevation
to eliminate residual biases from elevation changes, although these have not been a fac-
tor for the detected plumes. Additionally, potentially fitting the surface type from parts
of the spectra not affected by absorption and then using an appropriate spectrum from
a spectral database in addition to the polynomial fit could further improve the retrieval.
Furthermore, the WFM-DOAS retrieval being able to retrieve CH4 enhancements over the
local background from hyperspectral data now renders the application of the WFM-DOAS
retrieval on hyperspectral satellites such as the EnMAP (Guanter et al., 2015) and PRISM
(Mouroulis et al., 2014) satellite a possibility.

Improvement of quantification and observation of greenhouse gas emissions by
MAMAP2D-Light

The Methane Airborne MAPper 2D breadboard (MAMAP2D-Light) was finalized, built,
preliminarily characterized, and flown for a first measurement flight as a major part of
this thesis. The author’s main contributions beside the calculations and evaluations of
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data presented in this thesis were the development of the control software, assisting in the
assembly and adjustment of the instrument, conducting calibration measurements together
with the MAMAP team of IUP Bremen, assisting in the flight planning and operating the
instrument during the test and measurement flights.

The laboratory characterization showed an ISRF with FWHM of ∼ 1.08 nm and a spectral
sampling of ∼ 0.34 nm. Approximately 1.5 % of the detector pixels were classified as bad.
The causes for a pixel to be flagged as bad were either too high dark noise, too low dark cur-
rent (”dead pixels”), or too high or too low sensitivity to illumination.

As the instrument is not temperature stabilized, regular dark spectra with a closed shutter
were recorded during the flight. These were compared to dark spectra acquired in the lab
and showed only minor changes (below 10 BU) over the flight. Dark spectra recorded with
an open shutter but closed lid on the front optics showed a dark current ∼ 380 BU lower
than with the shutter closed. As spectra would see the dark current as with the open lid
dark measurements, these laboratory dark measurements were used for the dark current
correction. Additionally, 10 BU were subtracted from these dark spectra to account for the
additional thermal dark current in-flight compared to the laboratory.

With the observations from the first measurement flight over the power plant Jänschwalde,
an SNR of ∼ 750 was calculated. It is slightly lower than the theoretical SNR of ∼ 910.
A possible cause for the lower SNR in actual measurements could be stray light contribu-
tions, which have not been investigated as part of this thesis. The background retrieval
scatter was ± 0.7 % for the single measurement retrievals, and binning to 100 × 100 m2

pixels reduced the retrieval noise to ± 0.28 %, which is comparable to the retrieval noise
of MAMAP measurements (< 0.3 %, Krautwurst et al., 2017, 2021). The flux inversion
of the observed power plant plume of the power plant Jänschwalde gave a total emission
of 10.3 ± 1.8 Mt CO2 yr−1 (± 17 %), compared to 11.6 Mt CO2 yr−1 estimated from aver-
age weekly activity data for calendar week 24. The main uncertainty contribution by far
was the wind speed uncertainty, followed by the uncertainty due to atmospheric variability.
The uncertainty due to background normalization and retrieval noise were 2.1 % and 1.4 %.
Therefore, validating the MAMAP2D-Light instrument with the power plant plume was
successful.

With the successful validation and the instrument performing well, a unique, lightweight,
precise measurement system for detecting and quantifying CH4 and CO2 emissions from
point sources has been successfully deployed as part of this thesis. Furthermore, the design
allows for flexible deployment of the instrument on multiple platforms. For example, the
instrument will be flown on board the High Altitude Long range Operations (HALO) aircraft
during the COMET 2.0 campaign targeting CH4 emissions in Canada in the summer of
2022.

Improvement of greenhouse gas retrievals by including the treatment of
scattering in FOCAL AIR

To enable the retrieval of CO2 and CH4 columns in more complex areas, e.g., over scales
where the assumption of constant concentrations of the second gas are not valid, and there-
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fore, the proxy approach can not be applied anymore, or in areas with changing and larger
aerosol loads, the new FOCAL AIR retrieval, including the retrieval of scattering param-
eters, was developed for airborne geometry based on the FOCAL retrieval (Reuter et al.,
2017b) and applied to simulated and real MAMAP measurements.

A combination of two fit windows and two state vector configurations was investigated,
resulting in four retrieval configurations. The fit windows investigated comprised a large fit
window covering the whole SWIR channel of the MAMAP instrument, i.e. both the main
absorption features of CH4 and CO2, and separate fit windows covering the absorption
bands of CO2 and CH4 separately, with a gap between the two fit windows. The two state
vector configurations comprised an absorption-only retrieval scheme, which was used as the
baseline to determine possible advances with the scattering retrieval, and the scattering
retrieval configuration.

In simulated measurements, the separate fit window retrieval produced larger biases even for
cases without scattering included in the simulated measurements and for both the scattering
and absorption-only retrieval. Fitting the scattering parameters improved the retrieval
results when aerosols and rayleigh scattering were included in the simulated measurements.
However, this did not eliminate the bias completely, and, dependent on the scenario, biases
of up to 0.22 % remained in the extreme cases (Sect. 6.3.1).

Applying the retrieval to MAMAP measurements acquired over the power plant Jänschwalde
in Mai 2018, the 1-window retrieval results were more consistent with WFM-DOAS re-
trieval results. However, including scattering in the retrieval here increased the back-
ground retrieval scatter compared to the absorption-only retrieval and to WFM-DOAS
retrieval results. The emission estimate from WFM-DOAS proxy retrieval results was
19.4 ± 4.7 Mt CO2 yr−1, which was slightly lower than the estimated emissions from produc-
tivity data and yearly emissions. The latter gave an estimated emission of 22.3 Mt CO2 yr−1.
The absorption-only 2-window proxy retrieval gave similar results, while the absorption-only
1-window proxy retrieval showed significantly higher emission estimates. These are caused
most likely by less accurate CH4 retrieval results in the large fit window, where higher re-
trieval scatter was observed. Including scattering in the retrieval, the 1-window retrieval for
both the proxy and the pure xCO2 retrieval yielded similar results, indicating that, in this
case, both CO2 and CH4 could be retrieved well. Additionally, the estimated emissions of
18.6 ± 6.8 Mt CO2 yr−1 for the CO2 retrieval results matched the estimation using WFM-
DOAS results and, although slightly lower, was consistent with the reported emissions in
the uncertainty range estimated.

Therefore, the FOCAL AIR 1-window retrieval including scattering is a candidate for fur-
ther investigations over more complex terrain and larger areas and could eliminate the use
of the proxy. This is especially valuable for the validation of satellite measurements, where
accurate xCO2 and xCH4 retrieval results are necessary. However, this comes at a sub-
stantial computational cost, with the retrieval taking more than 20 times as long as the
WFM-DOAS retrieval for a similar data set.
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Outlook

The detection and monitoring of greenhouse gas emission sources and validation of satel-
lite systems will stay important in the future. In this regard, new instruments such as
the MAMAP2D imaging instrument are vital. It incorporates higher spectral resolution
and more across track ground scenes compared to MAMAP and MAMAP2D-Light. Fur-
thermore, it contains a NIR spectrometer sampling the O2A absorption features, enabling
measuring gradients over larger distances. Finally, the temperature and pressure stabiliza-
tion will reduce measurement noise, additionally enhancing the detection and quantification
capabilities.

For both the MAMAP2D-Light and (when fully built) the MAMAP2D instrument, detection
limits have to be examined. In this regard, controlled release experiments would be of great
help, where defined low emissions are produced artificially (see, e.g., Thorpe et al., 2016).
However, these are not easily realized, as they require significant amounts of CH4 to be
released into the atmosphere, without endangering the surroundings.

To fully exploit the future data of MAMAP2D, additional research regarding the FOCAL
AIR retrieval is needed. Therefore, the FOCAL AIR retrieval will be applied to data
sets over more complex regions, e.g., the landfill located in a mountainous region observed
during the COMEX campaign in 2014 in California (Krautwurst et al., 2017), or additional
data recorded during the COMET campaign over the Upper Silesian Coal Basin (e.g., the
data set investigated by Krautwurst et al., 2021). Additionally, the performance must
be parallelized to reduce the computation time. Finally, for the FOCAL AIR retrieval,
radiometrically calibrated data are needed. While the retrieval worked with the white
light corrected relative intensities, absolute radiometric calibration will likely improve the
scattering retrieval.

The flux inversion from non-imaging and imaging data can significantly be improved with
better knowledge about the wind speed and wind direction inside the plume or by elimi-
nating the need for the knowledge of the wind speed from the inversion. Better knowledge
of the wind speed could be gained by in situ wind observations during the overflight. How-
ever, this is only feasible for plumes for which the location is known prior to the flight.
Also, it may be possible to improve wind speed knowledge by flying a wind lidar on the
same aircraft as the remote sensing instrument (Thorpe et al., 2021), given that the air-
craft is large enough. Removing the dependency of wind information at the plume loca-
tion may be achieved with imaging data by taking the plume shape into account (Varon
et al., 2018; Jongaramrungruang et al., 2019). The applicability to lower spatial resolution
MAMAP2D and MAMAP2D-Light data and especially non-continuous plumes sampled in
multiple overflights as the Jänschwalde power plant plume (Fig. 6.21) has to be explored
in simulations.

Finally, with the methods investigated in this thesis and the instruments MAMAP2D-Light
and MAMAP2D, emission estimates based on satellite data can be validated for selected tar-
get regions. Especially in cases where official reports and satellite-based emission estimates
differ largely (Tu et al., 2022, e.g., the landfills around Madrid), these independent valida-
tions would improve confidence in satellite-based emission estimates.
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A.1. Comparison of ERA5 50m height averaged data with surface
weather stations

For the AVIRIS-NG data, the plumes were mainly located near the ground and relatively
short. To estimate if using ERA5 wind speed data for near-surface winds would lead to
errors in the flux estimation, the average wind speed over the lowest 50 m of ERA5 data
were compared to hourly mean wind speed data obtained from weather stations near the
plumes P1 - P5. Wind speed data obtained at the Firebag weather station (Wood Buffalo
Environmental Association, 2020) ∼ 20 km east of the plume were used for P1 and P2.
For P3 and P4, hourly mean wind speed data from the weather stations “Sundre A” and
“Patricia AGCM”1, located 5 km and 17 km away from the source, were used. Finally, for
P5, the mean hourly wind speed data from the Four Corners Regional Airport weather
station from the MesoWest network (Horel et al., 01 Feb. 2002) ∼ 15 km east of the
source was taken. The comparison with ERA5 data averaged over the boundary layer at
the weather station locations is shown in Fig. A.1 for all those stations and the time of
overflight.

The ERA5 data significantly deviated from the wind speeds measured by the weather sta-
tions, with a mean deviation of ± 2.5 m s−1 and a maximum deviation of ± 3.5 m s−1. There-
fore, in the flux inversions, the wind speed data measured nearly ”on-site” by the weather
stations was used for a more realistic flux inversion.

1Data provided by Alberta Agriculture and Forestry, Alberta Climate Information Service (ACIS) https:
//acis.alberta.ca (retrieved in Dec. 2020)
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Figure A.1.: Comparison between wind speed averaged over the lowest 50m above ground
for ERA5 data and collocated wind station data. ERA5 data significantly
underestimated the wind speed present at a given time.
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A.2. Cross-sections through the plume for flux inversion of
MAMAP2D-Light data

In this section, the background-normalized cross-sections for all binned viewing directions
for each cross-track are shown. The plume borders are depicted in dashed green lines, while
the colors represent the different viewing directions. The area outside the green dashed
lines was used for calculating the linear background fit for background normalization of the
data (see Sect. 5.3). The large data gaps, especially in the first flight tracks, are due to low
radiances over water surfaces near the power plant, which resulted in bad fit results in the
WFM-DOAS retrieval.

Figure A.2.: Cross tracks through the plume for MAMAP2D-Light data for the first flight
track. The dashed green lines denote the plume borders, and the different
colors denote the different binned viewing directions. The area outside the
plume borders is used for the linear background fit, while the flux is estimated
as integral over the enhancements inside the plume.
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Figure A.3.: Same as Fig. A.2, but for the second flight track.

Figure A.4.: Same as Fig. A.2, but for the third flight track.
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Figure A.5.: Same as Fig. A.2, but for the fourth flight track.

Figure A.6.: Same as Fig. A.2, but for the fifth flight track.
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Figure A.7.: Same as Fig. A.2, but for the sixth flight track.

Figure A.8.: Same as Fig. A.2, but for the seventh flight track.
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Figure A.9.: Same as Fig. A.2, but for the eighth flight track.

Figure A.10.: Same as Fig. A.2, but for the nineth flight track.
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A.3. Aerosol scenarios for FOCAL AIR simulated measurements

The simulated measurements for the test of the FOCAL AIR retrieval described in Sect.
6.3.1 use the following three aerosol scenarios. These all comprise three layers of aerosols,
spanning from the ground to 2 km, from 2 to 10 km and from 10 to 29 km. The aerosol
types represent a background scenario (Table A.1), a continental scenario (Table A.2) and
an urban aerosol scenario (Table A.3).

Table A.1.: Background aerosol scenario for the FOCAL AIR simulation experiments

parameter NIR SWIR

Aerosol layer 1

Top altitude 29 km 29 km
Aerosol type background background
Phase function Mie Mie
Single scattering albedo 1.000 (694 nm) 0.998 (1536 nm)
Asymetry Factor 0.694 (694 nm) 0.447 (1536 nm)
Single scattering albedo 1.000 (860 nm) 0.989 (1800 nm)
Asymetry Factor 0.650 (860 nm) 0.372 (1800 nm)

Aerosol layer 2

Top altitude 10 km 10 km
Aerosol type background background
Phase function Mie Mie
Single scattering albedo 1.000 (694 nm) 0.998 (1536 nm)
Asymetry Factor 0.694 (694 nm) 0.447 (1536 nm)
Single scattering albedo 1.000 (860 nm) 0.989 (1800 nm)
Asymetry Factor 0.650 (860 nm) 0.372 (1800 nm)

Aerosol layer 3

Top altitude 2 km 2 km
Aerosol type background background
Phase function Mie Mie
Single scattering albedo 1.000 (694 nm) 0.998 (1536 nm)
Asymetry Factor 0.694 (694 nm) 0.447 (1536 nm)
Single scattering albedo 1.000 (860 nm) 0.989 (1800 nm)
Asymetry Factor 0.650 (860 nm) 0.372 (1800 nm)

Aerosol optical thickness 0.0197 (760 nm) 0.0026 (1650 nm)
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Table A.2.: Continental aerosol scenario for the FOCAL AIR simulation experiments

parameter NIR SWIR

Aerosol layer 1

Top altitude 29 km 29 km
Aerosol type background background
Phase function Mie Mie
Single scattering albedo 1.000 (694 nm) 0.998 (1536 nm)
Asymetry Factor 0.694 (694 nm) 0.447 (1536 nm)
Single scattering albedo 1.000 (860 nm) 0.989 (1800 nm)
Asymetry Factor 0.650 (860 nm) 0.372 (1800 nm)

Aerosol layer 2

Top altitude 10 km 10 km
Aerosol type continental continental
Phase function Mie Mie
Single scattering albedo 0.884 (694 nm) 0.758 (1536 nm)
Asymetry Factor 0.630 (694 nm) 0.638 (1536 nm)
Single scattering albedo 0.847 (860 nm) 0.762 (1800 nm)
Asymetry Factor 0.630 (860 nm) 0.672 (1800 nm)

Aerosol layer 3

Top altitude 2 km 2 km
Aerosol type continental continental
Phase function Mie Mie
Single scattering albedo 0.884 (694 nm) 0.758 (1536 nm)
Asymetry Factor 0.630 (694 nm) 0.638 (1536 nm)
Single scattering albedo 0.847 (860 nm) 0.762 (1800 nm)
Asymetry Factor 0.630 (860 nm) 0.672 (1800 nm)

Aerosol optical thickness 0.159 (760 nm) 0.057 (1650 nm)
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Table A.3.: Urban aerosol scenario for the FOCAL AIR simulation experiments

parameter NIR SWIR

Aerosol layer 1

Top altitude 29 km 29 km
Aerosol type background background
Phase function Mie Mie
Single scattering albedo 1.000 (694 nm) 0.998 (1536 nm)
Asymetry Factor 0.694 (694 nm) 0.447 (1536 nm)
Single scattering albedo 1.000 (860 nm) 0.989 (1800 nm)
Asymetry Factor 0.650 (860 nm) 0.372 (1800 nm)

Aerosol layer 2

Top altitude 10 km 10 km
Aerosol type urban urban
Phase function Mie Mie
Single scattering albedo 0.636 (694 nm) 0.461 (1536 nm)
Asymetry Factor 0.586 (694 nm) 0.566 (1536 nm)
Single scattering albedo 0.593 (860 nm) 0.409 (1800 nm)
Asymetry Factor 0.584 (860 nm) 0.574 (1800 nm)

Aerosol layer 3

Top altitude 2 km 2 km
Aerosol type urban urban
Phase function Mie Mie
Single scattering albedo 0.636 (694 nm) 0.461 (1536 nm)
Asymetry Factor 0.586 (694 nm) 0.556 (1536 nm)
Single scattering albedo 0.593 (860 nm) 0.409 (1800 nm)
Asymetry Factor 0.584 (860 nm) 0.574 (1800 nm)

Aerosol optical thickness 0.152 (760 nm) 0.050 (1650 nm)
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A.4. Updated spectral calibration of the MAMAP instrument

A.4.1. Calibration setup and data description

Until now, for the MAMAP instrument, a line shape function derived from illuminating
the instrument by spectral line lamps was used (Gerilowski et al., 2011). However, the
grating of the MAMAP spectrometer had to be turned for a reasonably strong emission
line of the lamp to hit the detector. This resulted in a double gaussian line shape function
for the SWIR characterized by the coupled FWHM between the two gaussian terms, and
a gaussian line shape function for the NIR. The FWHM of the (double) gaussian function
was then adjusted in spectral measurements together with a wavelength shift and squeeze
to minimize the residuals between the measured spectra and the fitted forward model in
the WFM-DOAS method until an optimal set of the FWHM, the shift, and the squeeze was
achieved.

With the acquisition of two tunable external cavity diode LASER covering the wavelength
ranges 755− 780 nm (NIR) and 1590− 1780 nm (SWIR), an update of the line shape func-
tion and the wavelength grid calibration was possible. To illuminate the entrance fiber of
MAMAP homogeneously, the calibration setup described in Sect. 5.1.3.2 and shown in Fig.
5.5 was used. Depending on the channel under investigation, the NIR or SWIR LASER was
coupled into the integration sphere.

For the calibration of the MAMAP SWIR channel, 19 laser measurements at 5 nm intervals
covering the wavelength range from 1593.85 to 1683.46 nm were acquired with an integration
time of 30 ms. At each wavelength, 100 dark and 100 illuminated spectra were recorded to
reduce the measurement noise by averaging.

For the calibration of the MAMAP NIR channel, 16 laser measurements at 1 nm intervals
covering the wavelength range from 756.46 to 771.38 nm were recorded with an integration
time of 1 second. Due to the longer integration time, 50 dark and 50 illuminated spectra
were recorded at each wavelength.

A.4.2. Calibration caluclation and results

The new wavelength grid for the NIR and SWIR channel was fitted in the following way:
First, for each set of measurements at a single wavelength, the mean illuminated and dark
spectrum was calculated, and the dark spectrum was subtracted from the illuminated spec-
trum. Then, the spectrum was normalized to the peak value of the spectrum, and the
wavelength of the LASER was attributed to the pixel with the highest intensity. Fi-
nally, a second-order polynomial was fitted to the data. The new nanometer wavelength
grids wlNIR(x) and wlSWIR(x) for the MAMAP channels dependent on the pixel number x
were

wlNIR(x) = 755.5881 + 0.0653104 · x− 2.252478 · 10−6 · x2 (A.170)

wlSWIR(x) = 1587.560 + 0.1012153 · x− 4.104408 · 10−6 · x2. (A.171)
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Figure A.11.: New and old wavelength grid for the NIR (a) and SWIR (b) channel of the
MAMAP instrument. The chip’s central spatial region was used for the NIR
channel.

In Fig. A.11, the updated wavelength grid is displayed over the old wavelength grid. Es-
pecially at the edges of the detector, the wavelength grids differ, while in the middle, the
wavelength grids are nearly identical. This is primarily due to the old wavelength grid being
strictly linear.

The update of the instrument line shape function for the MAMAP instrument resulted from
the requirement of FOCAL AIR for an instrument line shape function for each spectral pixel
for the best fit. Additionally, it was known from previous measurements that there are
differences in the average response function on the chip in the region where the absorption
bands of CO2 are recorded compared to the region where the CH4 absorption bands are
located on the detector. Measuring the ISRF at multiple pixels across the detector with
high sampling would require an automated setup for the acquisition of the spectra and
wavelengths of the LASER. This was out of the scope of this thesis. However, MAMAP
has an oversampling of ∼ 9, meaning the spectral sampling is ∼ nine times higher than
the spectral resolution. This led to the wavelength-dependent ISRF calibration procedure
described below.

For this approach, the measurements used for calibrating the wavelength grid of the in-
strument were used again. The average of each set of measurements at one wavelength
is the detector response to light from this wavelength. In a first approximation, it was
assumed that the center wavelength of the detector pixel with the highest response is the
LASER wavelength. As a result of the measurements in both channels, a double gaussian
ISRF

fdg(x) = k · exp

(
−
(

2 ·
√

ln 2
x

fwhm

)2)
+ (1− k) · exp

(
−
(

2 ·
√

ln 2
x + fwhm · sh
fwhm · sc

)2)
(A.172)

176



A. Appendix

with the four free fit parameters fwhm (full width at half maximum of the main gaussian
function), k (weighting term between the two gaussian functions), sh (shift of the maximum
of the second gaussian function relative to the first in terms of the fwhm), and sc (scaling
of the fwhm of the second gaussian function) was fitted to each averaged measurement.
This resulted in 19 fits of the ISRF across the detector. The results for the fit parameters
for the NIR and SWIR are shown in Fig. A.13 and Fig. A.12 respectively. Most likely
due to the difference between the true central pixel wavelength and LASER wavelength,
as well as some instabilities of the LASER signal in the MAMAP instrument due to the
entrance fiber, there are some oscillations in the parameters, although this is physically
unrealistic. Therefore, a linear fit was calculated for all parameters, giving updated slit
function definitions for each spectral pixel of both channels.
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Figure A.12.: Fit results for the double gaussian parameters for each wavelength measure-
ment in the SWIR channel. The strong (and periodic) variability in the pa-
rameters is most likely due to the position of the LASER peak wavelength
relative to the true pixel center.
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Figure A.13.: Fit results for the double gaussian parameters for each wavelength measure-
ment. The strong (and periodic) variability in the parameters is most likely
due to the position of the LASER peak wavelength relative to the true pixel
center.
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A.5. Flux inversion and uncertainty analysis of the WFM-DOAS
retrieval results for the Jänschwalde power plant from
MAMAP data

The cross-tracks for the cross-sectional flux method were extracted as described in Sect.
6.3.4. The resulting cross-tracks after normalization to the local background are shown in
the figures A.14 to A.20.

Figure A.14.: Background normalized and binned retrieval results of the first cross-track
downwind of the source for the WFM-DOAS retrieval.

The flux uncertainty was calculated from the contributions described in Sect. 5.3 as follows
(see also Table A.4), divided into the three blocks ”enhancement above background”, ”wind-
related” and ”atmospheric variability”:

In the first block, the background normalization contributes a flux uncertainty of
± 1.1Mt CO2 yr−1, calculated from the residuum of the background fit and the resulting
column uncertainty in the plume. The background total column for WFM-DOAS is not
fitted and therefore assumed to be known to ± 5% from the used models. This leads to a
flux uncertainty of ± 1.0Mt CO2 yr−1. The retrieval noise estimated from the 1σ standard
deviation of the background retrieval results besides the plume introduces a flux uncertainty
of ± 0.1Mt CO2 yr−1.

The wind speed uncertainty introduces the largest flux uncertainty for the WFM-DOAS
proxy retrieval results with ± 3.1Mt CO2 yr−1, while the wind direction uncertainty causes
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Figure A.15.: Same as Fig. A.14, but for the second cross-track downwind of the source.

a flux uncertainty of ± 2.2Mt CO2 yr−1.

The atmospheric variability, calculated as the 1σ standard deviation over the individual flux
estimates per cross-track introduces a flux uncertainty of± 2.4Mt CO2 yr−1.

Summing all uncertainty contributions quadratically, the resulting total flux uncertainty is
± 4.7Mt CO2 yr−1.

Table A.4.: Uncertainty estimation of the flux inversion for WFM-DOAS retrieval results
after application of the proxy.

Uncertainty contribution proxy

Background normalization ± 1.1Mt CO2 yr−1 (6%)
Background total column ± 1.0Mt CO2 yr−1 (5%)
Retrieval result noise ± 0.1Mt CO2 yr−1 (1%)

Wind speed ± 3.1Mt CO2 yr−1 (16%)
Wind direction ± 2.2Mt CO2 yr−1 (11%)

Atmospheric variability ± 2.4Mt CO2 yr−1 (12%)

Total uncertainty ± 4.7Mt CO2 yr−1 (24%)
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Figure A.16.: Same as Fig. A.14, but for the third cross-track downwind of the source.

Figure A.17.: Same as Fig. A.14, but for the fourth cross-track downwind of the source.
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Figure A.18.: Same as Fig. A.14, but for the fifth cross-track downwind of the source.

Figure A.19.: Same as Fig. A.14, but for the sixth cross-track downwind of the source.
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Figure A.20.: Same as Fig. A.14, but for the seventh cross-track downwind of the source.
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A.6. FOCAL AIR cross-tracks for cross-sectional flux method

In this section of the appendix, the different cross-tracks of the plume for the four different
FOCAL AIR retrieval settings (absorption-only and scattering with one or two fit windows
in the SWIR) are shown in addition to the first cross-track shown for each retrieval in
the main text. This follows the same order as the main retrieval result section (Sect.
6.3.4).

A.6.1. Cross-tracks for flux inversion of FOCAL AIR absorption-only 2-window
retrieval results

Figure A.21.: Background normalized and binned retrieval results of the first cross-track
downwind of the source for the absorption-only 2-window FOCAL AIR re-
trieval. For comparison, also the WFM-DOAS retrieval results are shown in
black.
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Figure A.22.: Same as Fig. A.21, but for the second cross-track downwind of the source.

Figure A.23.: Same as Fig. A.21, but for the third cross-track downwind of the source.
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Figure A.24.: Same as Fig. A.21, but for the fourth cross-track downwind of the source.

Figure A.25.: Same as Fig. A.21, but for the fifth cross-track downwind of the source.
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Figure A.26.: Same as Fig. A.21, but for the sixth cross-track downwind of the source.

Figure A.27.: Same as Fig. A.21, but for the seventh cross-track downwind of the source.
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A.6.2. Cross-tracks for flux inversion of FOCAL AIR scattering 2-window
retrieval results

Figure A.28.: Background normalized and binned retrieval results of the first cross-track
downwind of the source for the scattering 2-window FOCAL AIR retrieval.
For comparison, also the WFM-DOAS retrieval results are shown in black.
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Figure A.29.: Same as Fig. A.28, but for the second cross-track downwind of the source.

Figure A.30.: Same as Fig. A.28, but for the third cross-track downwind of the source.
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Figure A.31.: Same as Fig. A.28, but for the fourth cross-track downwind of the source.

Figure A.32.: Same as Fig. A.28, but for the fifth cross-track downwind of the source.
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Figure A.33.: Same as Fig. A.28, but for the sixth cross-track downwind of the source.

Figure A.34.: Same as Fig. A.28, but for the seventh cross-track downwind of the source.

192



A. Appendix

A.6.3. Cross-tracks for flux inversion of FOCAL AIR absorption-only 1-window
retrieval results

Figure A.35.: Background normalized and binned retrieval results of the first cross-track
downwind of the source for the absorption-only 1-window FOCAL AIR re-
trieval. For comparison, also the WFM-DOAS retrieval results are shown in
black.
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Figure A.36.: Same as Fig. A.35, but for the second cross-track downwind of the source.

Figure A.37.: Same as Fig. A.35, but for the third cross-track downwind of the source.
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Figure A.38.: Same as Fig. A.35, but for the fourth cross-track downwind of the source.

Figure A.39.: Same as Fig. A.35, but for the fifth cross-track downwind of the source.
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Figure A.40.: Same as Fig. A.35, but for the sixth cross-track downwind of the source.

Figure A.41.: Same as Fig. A.35, but for the seventh cross-track downwind of the source.
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A.6.4. Cross-tracks for flux inversion of FOCAL AIR scattering 1-window
retrieval results

Figure A.42.: Background normalized and binned retrieval results of the first cross-track
downwind of the source for the scattering 1-window FOCAL AIR retrieval.
For comparison, also the WFM-DOAS retrieval results are shown in black.
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Figure A.43.: Same as Fig. A.42, but for the second cross-track downwind of the source.

Figure A.44.: Same as Fig. A.42, but for the third cross-track downwind of the source.
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Figure A.45.: Same as Fig. A.42, but for the fourth cross-track downwind of the source.

Figure A.46.: Same as Fig. A.42, but for the fifth cross-track downwind of the source.
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Figure A.47.: Same as Fig. A.42, but for the sixth cross-track downwind of the source.

Figure A.48.: Same as Fig. A.42, but for the seventh cross-track downwind of the source.
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plant Jänschwalde in June 2021 . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.18. Example spectrum of MAMAP2D-Light . . . . . . . . . . . . . . . . . . . . . 115
6.19. RMS filtering of MAMAP2D-Light data . . . . . . . . . . . . . . . . . . . . . 117
6.20. MAMAP2D-Light data set after correction for signal dependency of the re-

trieval results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.21. Image of the power plant plume of Jänschwalde retrieved from MAMAP2D-
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A.10.Cross tracks through the Jänschwalde power plant plume for MAMAP2D-

Light data for the nineth flight track . . . . . . . . . . . . . . . . . . . . . . . 171
A.11.New and old wavelength grid for the MAMAP instrument . . . . . . . . . . . 176
A.12.ISRF fit results for the SWIR channel of the MAMAP instrument . . . . . . 178
A.13.Fit results for the double gaussian parameters for each wavelength measure-

ment. The strong (and periodic) variability in the parameters is most likely
due to the position of the LASER peak wavelength relative to the true pixel
center. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

A.14.CO2 column enhancement in the first cross-track of the Jänschwalde power
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power plant plume retrieved with the FOCAL AIR absorption only 2-window
retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

A.28.CO2 column enhancement in the first cross-track of the Jänschwalde power
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B., Mammarella, I., Manise, T., Jiménez, S. M., Matteucci, G., Mauder, M., Meier,
P., Merbold, L., Mereu, S., Metzger, S., Migliavacca, M., Mölder, M., Montagnani, L.,
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Y., Velazco, V. A., and Warneke, T. XCO2 retrieval for GOSAT and GOSAT-2 based
on the FOCAL algorithm. Atmospheric Measurement Techniques, 14, no. 5:pp. 3837–
3869. doi:10.5194/amt-14-3837-2021. URL https://amt.copernicus.org/articles/

14/3837/2021/, 2021.
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Modifications to the initial submission

Location Original text Modified text

Page iv Is it possible to apply the weight-
ing function modified differential
absorption spectroscopy (WFM-
DOAS) retrieval method to hyper-
spectral data to infer greenhouse gas
emissions?

Is it possible to apply the weighting
function modified differential opti-
cal absorption spectroscopy (WFM-
DOAS) retrieval method to hyper-
spectral data to infer greenhouse gas
emissions?

Page 3 These include measurements in the
thermal infrared spectral region
(e.g., the Spatially Enhanced Broad-
band Array Spectrograph System
(SEBASS, Vaughan et al., 2003) or
the Hyperspectral Thermal Emis-
sion Spectrometer (HyTES, Hook
et al., 2013)) successfully detected
CH4 plumes when flying low.

These include measurements in the
thermal infrared spectral region
(e.g., the Spatially Enhanced Broad-
band Array Spectrograph System
(SEBASS, Vaughan et al., 2003) or
the Hyperspectral Thermal Emission
Spectrometer (HyTES, Hook et al.,
2013)), which successfully detected
CH4 plumes when flying low.

Page 3 Successful methane retrievals were
done using either a cluster tuned
match filter approach (Thompson
et al., 2015), which uses a hypothe-
sis test between the presence and ab-
sence of additional CH4 to infer CH4

increases.

Successful methane retrievals were
mostly done using a cluster tuned
match filter approach (Thompson
et al., 2015), which uses a hypothe-
sis test between the presence and ab-
sence of additional CH4 to infer CH4

increases.

Page 5 The results of the methods applied
to the data sets are given in Chapter
6. First, the retrieval of column en-
hancements from AVIRIS-NG with
the WFM-DOAS method is given in
Sect. 6.1, comparisons with other
retrievals and inversion of detected
plumes with the cross-sectional flux
method are also shown.

The results of the methods applied
to the data sets are given in Chapter
6. First, the retrieval of column en-
hancements from AVIRIS-NG with
the WFM-DOAS method is given
in Sect. 6.1, where comparisons
with other retrievals and inversion
of detected plumes with the cross-
sectional flux method are also shown.

Page 13 The yearly net carbon fluxes for the
decade 20010 - 2019 estimated by
the GCP are given in Fig. 2.3 in
Gt C yr−1.

The yearly net carbon fluxes for the
decade 2010 - 2019 estimated by
the GCP are given in Fig. 2.3 in
Gt C yr−1.
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Location Original text Modified text

Page 15 CO2 + CO 2–
2 + H2O 2HCO –

3 CO2 + CO 2–
2 + H2O 2 HCO –

3

Page 15 Ca2+ + 2HCO –
3 CaCO3 +

H2CO3

Ca2+ + 2 HCO –
3 CaCO3 +

H2CO3

Page 15 The lifetime calculated in this man-
ner is more in the order of several
ten thousand years and might even
be more than 100 000 thousand years
(see e.g. Archer et al., 2009, and
sources within).

The lifetime calculated in this man-
ner is more in the order of sev-
eral ten thousand years and might
even be more than 100 000 years (see
e.g. Archer et al., 2009, and sources
within).

Page 18 (x-axis pressure label not visible) Changed image so that pressure la-
bel for x-axis is visible

Page 46 , they have significant difficulties de-
tecting sources at the surface when
flying higher

, they had significant difficulties de-
tecting sources at the surface when
flying higher

Page 54 The solar spectrum I0 for the for-
ward model is a combination of a
polynomial fitted to the Thullier-
Kurucz solar spectrum for the so-
lar background radiation and the
Toon high-resolution solar spectrum
(Toon et al., 2016) in the 2016 ver-
sion, calculated by Max Reuter.

The solar spectrum I0 for the for-
ward model is a combination of a
polynomial fitted to the Thullier-
Kurucz solar spectrum for the so-
lar background radiation and the
Toon high-resolution solar spectrum
(Toon, 2015) in the 2016 version, cal-
culated by Max Reuter.

Page 132 For the 1-window absorption-only re-
trieval, the xCH4 was plotted against
the also visible in Fig. 6.34, where
the background white light corrected
intensity was plotted beneath the
xCH4.

This is also visible in Fig. 6.34
for the 1-window absorption-only re-
trieval, where the background white
light corrected intensity was plotted
beneath the xCH4.
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