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Abstract

Glacier mass loss is an iconic process induced by anthropogenic climate change. It threatens human

livelihood at coasts affected by the rising sea level and in glacierized hydrological basins where the

glacial runoff is essential for water availability. Moreover, as glacier mass loss adds large amounts

of freshwater to the oceans, it might alter ocean circulation in a way that affects marine ecosys-

tems and the climate system. Only recently, satellite-data processing revealed mass changes on an

individual glacier level (outside the large ice sheets), but only for the last two decades. Glacier

mass change observations become increasingly sparse going back in time. Therefore, the glaciers’

past contribution to global mean sea level rise can only be reconstructed using numerical models.

Since glacier mass change will continue during this century, it is vital to understand how this will

affect global mean sea level, ocean circulation, and regional hydrology. Again, this is only possible

using numerical models. Hence, it is essential to improve these models by incorporating previously

neglected processes of glacier mass change into them, mainly in the form of parametrizations, and

by constraining them using observations. Moreover, it is crucial to understand the uncertainties of

results produced by numerical models, as they can never fully represent the natural world, which

also hinges on the amount and quality of observational data. This work will tackle aspects of three

issues in numerically modeling glacier mass changes: past glacier mass change reconstructions’ un-

certainties, future mass change projections’ uncertainties, specifically regarding marine-terminating

glaciers, and ice-ocean interactions in the northern hemisphere outside the Greenland ice sheet.

All three issues are relevant in addressing the question of how glaciers respond to changes in their

mass balance due to climatic changes and what consequences such changes have for the Earth

system and, ultimately, human livelihood. It is found that the further outside the glaciological and

meteorological observations’ spatial and temporal domain a numerical model is applied, the more

uncertain reconstructed glacier mass changes become. Similarly, one primary source of uncertainty

in future glacier mass change projections is the difference in climate models’ outputs of near-surface

temperatures and precipitation. More accurately describing marine-terminating glacier dynamics

and considering volume changes below sea level reduces estimates of future glacier contribution

to global mean sea level rise systematically. However, significant uncertainties due to uncertainty

about appropriate values for parameters involved in modeling (marine-terminating) glaciers’ dy-

namics are detected. Concerning ice-ocean interactions, it was found that including the freshwater

input from glacier mass loss in the northern hemisphere (outside the Greenland ice sheet) in an

ocean general circulation model significantly impacts the simulated high-latitude ocean circulation.

Finally, a first estimate of the ice mass glaciers lose due to melting directly into the ocean was

produced.
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Zusammenfassung

Der Massenverlust der Gletscher ist ein ikonischer Prozess, der durch den anthropogenen Klimawandel

verursacht wird. Er bedroht die Lebensgrundlage der Menschen an den Küsten, die vom Anstieg des

Meeresspiegels betroffen sind, und in vergletscherten Wassereinzugsgebieten, wo der Gletscherabfluss für

die Wasserverfügbarkeit von entscheidender Bedeutung ist. Da durch den Massenverlust der Gletscher

große Mengen an Süßwasser in den Ozean gelangen, könnte dies die Ozeanzirkulation in einer Weise

verändern, die sich auf marine Ökosysteme und das Klimasystem auswirkt. Erst in jüngster Zeit hat

die Verarbeitung von Satellitendaten Massenänderungen auf der Ebene einzelner Gletscher (außerhalb

der großen Eisschilde) aufgezeigt, allerdings nur für die letzten zwei Jahrzehnte. Die Beobachtungen von

Gletschermassenveränderungen werden immer spärlicher, je weiter man in die Vergangenheit zurückgeht.

Daher kann der frühere Beitrag der Gletscher zum mittleren globalen Meeresspiegelanstieg nur mit Hilfe

numerischer Modelle rekonstruiert werden. Da sich die Gletschermassenänderung in diesem Jahrhundert

fortsetzen wird, ist es wichtig zu verstehen, wie sich dies auf den mittleren globalen Meeresspiegel, die

Ozeanzirkulation und die regionale Hydrologie auswirken wird. Auch dies ist nur mit Hilfe numerischer

Modelle möglich. Daher müssen diese Modelle stetig verbessert werden, indem bisher vernachlässigte

Prozesse der Gletschermassenänderung einbezogen werden, häufig durch Parametrisierungen, und indem

sie durch Beobachtungen angepasst werden. Darüber hinaus ist es von Bedeutung, die Unsicherheiten der

Ergebnisse numerischer Modelle zu verstehen, da diese die natürliche Welt nie vollständig abbilden können,

was auch von der Menge und Qualität der Beobachtungsdaten abhängt. Diese Arbeit wird sich mit drei

Aspekten der numerischen Modellierung von Gletschermassenänderungen befassen: den Unsicherheiten

bei der Rekonstruktion vergangener Gletschermassenänderungen, den Unsicherheiten bei der Vorhersage

zukünftiger Massenänderungen, insbesondere in Bezug auf marin-terminierende Gletscher, und den Wech-

selwirkungen zwischen Eis und Ozean in der nördlichen Hemisphäre außerhalb des grönländischen Eiss-

childes. Alle drei Themen sind relevant für die Frage, wie Gletscher auf Veränderungen in ihrer Massenbi-

lanz aufgrund von Klimaveränderungen reagieren und welche Folgen solche Veränderungen für das Erdsys-

tem und letztlich für die Lebensgrundlage des Menschen haben. Es zeigte sich, dass die rekonstruierten

Gletschermassenänderungen umso unsicherer werden, je weiter außerhalb des räumlichen und zeitlichen

Bereichs der glaziologischen und meteorologischen Beobachtungen ein numerisches Modell angewendet

wird. Eine der Hauptursachen für Unsicherheiten bezüglich künftiger Gletschermassenänderungen sind

die unterschiedlichen Ergebnisse der Klimamodelle für oberflächennahe Temperaturen und Niederschläge.

Eine genauere Beschreibung der Dynamik marin-terminierender Gletscher und die Berücksichtigung von

Volumenänderungen unterhalb des Meeresspiegels verringern die Schätzungen des künftigen Beitrags der

Gletscher zum globalen mittleren Meeresspiegelanstieg systematisch. Es wurden jedoch erhebliche Un-

sicherheiten festgestellt, die auf die Ungewissheit über geeignete Werte für die Parameter zurückzuführen

sind, die bei der Modellierung der Dynamik von (marin-terminierenden) Gletschern eine Rolle spielen. In

Bezug auf die Wechselwirkungen zwischen Eis und Ozean wurde festgestellt, dass die Einbeziehung des

Süßwassereintrags aus demMassenverlust der Gletscher auf der Nordhalbkugel (außerhalb des grönländischen

Eisschildes) in ein Ozeanzirkulationsmodell die simulierte Ozeanzirkulation in den hohen Breiten signifikant

beeinflusst. Schließlich wurde eine erste Schätzung der Eismasse vorgenommen, die die Gletscher durch

ihr submarines Schmelzen verlieren.
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Thesis Outline

After a short introduction of the main concepts and methods that will be applied in this

work, the objectives of this thesis will be defined. These objectives will subsequently be

addresses in three main chapters. Two of these chapters have been published as articles

in peer-reviewed scientific journals, and the third chapter is currently in review for such a

journal:

• Malles, J.-H. and Marzeion, B., 2021: Twentieth century global glacier mass change:

an ensemble-based model reconstruction, The Cryosphere, 15, 3135–3157, doi:10.5194/tc-

15-3135-2021

• Malles, J.-H., Maussion, F., Ultee, L., Kochtitzky, W., Copland, L., and Marzeion,

B., 2023: Exploring the impact of a frontal ablation parameterization on projected

21st-century mass change for Northern Hemisphere glaciers, Journal of Glaciology,

1–16, doi: 10.1017/jog.2023.19

• Malles, J.-H., Marzeion, B., and Myers, P. G., 2023: Freshwater input from glacier

melt outside Greenland alters modeled northern high-latitude ocean circulation, in

review for Journal of Geophysical Research: Oceans

In the last two chapters, the whole thesis and its outcomes regarding the stated objectives

will be discussed, the outcomes summarized, and avenues for future research pointed out.
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Chapter 1: Introduction

Presently, humans are emitting vast quantities of so-called greenhouse gases into Earth’s

atmosphere by the combustion of fossil fuels, land cover changes, land use, livestock breed-

ing and manure, and ancillary industrial processes. This conduct has already altered

Earth’s atmosphere’s chemical composition due to a drastic increase in the three major

greenhouse gases’ concentrations (carbon dioxide, methane, and nitrous oxide), which are

now higher than during any time of the human species’ existence (Gulev et al., 2021).

Since the name greenhouse gas originates from the fact that these gases absorb portions

of the Earth’s outgoing longwave radiation and partly re-emit it, the main consequence

of increasing greenhouse gas concentrations is an increased longwave radiation (i.e., ra-

diative forcing) from the atmosphere back towards Earth’s surface (Gulev et al., 2021).

This increasing radiative forcing increases the amount of heat stored in the Earth system

leading to a warming climate, but has the potential to evoke complex processes in the

dynamical Earth system that can increase or decrease the radiative forcing (positive and

negative feedbacks). The release of stored carbon reservoirs (fossil fuels) are a perturbation

of the natural carbon cycle. Massive perturbations of Earth’s carbon cycle can lead to the

crossing of tipping points or thresholds in the dynamical system, leading to changes that

are either self-sustained or too fast for life to adapt to, thereby moving the Earth system

from one steady state to another with potentially catastrophic implications for life on the

planet (Steffen et al., 2018; Rothman, 2017, 2019; McKay et al., 2022).

Consequently, anthropogenic climate change can be comprehended as an experiment

on the planetary scale with imponderable consequences. In contrast to the common con-

ception of a scientific experiment, humans did not contrive the release of greenhouse gases

in advance with a hypothesis in mind. However, they gradually became aware of the im-

plications when the experiment was already well underway, and scientists started piecing

together the puzzle of the increasing greenhouse gas concentrations’ impact on the Earth

system. It became apparent that the large majority of the accumulating heat is stored

in the oceans and that of the different subsystems the atmosphere actually stores the

smallest amount of the additional heat until today (von Schuckmann et al., 2020). This

is partly because increasing atmospheric temperatures cause ice masses to warm up and

ultimately melt, draining heat from the atmosphere in the process. To a smaller extent,

this is also true for the ocean, as some of Earth’s ice bodies are losing mass by being in

contact with ocean water at temperatures above the freezing point. Changes in Earth’s

ice coverage had intrigued scientists already before the issue of glacier melt due to anthro-

pogenic climate change arose, mainly in the context of glacial cycles. Today, glacier melt

due to anthropogenic climate change is of importance to humanity because the demise

of Earth’s ice bodies and the concomitant release of large amounts of freshwater raises

global mean sea level and changes the hydrology in glacierized basins, impacting human

livelihood in affected areas (Hock et al., 2019a; Oppenheimer et al., 2019). Glaciers are

sometimes also referred to as a canary in the coal mine, for their melting is an iconic signal

1



CHAPTER 1. INTRODUCTION 2

of anthropogenic climate change recognizable for people not involved in climate science.

From 1900 to 2018, glaciers outside Greenland and Antarctica have contributed roughly

55 %, or around 0.7 mm a−1, to total ice melt-related sea level rise (Frederikse et al.,

2020). Moreover, the freshwater input to the oceans changes its near-surface density and

surface height. Thus, it can change ocean circulation with potential consequences for the

planet’s livelihood, as the ocean plays a vital role in global heat distribution and carbon

cycle (Bigg et al., 2003).

This work will focus on the broader topic of how ice masses outside the large ice sheets

in Greenland and Antarctica are responding to changes in the atmosphere as well as in the

ocean. As observational data on the state of the Earth system are temporally and spatially

sparse, one often resorts to the use of numerical computer models when trying to infer

knowledge about changes in the system outside the observations’ temporal and spatial

domain. Such mathematical representations are inherently limited because some physical

processes of the natural world might either not be correctly understood and implemented

in the models or occur on too small spatial or temporal scales to be resolved without

exceeding available computational resources. Numerical models aimed at simulating real-

world processes also depend on observational data of modeled variables, as the models’

validity can not be examined without them. This work will address issues of numerically

modeling glaciers’ past and future evolution, how observations of Earth’s glaciers can be

used for this, and the current limitations of such endeavors. The following will introduce

some basic concepts of current knowledge about how Earth’s glaciers’ mass evolves in

response to a warming planet. Furthermore, it will be introduced how this knowledge

is applied in numerical models to better understand past and future glacier evolution on

decadal to centennial timescales. Moreover, one chapter of this thesis investigates the

northern high-latitude ocean circulations’ response to increased freshwater input due to

glacier melt. After stating objectives for enhancing the knowledge on numerically modeling

glacier evolution and ice-ocean interactions, three chapters, each addressing one of these

objectives, will follow. Subsequently, a discussion will be presented regarding the stated

objectives and issues to be addressed in future work on the topics touched upon. This

work will then conclude by briefly summarizing the primary outcomes.

1.1 Inventory of Earth’s glaciers

The first question that must be addressed when investigating global glacier changes: How

many glaciers are there, and where are they situated? Generally, glaciers can emerge in

locations where more snow falls than melts over several years. This allows the snow to

accumulate and subsequently be transformed into ice by gravitational compaction. Since

ice and snow have distinct spectral characteristics, getting a hold of the planets’ glaciers’

distribution is possible using satellite-derived surface reflectance or imagery data (Paul

et al., 2013). In order to facilitate the investigation of Earth’s glaciers, efforts were put

into creating an inventory that collects knowledge about the location and outlines of

glaciers as well as their hypsometric properties. The product of this effort is the Randolph

Glacier Inventory (RGI), which was first released in 2012 and continues to be updated. The
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current version 6 of the RGI counts over 200,000 glaciers not connected to the Greenland

and Antarctic ice sheets, covering an area of over 700,000 km2 (Pfeffer et al., 2014; RGI

Consortium, 2017). This inventory data is an essential input to large-scale numerical

glacier evolution models, as it makes it possible to anchor the temporal evolution of glaciers

to the state recorded in the inventory.

1.2 Glacier mass balance

For glaciers to grow, they need a positive mass balance, and the mass of glaciers is water

in its solid form. Hence, glaciers are found where climatic and topographic conditions

allow(ed) for an accumulation of snow over an extended period. The opposite of accu-

mulation is ablation; the mass removal from a glacier, in the case of a typical mountain

glacier, primarily due to surface melt by transfer of atmospheric and solar heat energy into

the ice. This means that locations where accumulation is higher than ablation over several

years can host the formation/growth of glaciers and that the mass balance of glaciers is

mostly driven by atmospheric climate (Cuffey and Paterson, 2010, pp. 91 - 100). The

accumulated snow compacts to ice over time by gravity. When enough ice has accumu-

lated at a location, gravity forces the ice body to move along the topography like a highly

viscous fluid. At some point, the glacier will flow into an area with atmospheric conditions

that no longer allow for a net accumulation, and ablation over that part of the glacier will

dominate. The glacier then has an accumulation area, where the mass balance is positive,

and an ablation area, where the mass balance is negative; hence, there is a mass balance

gradient along the glacier. A glacier that has a net mass balance over its entire area of

zero is denoted to be in equilibrium (or steady state). Some glaciers never reach such an

equilibrium state and maintain a net-positive (surface) mass balance before encountering

the ocean, thus experiencing frontal ablation; mass removal caused by iceberg calving,

and submarine melt. Hence, throughout this work, the mass balance of land-terminating

glaciers will be referred to as solely the surface mass balance, whereas the mass balance

of a marine-terminating glacier also has a frontal ablation component. In a strict sense,

surface mass balance is not the most accurate term since internal processes (refreezing)

can influence the mass balance (see Fig. 1.1). The more accurate term is climatic mass

balance. However, the term surface mass balance will still be used for coherence through-

out the work since internal mass balance processes will not be explicitly treated. For a

glacier to attain a state of equilibrium, it would have to experience a certain period of

stable climate conditions and thus stable net mass balance. That is because a glacier gen-

erally takes several years to adjust to changes in the mass balance due to its (slow) flow

(Nye, 1963). How the description of glacier flow can be simplified for application in large-

scale numerical models will be addressed in Section 1.4.3. Regarding marine-terminating

glaciers, this issue is complicated by the fact that the frontal ablation and dynamics are

influenced by the submerged bed topography, which can lead to self-sustained retreat in

response to an initial perturbation (Schoof, 2007).

It stands to reason that most glaciers are not in equilibrium today due to anthropogenic

climate change since the accumulation of heat in Earth’s atmosphere (and ocean) causes
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increased ablation of most glaciers. While a warmer atmosphere can also hold more

moisture and thus a potential increase in solid precipitation might partly compensate for

increased ablation, less liquid precipitation actually reaches Earth’s surface in most regions

(Tamang et al., 2020; Mankin and Diffenbaugh, 2015).

Figure 1.1: Components of the mass balance of a glacier. The arrows have arbitrary widths and
do not indicate physical pathways of mass transfer. Taken from Cogley et al. (2011).

Marine-terminating Glaciers

Since this work focuses on ice-ocean interactions, the phenomenon of glaciers flowing into

the ocean shall be introduced in more detail. As stated above, a glacier needs an area-

wide positive surface mass balance for this to occur, causing it to grow until it meets

the ocean. This encounter of water in all its three phases substantially alters a glacier’s

characteristics. Due to the lower density of ice compared to water, a glacier in contact with

the ocean will experience an upward buoyancy force at its parts that are grounded below

sea level. This force reduces friction between the ground and the glacier’s base, causing

that part of the glacier to flow faster as sliding overtakes deformation as the primary

mode of movement (Meier and Post, 1987). Moreover, the ocean transfers heat into the

glacier, causing submarine melt. The combination of mechanical processes and submarine

melt induces the shedding of large chunks of ice at marine-terminating glaciers’ fronts, a

process commonly termed iceberg calving. Calving is related to submarine melt due to the

undercutting the latter process causes. The undercut ice volume is destabilized as the net

hydrostatic force at the front increases, which increases the likelihood of mechanical failure

(Slater et al., 2021a). Consequently, marine-terminating glaciers are not solely subject to

atmospheric climate but also to processes invoked by their contact with the ocean and the
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resulting mechanical processes at their termini. Nearly one-third of Earth’s glacierized area

(outside the ice sheets) is recorded as marine-terminating in the RGI. Understanding their

dynamical response is hence important when assessing global-scale glacier mass evolution.

The frontal mass budget of such glaciers shall be briefly introduced here. Generally, mass

at the fronts of marine-terminating glaciers is removed by iceberg calving and submarine

melt, while dynamical ice flux from upstream supplies the front with mass. This mass flux

delivering ice to the terminus, denoted as (solid ice) discharge, is usually defined as the

product of ice velocity, thickness, and width at the terminus/grounding line or a similar

cross-section some distance upstream of it. The part of the glacier downstream of this

cross-section hence defines the front. The frontal mass balance (FMB) at a point in time

can thus be stated as:

FMB = D −Msm − C (1.1)

where D is discharge , Msm submarine melt, and C iceberg calving (all in m3 s−1). In

case the discharge is calculated for a cross-section upstream of the terminus, the surface

mass balance of the glacier’s part downstream of this cross-section should be taken into

account as well. Hence, if the frontal mass budget is positive, the glacier is advancing

while it is retreating, if the frontal mass balance is negative. A marine-terminating glacier

with a glacier-wide net negative surface mass balance can only be in retreat, and it could

even be in retreat with a glacier-wide net positive surface mass balance if the frontal mass

budget is more negative. For it to be in equilibrium, frontal ablation (iceberg calving

plus submarine melt) has to be balanced by discharge. This can only occur if the marine-

terminating glacier has a sufficiently positive glacier-wide net surface mass balance. Note

that surface mass balance acts vertically on the glacier, while ice velocity (discharge) and

frontal ablation act horizontally.

1.3 Observations of glacier mass changes

Glaciers are mostly situated in remote locations that are difficult to reach, especially with

scientific equipment. Hence, there are only 480 glaciers on which direct (in-situ/glaciologi-

cal) annual surface mass balance observations were conducted, a tiny fraction of the num-

ber of glaciers worldwide. Moreover, these in-situ observations are spatially biased towards

more accessible regions and temporally biased towards more recent years. In total, close

to 7400 in-situ mass balance observations from 1900 to 2019 are recorded by the World

Glacier Monitoring Service (Zemp et al., 2021). Recent advances in processing satel-

lite data for glaciological purposes have brought about a global coverage of glacier mass

changes. Though these satellite-derived data often lack accurate information about the

mass balances’ interannual variability, in contrast to repeated glaciological measurements,

they constitute a major advance in the knowledge about global glacier changes and thus

the ability to constrain large-scale numerical glacier evolution models (Hugonnet et al.,

2021; Millan et al., 2022).
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While mass change observations are crucial to understanding glaciers’ temporal evo-

lution, other variables also offer valuable insights into glaciers’ state and behavior. The

most prominent in this regard are area, thickness, and (surface) velocity since they are

necessary to describe the dynamical state of a glacier. As stated above, numerical models

of glaciers often anchor their area estimates to those recorded in the RGI, using the RGI

area as the initial state or constraining the model to reproduce the area recorded for a

particular year for the respective glacier (Marzeion et al., 2012; Huss and Hock, 2015).

For knowing the total volume of a glacier, it is essential to know its thickness as well, but

measuring glacier thickness is a laborious endeavor since it cannot be measured from space

for individual glaciers as area or velocity. Therefore, there are only roughly 3000 glaciers

outside the ice sheets for which direct thickness observations are available (Welty et al.,

2020). This has led to indirect (inverse) approaches to estimating global glacier volume,

sometimes using surface velocity measurements (Huss and Farinotti, 2012; Millan et al.,

2022). Estimates of surface velocity can be derived from satellite data but cannot differ-

entiate between the two main mechanisms of ice movement: mechanical deformation and

sliding. Observations of glacier velocity and thickness are also crucial in estimating frontal

processes of marine-terminating glaciers, as together they provide information about solid

ice discharge, which, together with the volume change (and surface mass balance) in the

frontal area, constitutes frontal ablation (see Eq. 1.1).

1.4 Numerical glacier evolution models

Several steps are involved in setting up a numerical model that can be used to model

glacier evolution under certain topographic and climate conditions. Here, a brief overview

of the main issues shall be given. For a more detailed review, the reader is referred to

Zekollari et al. (2022).

1.4.1 Topographic and atmospheric data

Next to information about the location and outline of glaciers, it is also essential to know

the topography of the glacier itself in order to model its evolution. This information

about surface topography is routinely taken from digital elevation models (DEM), which

might have different coverage and accuracy depending on the region one aims to examine

(Maussion et al., 2019). As explained above, it is crucial to have information about the

atmospheric conditions during the period that shall be modeled. For such data outside

the temporal and spatial domain of measured weather station data, one usually relies on

reanalysis (for the past) or climate models (for the future). A typical issue with this so-

called atmospheric forcing data is that it usually is provided with coarser spatial resolution

than an individual glacier’s size, making it necessary to interpolate the data onto glacier

locations. Additionally, these locations mostly lie within complex topography, complicat-

ing estimating atmospheric conditions. Particularly precipitation data from atmospheric
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models routinely used in large-scale glacier evolution modeling might be flawed in moun-

tainous regions (Giesen and Oerlemans, 2012b), but temperatures must also be adjusted

for the atmospheric lapse rate based on the glaciers’ surface topography.

1.4.2 Mass balance models

The surface mass balance is the main driver of (land-terminating) glacier evolution. Several

processes configure a glacier’s mass balance: partitioning between liquid and solid precipi-

tation, heat energy balance, refreezing of meltwater, and snow redistribution (see Fig. 1.1;

Cuffey and Paterson, 2010, pp. 96 - 100). In order to prevent including too many processes

in a model and thus too many parameters that can not be constrained by observations or

making the model too computationally costly for modeling many glaciers simultaneously,

models often rely on simplifying assumptions and parameterizations. While there are sev-

eral approaches to the issue of modeling the surface mass balance of glaciers, here only

the one that will be applied throughout this work shall be explained in more detail. It is

a temperature index model, parameterizing ablation caused by snow and ice melt solely

based on an empirical relationship between snow or ice melt and air temperature. Such a

relationship is based on the assumption that most of the melt-inducing atmospheric heat

energy is supplied to a glacier by surface energy balance components well correlated with

(near-surface) air temperature (Ohmura, 2001). In the two glacier evolution models used

throughout this work, the specific (surface area-average) surface mass balance (SMB) at a

distance x from the glacier head along the glacier’s main flow direction takes the following

form:

SMB(x, t) = Ps(x, t)− fmmax(Ta(x, t)− Tmin, 0) (1.2)

where Ps is solid precipitation (in m s−1), fm an empirical melt factor (in m K−1 s−1),

Ta the near-surface air temperature at the glacier location (in ◦C), and Tmin a threshold

temperature above which ice and snow melt is assumed to occur (in ◦C). This parameter-

ization implies that all the processes relevant for snow and ice melt are subsumed in the

melt factor and the assumption that near-surface air temperature is the primary atmo-

spheric variable driving these processes. Since most atmospheric data does not directly

provide values of solid precipitation, its share in total precipitation reaching the glacier

surface must also be parameterized. This is usually done by applying a threshold tem-

perature above which all precipitation is assumed to be liquid. While such approaches

have proven valuable for their simplicity yet good performance in terms of reproducing

observations (Hock, 2003), they lack an explicit representation of the energy balance and

more intricate processes such as refreezing. This hinders their ability to most accurately

represent the surface mass balance of glaciers.

Modeling the frontal mass balance of marine-terminating glaciers is complicated by

the fact that iceberg calving is a complex (stochastic) process evoked by the interplay

of mechanical processes and submarine melt. Individual iceberg calving events are thus

intricate to predict. However, when numerically modeling glacier evolution over a longer

period, one might assert that it is sufficient to get the temporal average of the frontal mass
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balance close to observed values. What makes this problematic is that iceberg calving is

related to the subglacial topography of the parts of a glacier that contain volume below

the sea level. This is because the buoyancy forcing of the ocean water in conjunction with

a non-uniform slope of the frontal subglacial topography (over-deepening) can prompt

acceleration and self-sustenance of an initiated retreat. However, subglacial topography

and bathymetry close to marine-terminating glaciers are often not well-constrained.

The mechanical process of iceberg detachment can be simulated by relating it to the

stresses acting on the ice at the terminus area (Schlemm and Levermann, 2019), and

submarine melt by relating it to the ocean’s temperature and salinity (i.e., thermal forcing)

in the proximity of the glacier front (De Andrés et al., 2018). Submarine melt is also

influenced by subglacial discharge, as it changes the water circulation close to the glacier

front and thereby the amount of ocean water entrained towards the glacier front. In this

work, a simplified parameterization of frontal ablation will be applied, which merely scales

total frontal ablation linearly to the water depth at the glacier front. However, Chapter 4

will expand this by an explicit parameterization of submarine melt.

1.4.3 Ice dynamics

A glacier’s geometric adjustment to changes in the mass balance is regulated by ice dy-

namics, mainly because of two feedbacks between elevation and surface mass balance.

The terminus-elevation feedback is negative because as the glacier retreats/advances to

higher/lower elevations, the mean air temperature at the glacier’s terminus decreases/in-

creases. On the other hand, the surface-elevation feedback is positive, as a lower/higher

glacier surface elevation increases/decreases the mean air temperature across the glacier’s

surface. Both feedbacks are related to the atmospheric temperature lapse rate, and their

relative influence depends on the mass balance gradient, ice dynamics, and topography.

Hence, to be able to take the geometric response of glaciers to changes in their mass

balance (gradient) into account in a numerical model, it is necessary to find an appropri-

ate description of ice dynamics. The most common approaches range from volume-area

power-law scaling, over power-law scaling of ice velocity along the main flow direction

with ice thickness and surface slope (shallow ice approximation; see next paragraph), to

sophisticated applications of the Navier-Stokes equations. In this work, only the two for-

mer approaches will be employed since numerically solving the Navier-Stokes equations

requires considerable computational resources, rendering this approach unfeasible for mod-

eling many glaciers over several decades. However, machine-learning approaches can be

used to emulate the Navier-Stokes equations’ solution, drastically reducing the compu-

tational power needed (Jouvet et al., 2022). Volume-area scaling is a method founded

on dimensional analysis (Buckingham-Pi theorem), from which a power law that scales a

glacier’s volume to its area can be derived:

V = cAγ (1.3)

where c is the empirical scaling factor (in m3−2γ), and γ the scaling exponent derived

from the theory. A similar area-length scaling can also be derived (Bahr et al., 2015).
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Such scalings allow for circumventing an explicit computation of ice dynamics. However,

when using them to calculate a geometric change from a volume change (given from the

(surface) mass balance), the delayed geometric response of a glacier to a perturbation in

its mass balance has to be taken into account in the form of a temporal relaxation.

The other simplifying approach to simulating ice dynamics is the shallow ice approxi-

mation. It is based on the observation that ice behaves like a slow fluid. More precisely, ice

behaves like a nonlinearly-viscous (non-Newtonian) fluid, which means that larger shear

strain rates imply smaller viscosity (Greve and Blatter, 2009, pp. 52 - 56). Therefore,

ice viscosity is not constant, and this complication led to deducing an empirical power

law from laboratory experiments (Glen, 1955). This law allows to relate the viscosity to

the applied (shear) stress, and thereby, the ice velocity can be related to the basal shear

stress, as follows. Usually, the Navier-Stokes equations are employed to describe the vis-

cous flow of fluids. Under the assumption that a typical glacier is shallow, meaning the

length and width are much larger than the thickness, the combination of empirical flow

law and Navier-Stokes equations can be substantially simplified to (Greve and Blatter,

2009, p. 72 - 85):

u(x, t) =
2A

n+ 2
(ρgα(x, t))n h(x, t)n+1 + ub(x, t) (1.4)

where u is the average vertical ice velocity through a cross-section along the main flow

direction x (in m s−1), A the ice temperature-dependent scaling (or ice creep) parameter

(in s−1 Pa−3), n the scaling exponent, α the glacier’s surface slope (dimensionless), ρ the

ice density (in kg m−3), g the gravitational acceleration (in m s−2), h(x) the glacier’s

thickness (in m), and ub the basal velocity (in m s−1; Cuffey and Paterson, 2010, pp. 309 -

310). Note that ρgαh is the basal shear (or driving) stress. The basal velocity is the part

of the ice flow that is not caused by stress-related deformation but by sliding. Getting

hold of glacier sliding is intricate, mainly because it is difficult to observe it directly.

The fraction of total velocity caused by sliding depends on basal pressure (related to

subglacial hydrology) and the material the glaciers are moving over (Zoet and Iverson,

2020). Hence, modeling ice flow is complicated by finding an appropriate description of

sliding velocity. Marine-terminating glaciers, in particular, move increasingly by sliding

towards their termini as basal pressure decreases due to the uplift of ice by ocean water

caused by the lower density of ice.

With the formulation of ice velocity and surface mass balance, the thickness change

along the glacier can be computed as follows:

dh(x, t)

dt
= SMB(x, t)− du(x, t)

dx
h(x, t) (1.5)

For application in a numerical model, Eq. 1.5 can be spatially and temporally dis-

cretized and solved along the glacier’s main flow direction (centerline or flowline), neglect-

ing mass balance and velocity variations in other spatial directions than x. How centerlines

can be derived from glacier outlines and digital elevation models (DEM) is described in

Kienholz et al. (2014).
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Throughout this work, two different numerical glacier models will be employed. One

allows for a comparably simple reconstruction of past glacier states, as it does not rely on

explicitly computing ice dynamics but on the empirical geometric scaling laws introduced

above (Marzeion et al., 2012). The other model applies the shallow ice approximations’

explicit, yet simplified, description of ice dynamics (Maussion et al., 2019), which is con-

ducive to more accurately modeling marine-terminating glaciers’ dynamics, if adapted for

large terminal cliffs. Since roughly one-quarter of the glacierized area outside the ice sheets

is marine-terminating, accurately representing their dynamics is beneficial for the model’s

ability to capture large-scale glacier mass changes. For this aim, it is also necessary to

represent Eq. 1.1 in the model. This issue will be treated in more detail in Chapter 3.

1.4.4 Ice thickness and initialization

Once one has decided how to numerically model the glacier mass balance and ice dynamics,

the issue of initializing the glacier geometry remains. As indicated above, while there is an

inventory of Earth’s glaciers’ location, outlines, and hypsometry, thickness observations

are lacking for most glaciers. Even if there are thickness estimates for a glacier, the year

they were recorded for might not coincide with the year the area was recorded for in

the RGI. Thus, when one wants to initialize a glacier evolution simulation from the data

recorded in the RGI, a decision on how to initialize the ice thickness has to be made. The

two main approaches for this, next to volume-area scaling, are inverse methods: either i)

the ice flux of the glacier that compensates its mass balance gradient in a (hypothetical)

steady state is computed (Farinotti et al., 2009; Huss and Farinotti, 2012), or ii) surface

velocity estimates, often derived from satellite data, are used (Millan et al., 2022). Both

approaches then derive an ice thickness consistent with the ice flux/velocity and surface

topography, mostly by utilizing the shallow ice approximation (Eq. 1.4). While the first

approach has the shortcoming of implicitly assuming a glacier’s steady state (glacier-wide

net zero surface mass balance and no thickness change) with the atmospheric forcing and

area one chooses for initialization, the second circumvents this problem directly using

observed surface velocity. Still, both rely on estimating a value for A in Eq. 1.4 and a

parameterization of sliding velocity.

When trying to reconstruct a glacier’s state before the year its area was recorded for,

one faces the problem that ice dynamics cannot be calculated backward (arrow of time

problem). In that case, iterative methods can be used to identify potential glacier states

in the year the model is initialized for. The basic idea is to iteratively run the model

forward from different glacier states one deems viable as a starting point and select the

initial state that results in the closest reproduction of the observed state (Marzeion et al.,

2012; Eis et al., 2019, 2021).

1.4.5 Calibration

As the sections above indicate, numerically modeling large-scale glacier evolution involves

several parameters and approximations for simulating mass changes and the resulting
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geometric adjustment to such changes. Since parameters are used to adjust the approx-

imations to reflect the reality best, data on the process to be approximated is needed.

Observational data is generally desirable since it should represent the physical reality most

accurately. Nevertheless, when observational data is lacking, data from higher-resolution

numerical models or numerical models closer to first principles might be used, as such

models are generally considered better representations of the natural world.

Different calibration strategies can be deployed depending on the temporal and spatial

resolution of the data used for calibration. Exemplary, the calibration of the melt factor

(fm) in Eq. 1.2 shall be briefly schematized here. First, atmospheric data of (solid) pre-

cipitation and near-surface atmospheric temperature is needed, for which observational

records are lacking on most glaciers. As a consequence, one often resorts to the use of

meteorological reanalysis data, which often underestimates the amount of precipitation

the glaciers receive, though, leading to the introduction of another parameter to account

for this. Even if one had perfect knowledge of the meteorological conditions over a period,

knowledge about the (surface) mass balance over the same period is also needed to derive

fm from Eq. 1.2. Before the advent of coherent individual-glacier scale data products

from satellite observations, it was necessary to deal with significant spatial data gaps, for

instance, by interpolation approaches (Marzeion et al., 2012) or using regional averages

(Huss and Hock, 2015). While the spatial coverage of mass balance observations has dra-

matically improved with satellite data processing for glaciological purposes, the temporal

resolution of observational mass balance remains an issue. While in-situ measurements

can provide reasonably accurate annual measurements, obtaining such measurements is

laborious, and their (spatial) coverage can thus never match that of satellite data. On the

other hand, the problem with satellite data is that their accuracy can be relatively low

on an annual timescale. Hence, using at least pentadal averages is preferable (Hugonnet

et al., 2021).

This then evokes the issue of reproducing temporal variability of a process since this

might reflect how well a model is able to reproduce the response to changes in, e.g.,

atmospheric conditions. This issue also points to the larger question of calibration: How

does one ensure that a numerical model reproduces observations as accurately as possible

and gives accurate results outside the temporal and spatial domain of the calibration data?

Addressing this becomes more complicated with the number of parameters since involving

more parameters requires observational data of the parameterized processes, and processes

might be interrelated. Therefore, calibration is a complex issue of its own and hence not

discussed in more detail at this point, although it will come up throughout this work in

the three main Chapters 2 - 4.

1.5 Large-scale ocean circulation

To make the contents of Chapter 4 clearer, a basic description of the (northern hemisphere)

ocean’s circulation and its main features in the northern hemisphere Atlantic will follow.

On the large scale, one can think of ocean circulation as having two main components (ne-

glecting tides): a circulation consisting of quasi-horizontal near-surface currents and gyres,
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and a deeper, meridional overturning circulation. First, the quasi-horizontal component is

introduced, which is caused by the near-surface winds’ mechanical force exerting stress on

the ocean surface. Due to the Coriolis force acting on the water that is moved by the wind

stress, the movement is deflected to the right (in the northern hemisphere) of the initial

wind forcing’s direction (Ekman transport). Thus, water is piling up (converging) in the

transition zone between primarily easterly winds in the subtropics and westerly winds in

the mid-latitudes. This creates a hydrostatic pressure gradient force that moves the water

along the gradient while also under the influence of the Coriolis force. If the pressure

gradient and Coriolis forces are in balance, the flow is called geostrophic. The result is the

subtropical gyre’s clockwise (or anticyclonic) rotation. Further north, the subpolar gyre is

situated between the primarily westerly winds in the mid-latitudes and easterly winds in

the Arctic. The wind stress field in this region causes the water to diverge, thus creating

an anticlockwise (cyclonic) rotation. (Vallis, 2012, pps. 45 - 62, 77 - 82).

Figure 1.2: An idealized gyre circulation in a rectangular ocean basin in the northern hemisphere,
showing the subtropical gyre (lower, typically extending from about 15 ◦N to 45 ◦N), the subpolar
gyre (upper), and the intense western boundary currents on the left. Taken from Vallis (2012), p.
78.

However, these two main gyres of the Atlantic ocean are not symmetric, as there is a

much stronger flow at their western boundaries (see Fig. 1.2). This western intensification

phenomenon can be explained by considering conservation of mass and angular momentum

(i.e., vorticity). There are two types of vorticity: planetary vorticity induced by Earth’s

rotation, and relative vorticity induced by movement relative to Earth’s rotation, for
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instance, due to the wind or pressure gradient force. The total or potential (relative

plus planetary) vorticity is usually treated as a conservative quantity. Planetary vorticity

increases towards the poles alongside the Coriolis force, while relative vorticity (in the

northern hemisphere) is negative in clockwise and positive in anticlockwise rotation. In the

interior large-scale ocean circulation, velocity gradients are typically small. Thus relative

vorticity can mostly be assumed to be negligibly small compared to planetary velocity in

the interior regions (Cushman-Roisin and Beckers, 2011, p. 662), but it becomes important

in explaining the western boundary currents.

As indicated above, the gyres are caused by water’s convergence (subtropical) and

divergence (subpolar). In the case of the subtropical gyre, convergence not only causes

the water to be forced out of the higher sea surface area by the pressure gradient but

also a downward vertical velocity. Similarly, an upward vertical velocity is induced in

a divergence zone (e.g., subpolar gyre). This can be derived by inserting the Ekman

transport into the mass conserving transport (or continuity) equation and is called Ekman

pumping (Cushman-Roisin and Beckers, 2011, pp. 251 - 254). As the wind forcing’s

effect decreases with depth, so does the absolute vertical velocity in the near-surface layer.

Thus, when there is a downward/upward pumping, the water is squeezed/stretched, and

this decreases/increases its vorticity. The two gyres discussed here occur in the large-

scale interior ocean; hence, as stated above, potential vorticity can be neglected, and

planetary vorticity decreases/increases. In order to conserve its potential vorticity, the

water must move equator-/poleward (Sverdrup transport), and due to the conservation

of mass, this meridional flow has to be balanced. In the case of the subtropical gyre,

which causes a south-/equatorward Sverdrup transport, the flow needs to be balanced by

a north-/poleward flow. The conservation of potential vorticity requires that this flow can

only occur at the western boundary, as the increasing planetary vorticity of the north-

/poleward flow balancing the Sverdrup transport must be balanced by decreasing relative

vorticity. A current at the western boundary accomplishes this. Moreover, based on the

scale considerations of vorticity mentioned above, there has to be a steep velocity gradient

towards the western boundary to meaningfully increase the relative vorticity. The resulting

fast and narrow current is the Gulf Stream (Cushman-Roisin and Beckers, 2011, pp. 660

- 673). Following the same arguments, one finds that the subpolar gyre also has a western

boundary current, which is called Labrador Current.

The density-driven meridional overturning circulation is the second main component

of ocean circulation. Generally, denser water can be found at higher latitudes since the

ocean loses more heat to the atmosphere at higher latitudes and gains more solar heat

at lower latitudes. The resulting density gradient between the equator and the (north)

pole makes it possible for the colder, denser water in the north to sink convectively in

plumes and move southward (Stommel, 1958; Vallis, 2012, pp. 76 - 77, pp. 89 - 96). For

this deep convection to occur, water at the surface has to be exposed to a cold and dry

atmosphere, which causes thermal contraction and evaporation. This makes the surface

water denser than typical seawater, causing it to sink in the water column. By again

considering mass conservation, it becomes clear that the sinking water has to be replaced;

thereby, the meridional overturning circulation is induced (Cushman-Roisin and Beckers,
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2011, p. 677 - 681). The Gulf Stream and its extension (North Atlantic Current) also play

a role in this. They move warmer and more saline water than higher latitude ocean water

northward and can thus influence the density in regions where deep convection typically

occurs (Manabe and Stouffer, 1988). Similarly, the Labrador Current brings comparably

cold and fresh water southward. The two prominent locations in the northern hemisphere,

where the density near the surface becomes sufficiently high for deep convection, are the

Labrador Sea and the Greenland-Norwegian Sea (Cushman-Roisin and Beckers (2011, p.

658); Vallis (2012, p.39)).

The ocean’s circulation is much more complex than what can be laid out in this work.

However, the paragraphs above indicate how increasing freshwater input due to glacier

mass loss can influence it: by i) increasing the sea surface height gradient where it enters

the ocean, thereby altering (near-surface) geostrophic flow patterns, and by ii) decreasing

the surface layer density, which can affect near-surface vertical mixing processes (Cushman-

Roisin and Beckers, 2011, p. 425 - 429) and potentially even the large-scale density-driven

meridional overturning circulation.

1.6 Numerical ocean circulation models

Since the third main chapter of this work will deal with an approach to coupling a glacier

model to an ocean model, the basic idea of a numerical ocean model shall be introduced

here. Ocean general circulation models describe the dynamical and thermodynamical

processes in the ocean (Le Sommer et al., 2018). The model used in this work is the

Nucleus for European Modelling of the Ocean (NEMO, version 3.6). Its core engine solves

the primitive equations of the ocean (thermo-)dynamics on a three-dimensional Arakawa

C-type grid. Primitive equations comprise the Navier-Stokes equations and a nonlinear

equation of state that couples the temperature and salinity fields to the fluid velocity

(Madec et al., 2016). The equation of state describes density variations in the ocean caused

by temperature, salinity, and pressure variations, but density variations are not retained in

the continuity equation. Thereby conservation of mass technically becomes conservation

of volume (Boussinesq approximation; Cushman-Roisin and Beckers, 2011, p. 425 - 429).

Furthermore, the ocean is assumed to be in hydrostatic equilibrium and incompressible.

In reality, static instabilities (i.e., water masses with higher over such with lower potential

densities) can occur, and convective processes act to restore the water columns’ static

stability (e.g., deep convection). Since these processes cannot occur in the model due to the

hydrostatic equilibrium assumption, they must be parameterized. NEMO can be coupled

to sea-ice and biogeochemistry models, while it is usually not coupled to an atmospheric

model. Atmospheric forcing is thus usually provided to NEMO by external atmospheric

data. The interaction of marine-terminating glaciers and the ocean is investigated in this

work by one-way coupling a glacier model that explicitly includes ice dynamics to NEMO.

This is done by incorporating a submarine melt parameterization in the glacier model,

applying the ocean models’ output, and using modeled glacier mass loss estimates as an

additional freshwater forcing of the ocean model.
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1.7 Thesis objectives

In order to examine large-scale glacier mass changes and their impact on global mean sea

level as well as ocean circulation, it is essential to improve our knowledge about glacier mass

changes outside the observational domain. Since only the application of numerical models

can achieve this, understanding the limitations and potential improvements of the models

is mandatory. The ways in which this issue will be tackled in this work are by i) quantifying

the uncertainty introduced to numerical glacier models by atmospheric forcing data, ii)

investigating how the introduction of new physical processes to a numerical glacier model

influences the results, and iii) coupling a numerical glacier model to a numerical ocean

circulation model. More precisely, this work aims to accomplish the following objectives:

1. Quantify the uncertainty in numerical global glacier mass change reconstructions for

the 20th century.

2. Incorporate more accurate descriptions of marine-terminating glaciers in a numerical

glacier evolution model and characterize the resulting changes in future glacier mass

change projections.

3. Generate a first estimate of northern hemisphere ice-ocean interactions outside the

Greenland Ice Sheet by coupling a glacier evolution to an ocean circulation model.

(a) Produce a first estimate of marine-terminating glaciers’ submarine melt outside

the ice sheets.

(b) Explore the impact of increased freshwater input due to glacier melt on an ocean

circulation model.

Generally, this thesis aims to identify shortcomings of the applied numerical global-

scale glacier models to delineate potential future improvements. It also aims to highlight

uncertainties in the model results generated by a lack of knowledge about adequate values

for parameters involved in the glacier evolution models.
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Context

Glaciers have contributed substantially to past global mean sea level rise, and estimating

this contribution is relevant for closing the sea level (rise) budget compared to observations

(Frederikse et al., 2020). When trying to quantify glaciers’ past mass changes, numerical

models have to be used, for the number of observations decreases strongly going back

in time. Since initializing more complex models that could simulate actual ice dynamics

for a period earlier than the year a glacier was recorded for in the RGI, is intricate and

computationally expensive, using simpler models with volume-area scaling approaches is

adequate. However, even for simpler models quantifying the uncertainty is not straight-

forward since the common assumption of uncorrelated and thus partially canceling model

errors for individual glaciers leads to relatively small model error estimates on the global

scale. Another primary source of uncertainty are the data used for computing the surface

mass balance, as it is the main variable driving glacier mass change. Particularly in the

context of reconstructions, the uncertainty in atmospheric data becomes relevant, since

meteorological data, especially at glacier locations, also becomes sparse when going back in

time. Hence, to better estimate uncertainties in reconstructions, it is advisable to quantify

the uncertainty of modeled past glacier mass changes caused by differences in atmospheric

forcing data sets. One approach for this is to exercise the same calibration method using

different atmospheric data sets available for the past, then run the reconstruction model

and investigate the differences in the results. In this chapter, such an ensemble approach

is applied.
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Abstract

Negative glacier mass balances in most of Earth’s glacierized regions contribute roughly

one-quarter to currently observed rates of sea-level rise and have likely contributed an even

larger fraction during the 20th century. The distant past and future of glaciers’ mass balances,

and hence their contribution to sea-level rise, can only be estimated using numerical models.

Since, independent of complexity, models always rely on some form of parameterizations and

a choice of boundary conditions, a need for optimization arises. In this work, a model for com-

puting monthly mass balances of glaciers on the global scale was forced with nine different data

sets of near-surface air temperature and precipitation anomalies, as well as with their mean

and median, leading to a total of 11 different forcing data sets. The goal is to better constrain

the glaciers’ 20th century sea-level budget contribution and its uncertainty. Therefore, five

global parameters of the model’s mass balance equations were varied systematically, within

physically plausible ranges, for each forcing data set. We then identified optimal parameter

combinations by cross-validating the model results against in situ annual specific mass balance

observations, using three criteria: model bias, temporal correlation, and the ratio between the

observed and modeled temporal standard deviation of specific mass balances. These criteria

were chosen in order not to trade lower error estimates by means of the root mean squared

error (RMSE) for an unrealistic interannual variability. We find that the disagreement be-

tween the different optimized model setups (i.e., ensemble members) is often larger than the

uncertainties obtained via the leave-one-glacier-out cross-validation, particularly in times and

places where few or no validation data are available, such as the first half of the 20th cen-

tury. We show that the reason for this is that in regions where mass balance observations are

abundant, the meteorological data are also better constrained, such that the cross-validation

procedure only partly captures the uncertainty of the glacier model. For this reason, ensemble

spread is introduced as an additional estimate of reconstruction uncertainty, increasing the

total uncertainty compared to the model uncertainty merely obtained by the cross-validation.

Our ensemble mean estimate indicates a sea-level contribution by global glaciers (outside of

the ice sheets; including the Greenland periphery but excluding the Antarctic periphery) for

1901–2018 of 69.2± 24.3mm sea-level equivalent (SLE), or 0.59± 0.21mmSLEyr−1. While

our estimates lie within the uncertainty range of most of the previously published global es-

timates, they agree less with those derived from GRACE data, which only cover the years

2002–2018.
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2.1 Introduction

Glacier mass loss across most of the world constitutes a major part of the contemporary

and projected 21st century sea-level rise (e.g., Slangen et al., 2017; Oppenheimer et al.,

2019). Moreover, glaciers are important freshwater reservoirs for some regions of the

world, and the vanishing of glaciers is thus likely to induce seasonal water scarcity in

regions depending on those reservoirs (Cruz et al., 2007; Huss and Hock, 2018; Wijngaard

et al., 2018; Kaser et al., 2010; Small and Nicholls, 2003).

Changes in a glacier’s mass are often referred to in terms of surface mass balance:

the difference between snow/ice accumulation and snow/ice loss (ablation) – mostly due

to melting – over the glacier’s surface. Dividing this value by the glacier’s surface area

yields the specific mass balance, which is an important variable in attempts to quantify

glacier mass changes. Specific mass balances are a function of meteorological conditions

at glacier locations and glacier-specific characteristics. The future evolution of the global

glacier mass is usually estimated using numerical models (Hock et al., 2019b; Marzeion

et al., 2020). This is the case for the last century or even more distant past as well (e.g.,

Goosse et al., 2018; Parkes and Goosse, 2020), since satellites able to observe the Earth’s

surface only became available well into the second half of the 20th century. Glaciers also

lack comprehensive in situ mass balance measurements, at least before 1950, since they

are mostly situated in remote locations (see Figs. 2.6 and 2.7 in WGMS, 2020). It is

therefore important to assess and improve glacier mass balance models used to recon-

struct or project glacier mass evolution. An ensemble-based, long-term reconstruction can

add to our understanding of the uncertainties in glacier modeling, which might in turn

enhance our ability to make more robust projections of glacier mass change (Hock et al.,

2019b; Marzeion et al., 2020). Marzeion et al. (2020) have shown that ca. 25% of global

mass change uncertainty in 21st century projections of a glacier model ensemble can be

attributed to differences in the output of climate models. About 50% of the uncertainty

in 2020, declining to ca. 25% in 2100, was attributed to differences between individual

glacier models. In this work we show that differences in meteorological reanalysis data

add considerably to the uncertainty of an individual glacier model’s reconstruction as well.

The modeling approaches to establishing global estimates for the glaciers’ mass balances

mostly make use of temperature-index melt models to represent the energy available for

melting solid precipitation (i.e., snow) and ice (e.g., Huss and Hock, 2015; Radić and

Hock, 2011; Hirabayashi et al., 2013). As a glacier’s mass balance is interrelated with the

glacier’s geometric and hypsometric properties, some kind of length-area-volume scaling

relation is often incorporated to account for changes in these properties in the models

(Bahr et al., 2015) in order to avoid the computational cost of modeling physical processes

involved in glacier dynamics. This is especially relevant for an approach like ours, for

which we need to run the model many times. The model used in the work presented here

additionally includes a response time scale to account for the glacier geometries’ response

lagging climatic forcing but lacks an explicit representation of ice dynamic processes such

as deformation, sliding, or calving/frontal ablation (Marzeion et al., 2012).

Although there are approaches based on solving the energy balance at the ice surface,
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these models usually either lack ice dynamics or geometric scaling (Shannon et al., 2019),

can only be applied to a small number of glaciers and depend on upscaling to obtain

global numbers (Giesen and Oerlemans, 2013), or do not perform significantly better

than a similar model without energy balance implementation (Huss and Hock, 2015).

Another difficulty for models resolving the energy balance is the introduction of additional

parameters that have to be constrained, which in turn adds complexity to the model

optimization. This indicates that implementing ice dynamics and the energy balance

simultaneously is a difficult task and therefore not yet done routinely but might still have

the potential to enhance the accuracy of glacier modeling. That is because such models

would have the ability to represent the physical mechanisms influencing a glacier in a more

detailed, and thus possibly more realistic, fashion.

As mentioned above, for computational limitations, models solving the full equations

of motion and thermodynamics individually for each glacier are generally not applied at

the global scale. However, the Open Global Glacier Model (OGGM, Maussion et al., 2019)

has been applied to compute ice velocity and thickness for each glacier based on a flow line

approach but is not yet able to routinely reconstruct glacier changes for such long time

periods as in this work. The initialization of OGGM for times prior to recorded glacier

areas was also just recently explored (Eis et al., 2019, 2021).

None of the models resolving the energy balance or explicitly calculating ice dynamics

have been applied to globally reconstruct the glacier mass change on a century timescale.

This implies that a comprehensive analysis determining which modeling approach might

be most appropriate is not yet possible; at least not for all global glaciers and the whole

20th century. The need for a robust model evaluation, which can also be used to better

understand the glacier model contribution to projection uncertainty (Marzeion et al.,

2020), is apparent.

Uncertainties of numerical models are mainly caused by (i) uncertain boundary and

initial conditions, (ii) approximations of the model’s equations, and (iii) lack of knowledge

about parameters involved in the model setup (Hourdin et al., 2017). Therefore, optimiza-

tion of parameters and/or input data is a standard procedure in glacier modeling (Huss

and Hock, 2015; Radić and Hock, 2011; Marzeion et al., 2012). Often, a single metric is

chosen to be minimized (e.g., the model’s RMSE with respect to observed in situ mass

balances). Rye et al. (2012) suggested multi-objective optimization for a (regional) glacier

model, striving for Pareto optimality (Marler and Arora, 2004), to constrain parameters

more robustly.

Models of (parts of) the Earth system are typically evaluated using observations and/or

proxy data, usually with the objective to minimize the model’s deviation from observa-

tions, e.g., by minimizing the RMSE (Gleckler et al., 2008; Taylor, 2001). Although in

the case of glaciers direct in situ specific mass balance measurements are sparse and very

heterogeneously distributed in space and time, they are essential in assessing the uncer-

tainty, i.e., validation, of mass balance models. Nevertheless, other evaluation methods

exist; for example using a combination of satellite gravimetry, altimetry, and glaciological

measurement data (Huss and Hock, 2015). Such combined calibration data usually are

not available for individual glaciers and/or do not have the temporal resolution required
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to assess the model’s ability to capture interannual variability, making them impractical

for our calibration and validation approach.

To avoid a confusion of the terms optimization, calibration, and validation, we briefly

state our notions of these. Validation means calculating metrics that relate model outputs

to observed values in a certain variable and that quantify the estimated model uncertainty.

Optimization refers to choosing the best global parameter set with respect to the aims one

sets regarding the validation. With calibration, we mean the deduction of glacier-specific

model parameters from observational data.

In this work, we apply a multi-objective optimization, concerning the five global pa-

rameters most relevant in the applied model, for each of nine meteorological forcing data

sets (see Table 2.1), their mean, and their median. The term global parameter here refers

to parameters that are used in the model formulation (see Sect. 2.2.2) and not varied for

each glacier but applied globally. Since the model is able to hindcast glacier evolution,

the aim of this work is to (i) optimize the global model parameters in order to obtain

model setups that reproduce in situ mass balance observations as closely as possible and

(ii) to more robustly estimate model uncertainty, taking into account ensemble spread at

times and in regions where observations are sparse. We use the model of Marzeion et al.

(2012) but introduce changes to the mass balance calibration routine (see Sect. 2.2.2).

Additionally, we incorporate newer boundary and initial conditions as well as reference

data, against which the model is validated. We show that the ensemble approach to the

reconstruction produces more robust estimates of model uncertainty than taking into ac-

count results from a leave-one-glacier-out cross-validation (see Sect. 2.2.2 and green box

in Fig. 2.1) alone.
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Figure 2.1: Flowchart depicting the modeling and optimization chain.
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2.2 Data and methods

In this section we introduce the data and the modeling as well as the optimization chain

we applied in this work. In order to make the whole section more accessible to the reader,

we point to the flowchart (Fig. 2.1), which illustrates how the individual steps described

in the text are connected.

2.2.1 Data

Meteorological data

We conducted the search for an optimal parameter set for the version 4.03 of the CRU TS

data (corresponding to an update of Marzeion et al., 2012) and additionally eight reanalysis

data sets, as well as the mean and the median of all the data sets (see Table 2.1). The

5 of the 11 data sets not extending back to 1901 (see Table 2.1) were filled with CRU

TS 4.03 data, exclusively for the purpose of initialization of glacier areas; the results are

only shown (and evaluated) during time periods for which we have forcing data from the

respective data set.

Anomalies of temperature and precipitation were calculated with respect to the 1961

to 1990 reference period used in CRU CL 2.0. For those data sets not covering the period

1961 to 1991, these anomalies were obtained by calculating the difference between the

1961 to 1990 and the 1981–2010 periods in the CRU TS 4.03 data set and subsequently

subtracting this value from the respective data set’s 1981–2010 mean.

Table 2.1: Resolution and time range of the meteorological data sets used as boundary conditions.

Label used in text Resolution Time range Publication
and figures (◦)

20CRV3 2× 2 1871–2014 Slivinski et al. (2019)

CFSR 0.5× 0.5 1979–2010 Saha et al. (2010)

CRU CL 2.0 10′ × 10′ 1961–1991 New et al. (1999)
(climatology)

CRU TS 4.03 0.5× 0.5 1901–2018 Harris and Jones (2020),
Harris et al. (2014)

CERA20C 0.28× 0.28 1900–2010 Laloyaux et al. (2018)

ERA5 0.5× 0.5 1979–2018 Hersbach et al. (2020)

ERA20C 1.13× 1.13 1900–2010 Poli et al. (2016)

ERA-Interim ∼ 0.7× 0.7 1979–2018 Dee et al. (2011)

JRA55 1.25× 1.25 1958–2018 Kobayashi et al. (2015)

MERRA2 0.63× 0.63 1980–2018 Gelaro et al. (2017)
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Glacier data

The glacier model requires information about location, area, terminus, and maximum

elevation of each glacier at some point in time within the modeled time interval (1901–

2018), which were taken from the most recent version of the Randolph Glacier Inventory

(RGI v6.0, RGI, 2017). The RGI relies mostly on Landsat and other satellite imagery.

Distinction of individual glaciers within glacier complexes was realized mostly by semi-

automatic algorithms for detecting watershed divides. It includes Greenland’s peripheral

glacier with a high connectivity level “CL2 (strongly connected)” (RGI, 2017), which we

exclude from the model results we present. Note that we neglect missing or disappeared

glaciers that are not recorded in the RGI. This might lead to an underestimation of global

mass changes, especially in the early 20th century (Parkes and Marzeion, 2018). The

majority of recorded glacier areas date back to the years between 2000 and 2010, while

there are a few early records between 1970 and 1980. The exact distribution is given in

Fig. 2 of RGI (2017).

To be able to cross-validate the modeled annual specific mass balances, we use in situ

(glaciological) observations of glacier-wide annual specific glacier mass balances collected

by the World Glacier Monitoring Service (WGMS, 2018). For the sake of simplicity and

because observational errors of in situ specific mass balance measurements are not always

known, we ignore any uncertainties of these observations (Cogley, 2009) and treat them as

the “true” annual specific mass balance of a glacier in the recorded year. As stated in the

introduction, our validation approach is based on a decomposition of the RMSE into the

three statistical measures: temporal correlation, interannual variability ratio, and bias.

Due to the lack of a comprehensive data set for geodetic measurements comparable to

that of the WGMS for in situ measurements, i.e., with the temporal and spatial resolution

necessary for the calculation of the first two aforementioned metrics, it is unfortunately not

yet possible to use those in the validation framework we established. Since the calculation

of correlations and interannual variabilities requires a time series of data, we only take into

account glaciers for which at least 3 years of in situ mass balance were recorded. Those

are 299 glaciers with a total of 5977 annual specific mass balance measurements. Before

1950, only 110 annual records of 14 glaciers are contained in this data set. Of those 14

glaciers, 12 are situated in Central Europe and Scandinavia and one in Alaska and Iceland

each (WGMS, 2020).
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2.2.2 The global glacier mass balance model

Basic equations and parameters

In this section, those features of the mass balance model that are relevant to the opti-

mization procedure are described (see grey box in Fig. 2.1). A more thorough description

is given in Marzeion et al. (2012). The annual specific mass balance B(t) of each glacier

is computed as

B(t) =

[
12∑
i=1

[
P solid

i (t)− µ∗ ·max
(
T terminus
i (t)− Tmelt, 0

)]]
− β∗ (2.1)

where B is the annual modeled mass balance for an individual glacier in year t, P solid
i is the

amount of solid precipitation in month i, µ∗ is a glacier-specific temperature sensitivity

parameter, T terminus
i is the mean temperature in month i at the glacier’s terminus elevation,

Tmelt is a global threshold temperature for snow and ice melt at the glacier surface, and β∗

is a calibration bias correction parameter. Terminus elevation temperature is calculated

as

T terminus
i (t) = TCRUclim

i + γtemp · (zterminus(t)− zCRUclim) + T anom
i (t) (2.2)

where TCRUclim
i is the climatological temperature in month i taken from the grid point

of the CRU CL 2.0 data set (New et al., 2002) closest to the respective glacier, γtemp

is an empirically derived temperature lapse rate, zterminus is the elevation of the glacier’s

terminus, zCRUclim is the elevation of the grid point in the CRU CL 2.0 data set, and

T anom
i (t) is the monthly temperature anomaly deduced from the forcing data set. Values

for µ∗ and β∗ can theoretically be obtained by assuming an equilibrium state of the

glacier in present-day geometry during a 31-year period centered around year t∗ when

annual specific mass balance measurements are available for that glacier. In contrast to

the initial publication of the model, we objectify the selection of t∗: while Marzeion et al.

(2012) argue that t∗ is a function of the regional climatological history, it also depends on

the glacier’s response time scale, as discussed in Roe et al. (2021), for which there is no

reason to assume spatial coherence. This means that we now do not spatially interpolate

t∗ as in Marzeion et al. (2012) but introduce it as an additional global parameter. In the

next section we elaborate further on this point.

The inference of the glacier-specific parameters (µ∗ and β∗; see Sect. 2.2.2) is assessed

in a leave-one-glacier-out cross-validation procedure to determine the out-of-sample un-

certainty, which should theoretically be done every time the model setup (i.e., parameter

set and/or forcing data) is changed. Leave-one-glacier-out cross-validation means we run

the model once for each validation glacier, which are those with at least three recorded

annual specific mass balances, treating the respective glacier as if we did not have in situ

mass balance measurements available (see green box in Fig. 2.1). In other words, β(t∗) is

spatially interpolated in an inverse-distance-weighted manner from the 10 closest glaciers

for the computation of annual specific mass balances of that glacier. The modeled annual
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specific mass balances of the individual validation glaciers obtained like this are then com-

pared against the in situ measurements in the optimization procedure (see Sect. 2.2.3 and

blue box in Fig. 2.1). Hence, we obtain an estimate of the model’s uncertainty attached to

the calibration procedure (see Sect. 2.2.2). While values for µ∗ can be computed for each

individual glacier based on t∗, those for β∗ are spatially interpolated from the 10 closest

validation glaciers, using inverse-distance weighting. This will certainly work better in

regions with high measurement densities and thus be a major part of our estimates’ inac-

curacy due to the previously mentioned heterogeneous distribution of in situ mass balance

measurements. Also, it is sensitive to errors or biases in the in situ observations we use.

One global parameter (Tmelt) was introduced in Eq. (2.1), but three additional ones are

associated with the calculation of the monthly solid precipitation P solid
i (t):

P solid
i (t) = (a · PCRUclim

i + P anom
i (t)) · (1 + γprecip · (zmean − zCRUclim)) · f solid

i (t) (2.3)

where a is a precipitation correction factor, PCRUclim
i is the monthly climatological precip-

itation sum taken from the grid point of the CRU CL 2.0 data set closest to the respective

glacier in month i, P anom
i (t) is the monthly total precipitation anomaly deduced from the

forcing data set, γprecip is a global precipitation lapse rate, zmean is the mean elevation of

the glacier, and f solid
i (t) is the fraction of solid precipitation:

f solid
i (t) =



1 if T terminus
i (t) ≤ Tprec solid

0 if T zmax

i ≥ Tprec solid,

with T zmax

i (t) = T terminus
i (t)

+γtemp · (zmax − zterminus(t)) ,

1 + Tprec solid−T terminus
i (t)

γtemp·(zmax−zterminus(t))
otherwise


, (2.4)

where Tprec solid is a global threshold temperature for solid precipitation, and zmax is the

maximum glacier elevation. The amount of solid precipitation a glacier receives is hence

estimated by applying an empirical negative temperature lapse rate and a parameterized

positive precipitation lapse rate. The assumption of increasing precipitation with elevation

might not hold for some glaciers that are located on the downwind side of a mountain or

for ones with very high maximum elevations, but this should be accounted for by treating

it as a global parameter subject to optimization.

The four global parameters (Tmelt, a, γprecip, and Tprec solid) introduced in Eqs. (2.1)–

(2.4) are at the core of the model’s mass balance computations and hence subject to the

optimization presented here. Marzeion et al. (2012) used the CRU TS 3.0 data set to

obtain T anom
i (t) and P anom

i (t). Here, we include additional meteorological data sets as well

as their mean and median values in the optimization (see Sect. 2.2.1).

The monthly mass balances are subsequently translated into volume, area, and length

changes by geometric scaling and relaxation (see grey box in Fig. 2.1). The geometric

scalings by means of a power law, reviewed in Bahr et al. (2015), are currently the only
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option for estimating geometric changes from mass changes without having to resolve ac-

tual physical processes as in a flow line or higher-order model. From the theory discussed

in Bahr et al. (2015) it follows that the exponent in these power law scalings is a constant

and the scale factor is a random variable. In the model, we applied the constant expo-

nents for mountain/valley glaciers and ice caps given from that theory and scale factors

empirically derived in Bahr (1997) and Bahr et al. (1997). Since there are uncertainties

attached to the scale factor, we estimate a 40% error in the volume-area scaling and a

100% error in the volume-length scaling for the model’s error propagation, as in Marzeion

et al. (2012). Theoretically, the scale factors could be treated as global parameters as

well, but it is not clear whether an optimization of those would benefit the overall (global)

model accuracy, while it would increase the efforts in computation and evaluation. Con-

cerning the relaxation, a response time scale of the volume-length change is estimated by

assuming that smaller glaciers and those with higher mass turnover will react faster to

volume changes (details in Marzeion et al., 2012).

Initial values for the area of each individual glacier at the start of the model run (e.g.,

beginning of the 20th century) are found using an iterative approach that minimizes the

difference in area between modeled glacier and the RGI record in the year of the respective

observation (see grey box in Fig. 2.1). If this iterative procedure is not successful, the

glacier is not included in the reconstruction. For these glaciers, a simple upscaling is

applied in the computation of regional and global results. The optimized CRU TS 4.03

model setup was able to initialize glaciers accounting for 98% of the glacier area recorded

in the RGI. This value is roughly the same for the optimized model setups that performed

well according to our validation procedure, although it is slightly lower for those forced

with the mean/median of the meteorological data ensemble (see Table 2.2). A failure of

the initialization for an individual glacier might occur when, for example, the calibration

(see Sect. 2.2.2 and grey box in Fig. 2.1) results in a very high temperature sensitivity

for that glacier. The iterative search of an initial area might then not be able to capture

the very large starting area necessary for the implicated strong mass change. The largest

fractions of area not successfully modeled with the optimized CRU TS 4.03 model setup

are located in the Greenland periphery (ca. 9%) and Russian Arctic (ca. 5%).

Note that since the CRU CL 2.0 data set used to obtain PCRUclim
i and TCRUclim

i does

not cover Antarctica, we do not consider glaciers in the periphery of Antarctica and

Subantarctic glaciers here (labeled region 19 in RGI, 2017).
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Mass balance calibration

As explained above, we treat the parameter t∗ as a global one, as opposed to a glacier-

specific estimation in Marzeion et al. (2012). In order to illustrate the reasoning, we

need to discuss the mass balance calibration for an individual glacier in the model in

more detail (see grey box in Fig. 2.1). The calibration is based on the idea of inferring a

glacier’s temperature sensitivity µ∗ by finding a climatological time period in the forcing

data set (centered around t∗) which would result in a zero specific annual mass balance of

the glacier in present-day geometry. Thus, for each center year t̃ of a 31-year period, we

can calculate µ(t̃) by requiring

B(t̃) =

12∑
i=1

[
P solid

i,clim(t̃)− µ(t̃) ·max
(
T terminus
i,clim (t̃)− Tmelt, 0

)]
= 0 (2.5)

where P solid
i,clim(t̃) and T terminus

i,clim (t̃) are climatological averages of P solid
i (t̃) and T terminus

i (t̃).

Note that the calculation is based on a smaller number of years when t̃ < 1916 or t̃ > 2003.

For each of the 299 glaciers that have at least 3 years of in situ mass balance observations,

we calculate the modeled annual specific mass balance (based on Eq. 2.1) for each t̃. Then,

the associated calibration bias of an individual validation glacier is calculated as

BM −BO = β(t̃), (2.6)

where BM is the mean modeled specific annual mass balance of the validation glacier, with

µ∗ equal to µ(t̃) in Eq. (2.1), for the years of available mass balance measurements, and

BO is the mean observed mass balance. Hence, a negative (positive) β(t̃) means that the

glacier with its present-day geometry would have presumably gained (lost) mass during

the climate period around t̃, applying the inferred µ(t̃). Accordingly, the glacier would

be too (in)sensitive to changes in the forcing, and the application of β(t̃) is required to

balance this in Eq. (2.1). The general problem here is to infer t∗ for glaciers without

available annual in situ mass balance measurements. Marzeion et al. (2012) chose t∗ to

be that t̃, for which |β(t̃)| was minimal; µ∗ was then calculated from Eq. (2.5) applied to

t∗, and β∗ taken as β(t∗). For glaciers without in situ observations of mass balances, t∗

and β∗ were interpolated from the 10 closest glaciers with observations, using an inverse-

distance weighting. Using this method, Marzeion et al. (2012) were able to identify a

suitable parameter set in the leave-one-glacier-out cross-validation procedure that did not

show a large bias against in situ measurements, applying CRU TS 3.0 as atmospheric

boundary conditions, a previous version of the RGI, and other mass balance validation

data. However, this is not generally the case for the data sets applied here, and there is a

conceptual shortcoming in the spatial interpolation of t∗, which we will illustrate for one

exemplary model setup.

Figure 2.2a shows the global average of β(t̃), weighted by the length of each glacier’s

in situ mass balance measurement time series (henceforth, all mentioned averages over

different validation glaciers imply such a weighting), using CRU TS 4.03 as boundary

condition, applying the optimal parameter set (see Sect. 2.2.3).
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Figure 2.2b shows that the distribution of t∗ estimated directly is bi-modal, with fre-

quent values either at the beginning or at the end of the considered period, but the spatial

interpolation leads to a more even distribution. This in turn means that, generally speak-

ing, the spatial interpolation moves t∗ towards the middle of the considered time period,

thereby increasing the value of β∗ for glaciers with an early t∗ and decreasing it for those

with a late t∗. Figure 2.2b also shows that there are more validation glaciers with t∗ at

the beginning of the 20th century than at the end of the 20th century or the beginning of

the 21st century.

Furthermore, those glaciers with a directly estimated individual t∗ at the beginning of

the 20th century tend to have a positive β∗, implying that even with present-day geometry,

those glaciers would have lost mass under climatic conditions of the early 20th century

applying µ(t∗). The zero crossing of the global average β(t̃) is thus found at a period

when positively and negatively biased glaciers cancel each other out. Since moving the

median of t∗ towards the middle of the of the modeled period generally goes along with

an increase in the globally averaged calibration bias β(t∗), using the spatial interpolation

of t∗ tends to lead to a positively biased model setup, which then becomes apparent in the

leave-one-glacier-out cross-validation. That is because there are more validation glaciers

with an early than late individual t∗, as stated above.

In order to avoid this effect and taking into account that neighboring glaciers will

have different response times, such that even if they experience a very similar evolution

of climate anomalies we cannot expect a close spatial coherence of t∗, we do not spatially

interpolate t∗ as was done by Marzeion et al. (2012) but treat it as a fifth global parameter

instead. Note that µ∗ is still a glacier-specific parameter following Eq. (2.5) and that β(t∗)

is still interpolated from the 10 closest glaciers in an inverse-distance-weighted manner.

Although retaining the interpolation of β(t∗) seems to contradict the argument about

regional climatology made above, it is the only way to handle the calibration bias for

glaciers without validation data, and we expect biases caused by this approach on the

scale of an individual glacier to cancel out globally. Ultimately, the leave-one-glacier-out

cross-validation will reveal any potential new model errors introduced through this change.

At this point we recapitulate the reasoning behind our changes to the calibration pro-

cedure compared to previous studies that applied the same model, since it is an important

point of this work: in contrast to Marzeion et al. (2012), we do not rely on the assumption

of a steady state for every single glacier using present-day geometry and climate condi-

tions during a glacier-specific period around t∗ but rather on a global mean steady state

of glaciers in their present-day geometry with climate conditions during a (globally equal)

period around t∗. This means that while some glaciers with present-day geometry would

gain mass when exposed to the climate around the global t∗, others would lose mass. Fig-

ure 2.2a shows the mean bias of glaciers for which glacier-specific values of t∗ can directly

be obtained based on in situ observations – once for glaciers with t∗ before 1920 and once

with t∗ after 1998. It can be seen that the (global) calibration bias (β(t̃)) is a function of

the center year of the climatology (t̃) we assume glaciers (with present-day geometry) to

be in equilibrium with globally. For a glacier with an early individual t∗, the calibration

bias will be increasingly positive as we depart from the climatology of its t∗ to warmer
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climate periods (i.e., later t̃). This is because µ will be underestimated using a warmer

climate for calibration (see Eq. 2.5). If there are glaciers with early and late individual t∗

in close proximity of each other, the β(t̃) we interpolate to a glacier with early individual

t∗ will often be too low, while it will be too high on glaciers with a late individual t∗.

Because there are more glaciers with an early individual t∗ (before 1920) than a late t∗

(after 1998; see Fig. 2.2b), moving the globally applied t∗ to a warmer climate period then

results in an overall positive bias in the global cross-validation result. Interpolating t∗

has a similar effect. Overall, the cross-validation shows that this method is able to yield

unbiased model setups (see Sect. 2.3.1), disregarding possible biases in the validation data.

Figure 2.2: (a) Average calibration bias β as a function of the center year of a climatological
window around t̃ for validation glaciers showing the lowest calibration bias around the center years
t∗ ≤ 1920 (red, n = 132) and ≥ 1998 (blue, n = 72) as well as the weighted average of all
validation glaciers (black, n = 298). (b) Distributions of t∗ directly estimated from Eqs. (2.5)
and (2.6) (green) and spatially interpolated as in Marzeion et al. (2012, light green). Values in
both panels are derived from the cross-validation procedure (see Sect. 2.2.2 and 2.2.3) with the
optimized CRU TS 4.03 model setup.
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2.2.3 Parameter optimization strategy

For the identification of an optimal parameter set, we applied a brute-force approach (see

blue box in Fig. 2.1). This means that we varied each parameter other than t∗ (see above)

using the following ranges, which are similar to those used in Marzeion et al. (2012):

• threshold temperature for snow/ice melt (Tmelt) (
◦C): {−2, −1, 0, 1, 2};

• threshold temperature for solid phase precipitation (Tprec. solid) (
◦C): {−1, 0, 1, 2, 3,

4};

• precipitation lapse rate (γprecip) (% (100m)−1): {0, 1, 2, 3, 4, 5};

• precipitation correction factor (a): {1, 1.5, 2, 2.5, 3}.

We did so for each meteorological data set and performed a leave-one-glacier-out cross-

validation for each of the 900 parameter combinations possible within these ranges. This

resulted in 9900 validation runs (900 times 11 forcing data sets), which we used to iden-

tify parameter sets that yield a zero crossing of the global average β(t̃) in a first step.

For all forcing data sets except 20CRV3, those zero crossings were found with t̃ < 1920

(applying 20CRV3, some were found in 1962 and 1976). We then performed additional

cross-validations with the 20 best-performing parameter sets yielding a zero crossing of the

global average β(t̃) to fine-tune t∗, applying the range 1901 to 1920, except for 20CRV3

where we applied the ranges 1909–1918, 1960–1964, and 1974–1978. Hence, we performed

400 (4400) additional cross-validation runs per data set (in total).

From those cross-validations, three characteristic statistical measures of model perfor-

mance were computed: model bias (i.e., mean model error) with respect to observations,

the temporal correlation with observations, and the ratio of standard deviations of in-

terannual variability between modeled and observed mass balances. We do not include

the mean squared error (MSE) as a performance measure, since it is simply a (weighted)

combination of the three performance measures:

MSE = σ2
M + σ2

O − 2σMσOR+
(
M −O

)2
, (2.7)

where σM is the standard deviation of modeled mass balances, σO is the standard deviation

of observed mass balances, R is the Pearson correlation coefficient, M is the mean of

modeled mass balances, and O is the mean of observed mass balances (thus, the last term

corresponds to the squared bias).

From Eq. (2.7) it can be inferred that a minimumMSE occurs for a model setup in which

the standard deviation ratio equals the correlation coefficient. Hence, in a model setup

that is not perfectly (positively) correlated with the observations (i.e., 0 < R < 1), a more

realistic standard deviation ratio (e.g., 1 ≥ σM

σO
> R) will result in a higher MSE. However,

a correlation coefficient equal to 1 is generally not achievable in models such as the one

used in this work. Consequently, minimizing the MSE will lead to preference of parameter

sets that underestimate variance. This is problematic, since a correct representation of

variance is indicative of correct model sensitivity to changes in the forcing. For example, it
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is possible to imagine to apply a model setup that yields a low bias and good correlation but

largely underestimates the interannual variation of mass balances. It is therefore beneficial

to not only minimize the MSE but rather to minimize the three statistical coefficients it

comprises individually, in order to not trade a realistic model sensitivity for a smaller

MSE.

All three performance measures were calculated for each validated glacier and then

averaged over all these glaciers, weighted by the number of available mass balance obser-

vations per glacier. This was done for every cross-validation run in order to be able to

identify the overall best-performing model setups.

Standard deviation ratios were brought to represent the deviation from an optimum

value (i.e., one) by

SR =
σM

σO

− 1. (2.8)

To determine for each meteorological data set a model parameter set that, on average,

shows the highest skill to represent the behavior of observed glaciers, we normalize the

performance measures introduced above such that the individual scores s range from 0 for

the worst to 1 for the best validation result by the following equations:

si,bias =
max(|bias|)− |biasi|

max(|bias|)−min(|bias|)
,

si,SR =
max(|SR|)− |SRi|

max(|SR|)−min(|SR|)
,

si,R =
Ri −min(R)

max(R)−min(R)
,

(2.9)

where i is the individual model setup the score is calculated for. These scores were then

added up to identify the optimal model setup as the one with the maximum overall score.

If a model setup obtained the single best result for all three performance measures indi-

vidually, it would thus yield a score of three. Note that the three (or potentially other)

performance measures might be weighted differently, based on the objective of the model

application. However, as shown below, we do not find substantial trade-offs between the

three performance measures, such that any potential weighting would have a very limited

influence on the results.
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2.3 Results

2.3.1 Cross-validation and uncertainty assessment

Performance measures

Table 2.2 shows the values obtained for performance measures and optimal global param-

eters. We differentiate between the mean and median of the forcing data input used as

individual boundary conditions (mean/median input) and the mean and median of the en-

semble output values (mean/median output). For more than half of the optimized model

setups, the global mean bias of the optimal parameter set is smaller than 10mmw.e. yr−1,

and the correlation is larger than 0.6, while the amplitude of the interannual variability is

estimated correctly within a small range (ca. 5%). RMSEs lie roughly between 700 and

800mmw.e. yr−1 for most optimized model setups. Only 20CRV3 shows a significantly

higher RMSE, caused by some large outliers. Note that the number of glaciers that can-

not be initialized also depends on the meteorological data set used as boundary condition.

CERA20C, e.g., not only performs the worst (obtaining an overall score of 1.38 using the

optimal parameter set) but leads to only 274 of 299 validation glaciers being initialized

in the cross-validation and 180 481 of the 211 838 glaciers in the global reconstruction

run, representing 84% of today’s global glacier area outside Antarctica. In contrast, the

best-performing model setup that covers the whole model period (CRU TS 4.03) is able

to initialize 298 validation glaciers and 200 443 glaciers in the global reconstruction run,

representing ca. 98% of the global glacier area. Following our scoring system, we find

that the statistically best performing single data set covering the whole model period is

CRU TS 4.03, and the overall best-performing data set, but only covering 1979–2018, is

ERA5. Our best estimate for the whole model period is the mean model output.

Independent of the time period considered, the mean output of the ensemble shows the

best performance, exceeding not only the best individual ensemble member, but also the

result obtained by the mean and median input. The statistically best performing individual

ensemble members vary with the time periods that are covered by the meteorological data

sets. For example, during the period 1958–2018, JRA55 leads to the best performance;

from 1979 onward, it is ERA5. Table 2.2 also shows that the performance measures attain

better values if the averages are weighted by the length of the observation time series than

with the non-weighted average, illustrating the need for long-term observations for reliable

model validation.

In order to assess the consistency of cross-validation results among the ensemble mem-

bers, two-sample Kolmogorov–Smirnov tests for the similarity of distributions were con-

ducted for all 55 possible unique pairs of the 11 optimized model setups. This was done for

modeled annual specific mass balance and model deviation distributions. Model deviation

here refers to the differences between each modeled and observed annual specific mass bal-

ance value in the cross-validation procedure; its average thus corresponds to the average

of the bias weighted by the number of available mass balance observations per validation

glacier. The confidence level we require for rejecting the similarity of distributions is at
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95%. Regarding the distributions of modeled mass balances, only 10 (18%) of the tested

pairs are not significantly different – all involving the six best-scored model setups (see

Table 2.2). Model deviation distribution pairs do not significantly differ in 27 (49%) cases,

of which only 1 (2%) involved 20CRV3, CERA20C, or ERA20C. We conducted Welch’s

t test for the similarity of means in the same manner. Here, only the three lowest-scored

model setups’ means of modeled mass balances are significantly distinguishable from other

ensemble members. Concerning the mean model deviation, only that of CERA20C sig-

nificantly differs from the others. Hence, the similarity tests indicate that the results of

model setups with higher scores (see Table 2.2) tend to be more consistent among each

other and to differ from lower-scored ones statistically. Model deviation distributions sig-

nificantly different from those of other ensemble members are to a large degree produced

by low-scored model setups, while the mean is only significantly different for CERA20C.

The significantly high bias and low score of CERA20C indicate particular issues with this

forcing data set and lead us to exclude it from the following ensemble calculations. In

the subsequent section we will explore where these issues stem from. In doing so, we try

to explain why the temporal and spatial constraints of the validation data hinder us to

make assertions over which individual model setup is the most reliable one over the whole

temporal and spatial model domain.
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Spread of the ensemble inconsistent with model uncertainty from cross-validation

The leave-one-glacier-out cross-validation procedure applied here is designed to estimate

the uncertainty of model results for glaciers that have no in situ mass balance observations

and for times where there are no in situ observations. Therefore, in principle, the results

of the individual ensemble members should agree within their corresponding uncertainty

estimates. However, there is a strong spatial bias in in situ mass balance observations

towards certain RGI regions – mostly locations where also the past state of the atmosphere

is well constrained, since both atmospheric and glaciological observations are denser in

easily accessible regions. The majority of glaciers, though, are situated in remote locations

where observations of the state of the atmosphere were very sparse, particularly in the

first half of the 20th century. Thus, the cross-validation is biased towards times and places

where the state of the atmosphere, i.e., the boundary conditions of the glacier model, can

be assumed to be exceptionally well constrained.

Figure 2.3 shows that 66% of the validation data originate from only four RGI regions:

Western Canada and US, Scandinavia, Central Europe, and Central Asia. Panel (b) shows

the fraction of mean annual ensemble variance of global mass change rates in the modeled

period attributable to each RGI region. Most of the ensemble spread is due to disagreement

in sparsely observed regions that contain much glacier ice. Of the mean annual global

ensemble spread, nearly 60% can be attributed to the disagreement in estimates for the

regions of Alaska, Arctic Canada (North), and the Greenland periphery. The value for

the Greenland periphery increases from 21% to 36% if we included CERA20C in the

calculation. This indicates that peripheral glaciers in Greenland are responsible for a

considerable amount of the ensemble spread as well as for most of the large divergence of

CERA20C from the other ensemble members. The only region that shows a large spread

among ensemble members but does not contain as much glacier ice as the previously

mentioned ones is the Southern Andes.

In Fig. 2.4a, the issue of temporally biased validation data (all are from the second half

of the 20th century or the beginning of the 21st) can be recognized. Mean mass loss rates

calculated with forcing data sets that have complete data coverage over the whole model

period for the four previously mentioned well-observed regions are shown. Comparing

results for the four best-observed regions to global results (Fig. 2.4b), it can be seen that

the disagreement on the global scale is larger than in the well-observed regions and that the

global reconstruction forced by CERA20C is far off the three other ensemble members,

while it is not so in the well-observed regions. This behavior can be explained by the

much more pronounced warming of glacier locations at the global scale in CERA20C until

ca. 1960 (Fig. 2.4d): during the calibration, lower temperatures at t∗ will lead to higher

temperature sensitivities (see Eq. 2.5). Similarly, the greater increase in temperature will

result in higher mass loss rates.

Concerning these issues with CERA20C, it is striking that in spite of its large positive

specific mass balance bias in the cross-validation, global mass change estimates obtained

with it are much larger than those of the other ensemble members. This underlines

the fact that even though the cross-validation is crucial in the optimization process, we



CHAPTER 2. 20TH CENTURY RECONSTRUCTION 36

cannot entirely rely on it for assessing global and long-term reconstruction performance

of individual model setups. Therefore, because, as stated in the previous section, the

best-performing data sets do produce statistically quite similar results for the validation

glaciers, we will only use estimates based on the ensemble – i.e., not individual members

– in the following. We exclude the results of model runs forced with the mean and

median input from our ensemble calculations in order not to bias them towards the central

value and also because they contain the problematic values of the CERA20C data. If a

full ensemble approach as done in this study is not feasible (e.g., due to computational

constraints) we still recommend to use a mean/median input data set as the meteorological

forcing for reconstructions outside the spatial and temporal domain of validation data,

since a single best-performing data set cannot be identified conclusively.

In both the well-observed regions (Fig. 2.4a) and the global scale (Fig. 2.4b), the

different model setups disagree more strongly in the first half of the 20th century, reflecting

that uncertainty in the atmospheric conditions during that time is also greater. All in all,

we find that the ensemble spread tends to be larger than uncertainty estimates obtained via

the cross-validation and that this is caused by the majority of glacier observations coming

from places and times where the uncertainty of the state of the atmosphere is smaller

than what can typically be expected in glacierized regions. Furthermore, we assume that

the individual glaciers’ error estimates are uncorrelated with each other and random, i.e.,

independent, as we do not have direct model error estimates for every glacier and can thus

not account for correlations of individual glaciers’ errors. However, the ensemble approach

allows us to explore if, and to which degree, the cross-validation underestimates the true

uncertainty of the reconstruction.
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Figure 2.3: (a) Number of specific annual mass balance observations available for calibration and
validation in each RGI region. (b) Fraction of ensemble variance of global mean mass change rate
(∆M/∆t) in the modeled period (1901–2018) attributable to each RGI region. In brackets is the
number of glaciers used for calibration and validation in each region.
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Figure 2.4: Mass loss rate estimates for meteorological forcing data sets with whole 20th century
coverage: (a) averaged over well-observed regions (Western Canada and US, Scandinavia, Central
Europe, and Central Asia) and (b) globally. Average temperature anomalies at glacier tongue
locations in (c) well-observed regions and (d) globally, weighted by glacier area. In all graphs,
31-year moving averages are shown for clarity.

Combining model and ensemble uncertainty

To account for both the model error, as calculated in the cross-validation procedure, and

the ensemble spread, the total uncertainty of the ensemble average is calculated as follows.

First, we calculate the model error of the ensemble average solely determined by the means

of the RMSEs obtained from the leave-one-glacier out cross-validation:

ϵmodel(t) =

√
n∑
i

ϵi(t)2

n
, (2.10)

where ϵi(t) is the model uncertainty computed in the cross-validation procedure for an

individual ensemble member i for year t. Then we add the ensemble spread as a further

uncertainty measure to the model error of the ensemble average:

ϵensemble(t) =
√

ϵmodel(t)2 + σ(t)2, (2.11)

where σ(t) is the ensemble standard deviation in year t. Here, we treat the individual

model setups’ errors, obtained from the cross-validation procedure, to be independent

from each other and the model error of the ensemble average to be independent from the

ensemble spread. This might lead to an underestimation of total uncertainty, since there

might be correlations of the individual sources of uncertainty for which we cannot account.
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Because we model more than 200 000 glaciers and assume their errors to be independent as

well, thereby assuming that their errors partly cancel each other out, the true uncertainty

is probably higher than our estimate. However, we do account for interannual covariances

of the ensemble when estimating the uncertainty of mean values over periods longer than

1 year.

Figure 2.5 shows the temporal evolution of total uncertainty (ϵensemble) as well as the

aggregated model uncertainty (ϵmodel) and ensemble spread (σensemble) of the ensemble

mean mass change rate estimate. The total uncertainty of the ensemble mean estimate

is high in earlier years, with a sharp decrease after the first 20 years. This is due to the

decrease in the high model error of the ensemble average, especially during the first decade

of the 20th century, which is produced by very high mass losses of a few glaciers in some

model setups during that period. The ensemble spread is also greater during the first half

of the 20th century compared to later years, which can be attributed to less agreement

between meteorological data sets in earlier years. Note that the further back in time we go,

the fewer meteorological data sets are available, since not all reanalysis products provide

data for the whole period.

Figure 2.5: Five-year moving average of the temporal evolution of model uncertainty metrics for
annual global mass change rates. ϵensemble is the total uncertainty, i.e., combined model uncertainty
(ϵmodel) and ensemble spread (σensemble; see Eq. 2.11).
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2.3.2 Global glacier mass change

In the following we present our modeled estimates of global glacier mass change. Note that

we express those in units of sea-level contribution. This means positive values indicate a

contribution to sea-level rise and thus a mass loss of the glaciers.

Figure 2.6 shows the temporally accumulated mass change estimates, relative to 1980

(the year from which onward all meteorological data sets have data coverage), and their

uncertainties. Figure 2.6a shows the estimates for each individual ensemble member as

well as their model uncertainties ϵmodel. Especially in the first half of the 20th century,

ensemble members diverge, with CRU TS 4.03 showing the lowest and ERA20C, next to

CERA20C, the highest mass loss during that period. The ensemble average mass change

estimate over the whole model period is 69.2± 24.3mmSLE, which translates to an average

mass change rate of 0.59± 0.21mmSLEyr−1 and a mass loss of roughly 18% relative to

1901.

Table 2.3 displays the regional and global mass loss rates for different reference periods.

Mass change rate estimates for more recent periods are increasing across most regions,

reaching 0.90± 0.12mmSLEyr−1 accumulated globally in the most recent period (2006–

2018). The only time and region for which an increase in glacier mass is estimated are

the Southern Andes during 1901–1990, although with a relatively high uncertainty due to

ensemble spread (see Fig. 2.3).

To explore the period of decelerated mass loss between roughly 1940 and 1980 visible

in Fig. 2.7, the periods 1901 to 1940 and 1941 to 1980 are shown in Table 2.3. For most

regions, the mass change rate estimates are substantially smaller in the latter period;

only New Zealand exhibits a significantly larger mass loss. Regarding the global estimate,

most of the mass loss deceleration took place in the Greenland periphery and the North

American continent (i.e., RGI regions 1 to 5). Thus, after increasing mass loss rates until

around 1930 (see Fig. 2.7), glaciers started to lose less mass until around 1980, possibly

caused by atmospheric cooling induced by increasing aerosol concentrations (Ohmura,

2006; Ohmura et al., 2007; Wild, 2012). From then on, the glaciers’ contribution to

sea-level rise accelerated again until the end of the modeled period (2018). Figure 2.8

shows the drivers of this behavior: the global ensemble mean temperature (lower panel)

and precipitation anomalies as well as total amount of solid precipitation (upper panel;

see Eqs. 2.3 and 2.4; all weighted by glacier area). From ca. 1980 on, heat available

for ice and snowmelt, i.e., the temperature anomaly, increased monotonously. While

precipitation at the glacier locations tended to increase over time, the amount of solid

precipitation at glacier locations decreased from roughly 1980 on – implying that not only

ablation increased, but also accumulation decreased. In contrast to that, the increase in

total precipitation between ca. 1930 to 1950 was accompanied by a similar increase in

solid precipitation, indicating that the warm anomaly at the same period was too weak

to reduce accumulation as much. In order to get an impression of the relative importance

of precipitation and temperature anomalies, we ran the model with the optimized median

input model setup – once holding total precipitation constant at the climatology around

t∗ and once holding temperature constant in the same way (Fig. 2.A.1). Initialization
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and calibration were done with the full forcing in order to enable meaningful comparisons

with the regular model run. Holding the temperature constant resulted in a 65% lower

mass loss, while the constant lower precipitation increased mass loss by only 5%. This

indicates that the temperature increase plays a much larger role for glacier mass change

than increased precipitation. This is expected, because increased temperatures do, as

mentioned above, not only increase the melt of a glacier’s ice mass, but also decrease the

amount of solid precipitation it receives. The finding that precipitation changes play a

minor role in glacier mass change is consistent with the literature (Van de Wal and Wild,

2001; Leclercq et al., 2011). Moreover, the interannual variability is larger with varying

temperatures compared to only varying precipitation (see Fig. 2.A.1).

Our results also indicate that the glaciers’ retreat to higher altitudes acted as a negative

feedback on mass loss in more recent times. This is based on the observation that although

the global average temperature anomalies at glacier locations were considerably higher

after 2000 than around 1930, and the amount of solid precipitation was lower, the global

glacier sea-level contribution rates are not higher according to our model results (see

Figs. 2.7 and 2.8). However, this result might have been influenced by the applied scaling

and relaxation laws (see Sect. 2.2.2), as they control the geometric response to mass

changes in our model. Comparing our results of glacier geometry to a publication that

estimated contemporary global glacier volumes (Farinotti et al., 2019), on the basis of

modeling results as well, we find that our global volume estimate differs less than 1% from

their result. Another feedback that certainly plays a role here, but cannot be resolved by

our model, is the positive mass-balance–surface-elevation feedback: as a glacier’s surface

elevation decreases due to mass loss, it experiences higher temperatures, because of the

atmospheric temperature lapse rate. This in turn enhances the initial mass loss (Harrison

et al., 2001). Since our model is calibrated and validated with data from more recent

years, it could be argued that mass change was actually lower in earlier years due to

higher surface elevations of glaciers (Huss et al., 2012).

Concerning uncertainty estimates, Table 2.3 shows that most of the uncertainty stems

from the regions of Alaska, Arctic Canada (North), and the Greenland periphery in more

recent periods (e.g., 1993–2018). In the earliest period (1901–1940), the Russian Arctic

region exhibits a high uncertainty as well, indicating that the large model error in the

early 20th century (see Fig. 2.5) is produced there alongside regions 1 to 5.
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Figure 2.6: (a) Estimates of temporally accumulated global mean sea-level rise (GMSLR) contri-
bution relative to 1980 for all forcing data sets. Shaded areas are model uncertainties calculated
for individual model setups. (b) Ensemble mean output estimate. Shaded areas are the mean
model uncertainty (grey, ϵmodel; see Eq. 2.10) and total ensemble uncertainty (blue, ϵensemble; see
Eq. 2.11), which are shown at the 90% confidence level. Results of the CERA20C forcing are
excluded from the ensemble mean (see Sect. 2.3.1).
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Figure 2.7: (a) Annual glacier mass change rates expressed in GMSLR contribution rate for all
forcing data sets. (b) Mean of ensemble output mass change rates. A 5-year moving average is
shown for clarity. Shaded areas are the mean model uncertainty (grey, ϵmodel; see Eq. 2.10) and
total ensemble uncertainty (blue, ϵensemble; see Eq. 2.11), which are shown at the 90% confidence
level. Results of the CERA20C forcing are excluded from the ensemble mean (see Sect. 2.3.1).
Note the different vertical scales of the panels.
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Figure 2.8: (a) Global mean annual precipitation anomaly relative to 1961–1990 and amount of
solid precipitation. (b) Global mean annual temperature anomaly relative to 1961–1990. The
shadings show ±1σ, i.e., standard deviation among meteorological forcing data sets. Values in
both panels are 31-year moving averages of the ensemble mean at glacier tongue locations and
weighted by glacier area, except for the graph of solid precipitation, which is based on the mean
forcing input data. Since scales of computed solid precipitation might vary between ensemble
members depending on model parameters (see Eqs. 2.3 and 2.4), the computation of an average,
especially with a temporally varying number of ensemble members, is less meaningful. Values of
the CERA20C forcing are excluded from the ensemble mean (see Sect. 2.3.1).

2.4 Discussion

Table 2.4 shows our global results compared to previously published estimates for mass

change rates over certain periods. We mostly find good agreement within the respective

uncertainty ranges. For the periods 2003–2009, 2002–2016, and 1992–2016 there is a

significant disagreement between literature values and our model results. The disagreeing

values for 2002–2016 from Wouters et al. (2019) were solely derived from gravimetry

(GRACE) data. Estimates for 2003–2009 from Gardner et al. (2013) and for 1992–2016

from Bamber et al. (2018b) involve GRACE data as well. Interestingly, we find that when

we compare the five pentads Bamber et al. (2018b) studied during 1992–2016 individually

to our estimates, those for the first three pentads (when the GRACE mission had not yet

started) agree within uncertainty ranges. Another work based on GRACE data (Jacob

et al., 2012) estimated a mass loss of glaciers outside of Antarctica and Greenland for the

period 2003–2010 of 0.41± 0.08, while our estimate for that period lies at 0.66± 0.08 and

that of Gardner et al. (2013, for 2003–2009) at 0.59± 0.07. Part of these disagreements

might be explained by the storage of meltwater for example in glacial lakes (Shugar et al.,

2020), which because of the close proximity to the glaciers cannot be separated from the

ice mass in gravimetry data. GRACE will therefore observe lower mass change values
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than in situ or geodetic observations. Since these lower values might be closer to the

glaciers’ actual contribution to sea-level rise, the issue points to the larger problem of

distinguishing between glacier mass change and the corresponding sea-level change, which

are not exactly equal. However, Shugar et al. (2020) also point out that glacial lake storage

accounts for only about 1% of glacier melt volume (excluding Greenland and Antarctica),

which indicates that this process is of limited relevance. Other hydrological processes

like groundwater flow or human activities (e.g., building of reservoirs) might still induce

discrepancies between gravimetric and in situ/geodetic measurements. Another potential

source of underestimating glacier mass loss by using gravimetry data in regions with many

marine-terminating glaciers is the presence of discharged icebergs close to the glaciers that

GRACE is presumably not able to separate from the actual glacier mass.

Gardner et al. (2013) point to discrepancies between satellite-derived and in situ es-

timates of glacier mass changes, suggesting a negative bias in in situ observations for

regions where the density of those measurements is low. They hence only relied on in situ

observations in regions where those have a high density. Zemp et al. (2019) addressed

this issue as well by combining glaciological and geodetic measurements. Although our

model is calibrated solely using in situ observations, its estimates are still close to Zemp

et al. (2019), in which the uncertainty for some periods is admittedly large (Table 2.4).

Comparing our results to Zemp et al. (2019) in periods where we included the Greenland

periphery (2003–2009 and 1961–2010), we see a slightly lower agreement. Our estimates’

uncertainty range also overlaps more with the one of Gardner et al. (2013) for 2003–2009

if we exclude that region. This indicates that our mass change estimates for the Green-

land periphery might be too large in these time periods. We also included estimates from

WGMS (2015) in Table 2.4, which are merely arithmetic averages of the available in situ

(glaciological) and geodetic mass balance measurements to show that our estimates, al-

though solely calibrated and validated with in situ measurements, are lower than those

and closer to more thorough analyses of mass change data. Our estimates lying close to

those of Marzeion et al. (2012) or Marzeion et al. (2015) cannot be explained merely by

the fact that the same model was used. One reason for this is that we used newer and

more validation data and a newer RGI version. Another one is the change in calibration

strategy that we applied in this work (see Sect. 2.2.2). Furthermore, driven with other

meteorological data, the Marzeion et al. (2015) mass loss estimates for 2003 to 2009 lie

lower than ours when using the same model but a different calibration procedure, while

those of Marzeion et al. (2012) lie higher (see Table 2.4). This underlines the influence of

boundary and initial conditions on modeling results.

Finally, the global glacier sea-level rise contribution estimates of Frederikse et al. (2020),

excluding the Greenland and Antarctic periphery, agree well with ours for the more recent

time intervals they specify (1957–2018 and 1993–2018), while our estimates lie at the very

low end of the confidence interval given for the whole time interval they studied (1900–

2018). This is presumably due to the modeling approach that their estimates in early

years rely on, which includes estimations of disappeared and missing glaciers that are

not included in the RGI. The increase in global glacier mass loss estimations this causes

declines throughout the 20th century by roughly 66% (Parkes and Marzeion, 2018).
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Regarding regional values, Table 2.3 shows that roughly two-thirds of our global mass

loss estimate during 2006–2018 occurred in the Greenland periphery and the North Amer-

ican continent. A large amount of the global uncertainty originates from these regions

as well. Comparing our regional mass change estimates for recent years to those in the

literature (Cirac̀ı et al., 2020; Wouters et al., 2019; Zemp et al., 2019), the most obvi-

ous discrepancy can be found in estimates for the Southern Andes, where our ensemble

mean is substantially smaller and even positive in earlier periods shown in Table 2.3 (e.g.,

1901–1940), caused mainly by the model setup forced with 20CRV3 reanalysis data. The

opposite is true for the regions Arctic Canada (North) and Svalbard, where our estimate is

larger than those previously published. This might be caused by the relatively large por-

tion of area draining into marine-terminating glaciers in those regions, since glacier–ocean

interactions are not included in the model we applied, and the calibration applying solely

atmospheric forcing might thus be problematic. Moreover, our regional estimates for the

Greenland periphery and Alaska in the most recent period (2006–2016) are close to each

other, while Alaska lost significantly more mass according to Zemp et al. (2019) or Cirac̀ı

et al. (2020) during that time. This could be indicative of our mass loss estimates for

Alaska being too small or those for the Greenland periphery being too high. Two regions

for which our estimates are significantly larger than in the previously published literature

are Central Asia and South Asia (West). This might be caused by a negative bias of the

in situ measurements used for calibration and validation in this region.

Another region of interest is the Russian Arctic, for which no in situ measurements

of annual specific mass balances were available in the data we used for calibration and

validation. That is either because the sparse amount of measurements for that region was

not covering at least 3 years for the individual observed glaciers or we did not find a link of

the glaciers to the RGI. Also, more than half of the glacierized area in the Russian Arctic

region drains into marine-terminating glaciers. For this region we estimate an average

mass change rate of 0.08± 0.02mmSLEyr−1 during 2002–2016, while Wouters et al. (2019)

estimate 0.03± 0.01 and Zemp et al. (2019) 0.07± 0.03mmSLEyr−1. Regarding the whole

period that Zemp et al. (2019) provide estimates for in that region (1951–2016), the average

they find is 0.05± 0.02mmSLEyr−1. Our average estimate for that period and region lies

at 0.06± 0.01mmSLEyr−1. This shows that our model results do not, as is the case

globally, agree well with GRACE-derived data in that region, but they still do with one

other previously published estimate although we did not have calibration/validation data

at hand in this region.

Thus, while we find an overall good agreement of our global mass change estimates

with previously published ones, besides most of those derived with GRACE data, there

are still significant differences in certain regional estimates. These require further research

into the causes and hence point to potential model shortcomings as, for example, area

initialization, geometric scalings, neglecting frontal ablation, debris cover, and radiation,

as well as into the calibration and validation procedure applied. Incorporating frontal

ablation processes of marine-terminating glaciers in the model and calibration procedure

as well as distinguishing between mass loss above and below sea level would be crucial

model developments for enhancing the reliability of modeled global glacier sea-level rise
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contribution estimates. Generally speaking, the influence of ice–ocean interaction on global

glacier mass loss remains elusive, although one study that conducted global glacier mass

change projections, applying a simple frontal ablation parameterization, estimated a total

of ca. 10% global glacier mass loss caused by frontal ablation (Huss and Hock, 2015).

Although the largest potential of reducing the global uncertainty relevant to sea-level

rise estimates is in strongly glaciated but little observed regions (e.g., Greenland periph-

ery), reducing it in less glaciated regions (e.g., Southern Andes) could still be valuable

concerning hydrological changes and hence water availability. Future studies on mass loss

reconstructions could benefit from addressing the abovementioned processes that are ne-

glected thus far and from expanding the validation framework applied here in such a way

that it would be able to include geodetic mass balance estimates as well as the uncer-

tainties attached to in situ/geodetic reference data. This is because in situ measurements

of annual specific mass balances are not only sparse and heterogeneously distributed but

reportedly negatively biased in some regions (Gardner et al., 2013). Since geodetic mea-

surements provide glacier mass change data for much larger areas than in situ glaciological

measurements, they add considerably to our understanding of glacier mass change. Un-

fortunately, they are not yet standardized and readily available as the in situ data are,

making it unpractical to use them in the validation framework we applied.

Concerning the high uncertainty of mass change estimates during the early 20th cen-

tury, it would be beneficial to have a suite of models that are able to hindcast glacier

changes over that period, similar to intercomparison efforts for projections (Marzeion

et al., 2020). More reanalysis products covering that time interval and also the Antarctic

periphery would certainly help to constrain global estimates and their uncertainty more,

although this might be of limited value due to the lack of historical validation data. In

order to not only rely on reanalysis data, it would also be possible to run the model with

data of climate models’ historical experiments. A comparison with results obtained by

applying reanalysis data could bring valuable insights into how, why, and where reanalysis

and climate model forcings of the mass balance model differ. Finally, the application of a

robust initialization method (e.g., Eis et al., 2019, 2021) could help to understand if and

how inaccuracies of the initialization method propagate through the modeled period.
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2.5 Conclusions

A multi-objective optimization of a global glacier mass balance reconstruction model,

forced with an ensemble of meteorological data sets, was presented. We demonstrated

that it is possible to find statistically well performing sets of model parameters for each

forcing data set but that we cannot robustly identify which model setup is the most

reliable when applied outside of the temporal and spatial domain of available in situ

mass balance validation data. However, one data set (CERA20C) can be identified as

performing worse than the others. Disagreement between ensemble members is to a large

degree attributable to differences in the forcing data in times and at locations where few

validation and calibration data are available. The differences in the forcing data result in

diverging glacier mass change estimates, especially in the first half of the 20th century,

and thus are a major part of our ensemble estimates’ uncertainty. Although our estimates

lie within the uncertainty range of most of the previously published global estimates,

they agree less with those derived from gravimetry (GRACE) data and show significant

differences to the literature in individual regions. Our reconstruction ensemble average

suggests that around the 1930s mass loss rates from glaciers were comparable to those of

today. This finding is possibly weakened by the lack of an explicit mass-balance–surface-

elevation feedback in the model we applied, and it might be that mass change rates during

the 1930s were actually smaller than in recent years. According to our results, the increase

in mass loss until the 1930s was followed by a phase of mass loss deceleration until roughly

1980. The glaciers’ contribution to sea-level rise has been accelerating again since then,

despite an indication of the their retreat to more favorable climatic conditions, i.e., higher

altitudes. Our results also indicate that this acceleration was partly driven by decreasing

amounts of solid precipitation at glacier locations from ca. 1980 onward. This implies

that the enhanced atmospheric warming not only increased ablation rates but probably

lowered the amount of snow the glaciers received, notwithstanding a slight increase in total

precipitation.
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2.A Appendix

Figure 2.A.1: Estimated influence of temperature and precipitation anomalies on global glacier
mass change. Blue lines are modeled glacier mass change with temperature held constant at the
climatology around t∗. Red lines are modeled glacier mass change with total precipitation held
constant at the climatology around t∗. Black lines represent the model run with full forcing. Note
that in the case of this forcing data set we found optimal model performance with t∗ = 1901, which
implies the climatology only includes 16 years. (a) Estimates of GMSLR contribution relative to
1901. (b) Estimated annual GMSLR contribution.
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Chapter 3

Context

As indicated in the previous chapter, neglecting frontal ablation and volume changes below

sea level in the model calibration as well as in the glacier evolution model might lead to

inaccuracies in model results, especially when trying to quantify glacier contributions to

global mean sea level rise. Since the initialization of glacier evolution models that employ

an explicit representation of ice dynamics, particularly for marine-terminating glaciers,

cannot be routinely done yet for the time before the glaciers were recorded for in the

RGI, it suggests itself to first tackle the issue of modeling marine-terminating glaciers in

a forward-run dynamical glacier evolution model. While there has been some previous

work on adapting the ice thickness inversion procedure in the Open Global Glacier Model

(OGGM) for marine-terminating glaciers, the effect of including marine frontal processes

in the model’s calibration and dynamical evolution component has not been tested yet.

This chapter describes an approach to tackling this issue by implementing more detailed

descriptions of marine frontal processes in the model and using glacier-specific mass bal-

ance and frontal ablation estimates from satellite-derived data products for calibration.

Model runs including this physically more plausible representation of marine-terminating

glaciers are compared to such runs in which marine-terminating glaciers are treated equally

to land-terminating ones throughout the modeling chain.
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Abstract

Marine-terminating glaciers cover more than one-fourth of the total glacierized area in the

Northern Hemisphere outside the Greenland Ice Sheet. It is therefore crucial to ensure an ad-

equate representation of these glaciers when projecting large-scale glacier mass changes. We

investigate how the introduction of marine frontal processes in the modeling chain influences

the results of mass change projections, compared to projections neglecting such processes.

We find that including frontal processes reduces the projected glacier mass loss, since in-

corporating frontal ablation in the model’s mass balance calibration results in a decrease in

marine-terminating glaciers’ sensitivity to atmospheric temperatures. We also find that ret-

rograde bed slopes lead to increased frontal ablation as the atmosphere warms, while frontal

ablation decreases if bed slopes are prograde. These opposing effects have the potential to

partly cancel each other when considering large glacier ensembles. Although we do not account

for potential future changes in oceanic climate yet, any effect of these would be moderated by

around half of today’s marine-terminating glaciers becoming land-terminating in the course of

the 21st century. While we find a significant influence of ice flow parameters on our results,

boundary conditions remain the largest source of uncertainty in our projections.
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3.1 Introduction

Earth’s glaciers are rapidly losing mass, causing global mean sea level rise (GMSLR) and

changing the hydrology of regions where they are part of the landscape (Zemp et al., 2019;

Huss and Hock, 2018; Hugonnet et al., 2021). In regions where glaciers are located close

to the ocean, their direct export of freshwater can substantially change the ocean’s surface

water properties and thus its local and regional circulation as well as ecology (Castro de la

Guardia et al., 2015; Meire et al., 2017). Some glaciers are in direct contact with the

ocean, often producing icebergs. These marine-terminating glaciers are special insofar as

they do not only undergo mass changes due to atmospheric climate perturbations, but also

by ice-ocean interaction processes taking place at the their front, such as iceberg calving

and submarine melt (Straneo et al., 2013). The contact of marine-terminating glaciers’

terminal boundary with ocean water also makes them subject to different ice flow dynamics

compared to land-terminating ones. Overall, marine-terminating glaciers comprise more

than one-fourth of the glaciated area in the northern hemisphere outside the Greenland

Ice Sheet (RGI Consortium, 2017). Hence, they contain such a large amount of ice that

their mass loss has the potential to intensify freshwater input to the oceans, thereby

increasing GMSLR as well as triggering changes in circulation and ecological patterns.

In order to understand and project regional and global glacier mass changes as well as

their wider implications, it is therefore necessary to investigate processes occurring at

marine-terminating fronts and to incorporate them in numerical models.

One example illustrating the need to include marine frontal processes comprehensively

in a numerical glacier model is that neglecting frontal ablation in the surface mass balance

model’s calibration will result in overestimating marine-terminating glaciers’ sensitivity

to atmospheric temperatures. That is because geodetic observations, for instance, do not

usually distinguish between surface and frontal ablation. Thus, if such data are used in the

surface mass balance model’s calibration and frontal ablation is not taken into account,

it is implicitly assumed that all of the ablation takes places on the surface. Although the

inclusion of frontal ablation in the dynamical model compensates part of the decrease in

mass removal due to the lowering of sensitivities to atmospheric temperatures, the question

arises whether there is a net effect of actually partitioning these two types of ablation.

Accounting for frontal processes does not only affect model projections, but model esti-

mates of initial ice thicknesses as well (Recinos et al., 2019, 2021). Since ice volume cannot

be measured at large scales, models constrained by observations are often used (Farinotti

et al., 2009). Among these approaches, those relying on mass-conservation typically do not

account for frontal ablation in the mass budget (i.e., not allowing for an ice flux through

the glacier’s terminal boundary), which results in a systematic underestimation of volumes

of marine-terminating glaciers and their thicknesses at the front (Recinos et al., 2019).

So far only one effort to estimate the impact of frontal ablation on global glacier mass

change projections has been undertaken, though not focusing on frontal dynamics (Huss

and Hock, 2015). However, that work neglected some processes that might be important

for modeling marine-terminating glaciers’ volume evolution. Most prominent in this regard

is ice dynamics, and particularly sliding, since marine-terminating glaciers’ fronts can be



CHAPTER 3. FRONTAL ABLATION PARAMETERIZATION 56

sensitive to dynamic thinning at the front (McFadden et al., 2011). Additionally, Huss

and Hock (2015) pooled frontal ablation and surface mass balance in their approach to

estimate surface elevation changes, although the mass removal by frontal ablation acts

horizontally at the glacier front, as opposed to vertical changes by surface melt.

Here, we use a numerical model capable of simulating ice dynamics in a simplified

flowline fashion (Maussion et al., 2019). This approach allows the model to be run on a

large number of glaciers using reasonable computing resources. We configure the model in

such a way that it is able to capture important features of marine-terminating glaciers’ be-

havior. For this purpose, we incorporated a frontal ablation parameterization (Oerlemans

and Nick, 2005), water-depth dependent basal sliding, and the hydrostatic stress balance

at the front into both the ice thickness inversion as well as the dynamical core. We then

calibrate the model on a glacier-per-glacier basis for all glaciers in the Randolph Glacier

Inventory (RGI; Pfeffer et al., 2014), disaggregating the total glacier mass budget into

surface mass balance and frontal ablation, where applicable, using independent datasets

for each. Thereby we are able to constrain the involved parameters for both mass budget

parts separately.

Accounting for frontal processes in the modeling chain allows us to investigate the

differences to model runs ignoring it. This is to get an impression of such processes’

relevance for glacier mass change projections and to identify further development prospects

for large-scale glacier models. We do so by running the modeling chain once without

special treatment of marine-terminating glaciers, as was the standard setup of the model

used previous to this work, and once including the aforementioned aspects of marine-

terminating glaciers’ dynamics. Furthermore, we examine the uncertainty in such findings

caused by the variation of particular unknown parameters.

3.2 Numerical model

3.2.1 The Open Global Glacier Model

The Open Global Glacier Model (OGGM) is a flowline model capable of modeling large

numbers of glaciers at once (Maussion et al., 2019). Due to the fact that it relies on certain

(simplifying) assumptions, this model has a reasonable computational cost. Here, we give

a brief overview of the model’s functionality.

The RGI (RGI Consortium, 2017; Pfeffer et al., 2014) is the basis of OGGM, similar to

several other global glacier models (Marzeion et al., 2020). In its recent version (RGI V6),

the coordinates and outlines of ca. 210 000 glaciers worldwide, which are not connected to

the ice sheets, are recorded. The glacier outlines are projected onto a local gridded map for

each glacier. Topographical data, based on an appropriate digital elevation model (DEM),

is automatically retrieved depending on the glacier’s location and interpolated onto the

local grid. The grid’s spatial resolution is scaled to the square root of the glacier area, with

a maximum of 200 m and a minimum of 10 m. Here, we use single, binned elevation-band

flowlines, based on the approach described by Werder et al. (2020). Dynamical simulations

start at the date a glacier was recorded in the RGI. The initial geometry consists of the
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surface area given by the RGI, and the result of the ice thickness inversion, which will be

described in Section 3.2.4. Simulations before the RGI date are only possible with fixed

geometries, since it is generally not possible to find glacier states before the RGI date

without large computational effort (Eis et al., 2019, 2021).

The gridded meteorological data set (monthly temperature and precipitation) is inter-

polated to the glacier location in a nearest-neighbour manner. For this work the Climatic

Research Unit Time-Series dataset version 4.03 (CRU TS 4.03; Harris et al., 2020) is used.

The temperature is subsequently corrected using a globally fixed linear lapse rate (6.50
◦C/km). For precipitation we do not apply a lapse rate, but a global correction factor (see

below). A glacier’s monthly surface mass balance for grid point i at elevation zi is then

calculated at each of the flowline’s grid points as:

mi(z) = fpP
solid
i (z)− µ max(Tm

i (z), 0) (3.1)

where fp is a dimensionless precipitation factor (Giesen and Oerlemans, 2012a), P solid
i (z)

the solid precipitation (in millimeter water equivalent (mm w.e.)) that is calculated assum-

ing threshold temperatures for solid and liquid precipitation, µ the surface temperature

sensitivity (in mm w.e. K−1), and Tm
i (z) the temperature above the threshold for ice melt

at the glacier surface (in K). In Section 3.3.2 we will further elaborate on the calibration

of µ and other involved parameters. Former versions of OGGM relied on an interpolation

approach for the surface mass balance calibration, since observational data was sparse and

not available on every single glacier, but we are now able to calibrate on a glacier-per-

glacier basis (see Section 3.3). In the following sections we will describe the formulation

of ice dynamics and ice thickness inversion in greater detail, since these two aspects of the

model were subject to the most changes from Maussion et al. (2019) in this work.

3.2.2 Modulation of the shallow ice approximation for terminal cliffs

In OGGM, the thickness-averaged deformation velocity ud of a glacier, utilizing the shallow

ice approximation (SIA), is computed as follows:

ud =
2A

n+ 2
hτn (3.2)

where A is the temperature-dependent ice creep parameter (here we use the default

value of 2.4 x 10−24 s−1 Pa−3), n the exponent of Glen’s flow law (here we use n = 3),

h the ice thickness (in meters), and τ the basal shear stress (in Pascal), which can be

approximated as follows:

τ = ρghα (3.3)

where ρ is the ice density (here we use 900 kg m−3), g the gravitational acceleration (9.81

ms−2), and α the surface slope computed numerically along the flowline on a staggered

grid:
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α =
zi − zi+1

∆x
(3.4)

where zi is the surface elevation of that grid cell (in meters), and ∆x the size of the

grid that is defined on the glacier (in meters).

Equation 3.4 indicates that α can become arbitrarily large at a glacier’s terminus,

if there is a discontinuity of the ice thickness. This situation occurs in the presence of

a terminal cliff. For a glacier whose thickness decreases smoothly to zero towards the

terminus, velocity at the terminus is mostly very small, since the ice thickness (h) and

the surface slope (α) are small. Hence, the SIA, conveyed here in Equations 3.2 and 3.3,

holds well and a change in ∆x will essentially not affect the dynamics at the glacier front.

However, for a marine-terminating glacier with a terminal cliff, the grid size dependency

can be noticeable, since a halving of ∆x will result in an eight-fold increase in velocity

(see Equations 3.2 - 3.4), with ice thickness at the terminus not being negligibly small.

In that case, the higher stress would be distributed over a smaller volume of the glacier

as well, as it only acts on the last grid cell in the SIA formulation we applied. To tackle

these issues of large changes in the stress balance when modeling glaciers with a terminal

cliff, we introduce the hydrostatic pressure balance at the terminal boundary of a marine-

terminating glacier as an additional force FH governing frontal dynamics, similar to the

approach of Howat et al. (2005). This additional force (per unit width) can be calculated

as:

FH =
1

2
g(ρih

2
f − ρod

2
f ) (3.5)

where hf is the thickness of the glacier front, ρi the density of ice (as above), ρo the

density of ocean water (here we use 1028 kg m−3), and df the water depth at the glacier

front (in meters). The additional force is then distributed over a distance (LF ) inland. In

order to emulate that this force acts more strongly at the boundary than further upstream,

we apply the following weight wiL for grid cells within LF :

wiL =
2iL

nL + 1
(3.6)

where iL is a grid cell within the nL grid cells contained in LF , and for the first grid

cell inland iL = nL. Then the stress that is thereby added to the driving stress τ (see

Equation 3.3) at grid cell iL is:

τH = wiL

FH

LF

(3.7)

Hence, the mean additional stress is:

τH =
FH

LF

(3.8)
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and it is ensured that:

nL∑
iL=1

wiL

FH

LF

∆x = FH (3.9)

This formulation allows for application of the SIA on marine-terminating glaciers with

a terminal cliff, but a surface slope is still needed for computing the average velocity

through the boundary of the last grid cell (see Equations 3.2 and 3.3). We approximate

it simply as the mean slope over LF from the front inland. Our approach introduces LF

as a new parameter, similar to a stress coupling length (Enderlin et al., 2016a), which is

hard to constrain for individual glaciers. Although theoretically there is a dependence on a

glacier’s ice thickness at the front, we set it to 8 km for all glaciers here. The motivation for

this choice is that this value should be higher than the roughly 4 to 6 ice thicknesses found

by Enderlin et al. (2016a), ensuring numerical stability in all cases. If a glacier’s length

(L) is smaller than 8 km, LF = L. Note that it would be possible in our approach to also

include sea-ice or ice mélange backpressure in Equation 3.5 (Robel, 2017), but we chose to

neglect this here for simplicity. Note also that Equation 3.6 implies a linearly decreasing

additional stress upstream of the glacier front. It would be possible to change this to some

kind of non-linear weighting function, if such was found to better represent the physics of

the process, which we do not examine closer here. Furthermore, it should be noted that we

used a different approach to incorporating the hydrostatic stress imbalance than previous

works (e.g., Nick et al., 2009; Enderlin et al., 2013b). In our case the hydrostatic stress

imbalance is integrated over the glacier-water boundary to get the additional driving force,

which is then distributed over a distance upstream and added to the driving stress of the

shallow ice approximation. In the cases of aforementioned previous works, the authors

integrated the momentum-conservation equations to find a velocity gradient. Those works

used the Nye-Glen rheology to directly calculate the gradients in longitudinal stress needed

for their approach from the hydrostatic pressure difference at the calving face.

3.2.3 Sliding parameterization

At a marine-terminating glaciers’ front, the ice velocity induced by sliding is a relevant

part of the dynamics (Benn et al., 2007a). Previously, the sliding velocity in OGGM was

calculated as:

us =
fsτ

n

h
(3.10)

where fs is a sliding parameter (default value 10−20 m2 s−1 Pa−3), based on Oerlemans

(1997). This parameterization follows the assumption that sliding is related to basal

pressure, which itself is related to the ice thickness h. Basal pressure at the front of

marine-terminating glaciers is not only related to the ice thickness though, but to the

water depth of the glacier’s bed as well. Therefore, we now calculate the sliding velocity

as:
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us =
fsτ

n

h∗ (3.11)

where h∗ is the height above buoyancy:

h∗ = h− ρo
ρi
d (3.12)

Hence, sliding for all grid cells with a bed elevation above the water level will be

the same as in Equation 3.10. For grid cells close to the front, the sliding velocity

can sometimes become too large when using the value for fs proposed by Oerlemans

(1997) (5.7 x 10−20 m2 s−1 Pa−3) in Equation 3.11, resulting in numerical instabilities.

Therefore, we use that value as an upper bound in the attempt to quantify parameter

sensitivity in appendix 3.B, and apply a value of 10−20 m2 s−1 Pa−3 here. Although this

formulation might be an improvement for marine-terminating glaciers, the appropriate

sliding parameterization for ice flow is generally still not ascertained (Benn et al., 2007a;

Zoet and Iverson, 2020; Stearns and Van der Veen, 2018).

3.2.4 Ice thickness inversion

For consistency, the changes to OGGM explained in the previous sections do not only need

to be incorporated into the dynamical model core, but into the ice thickness inversion

as well. That means we now numerically solve for the ice thickness by the following

polynomial:

q =
2A

n+ 2
(fττ)

nh2 + fs(fττ)
nrh (3.13)

where q is the ice mass flux per unit width (in m2 a−1), fτ an amplification factor

related to the additional driving stress caused by the hydrostatic stress balance at the

front (see Section 3.2.2, Equation 3.7):

fτ =
τH
τ

+ 1 (3.14)

and rh the inverse of the relative height above buoyancy:

rh =
h

h∗ (3.15)

For grid cells that are more than LF (see Section 3.2.2) upstream of the front and that

do not have a bed elevation below the water level, this equals the ice thickness inversion

approach usually applied in OGGM, because fτ and rh equal one.

A further peculiarity of marine-terminating glaciers that needs to be taken into account

here is the occurrence of frontal ablation. We parameterize the latter following Oerlemans

and Nick (2005):

Qf = kdfhfwf (3.16)
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where Qf is the frontal ablation flux (m3 a−1), k the water-depth sensitivity parame-

ter (a−1; hereafter named frontal ablation parameter), and df , hf , and wf are the water

depth, ice thickness, and width at the glacier front (all in meters). As introduced to

OGGM by Recinos et al. (2019), the mass budget closure requires Qf to be balanced

by ice discharge, which is the dynamical ice flux through the terminal boundary of the

inverted glacier. That, in turn, implies a larger ice thickness at the glacier’s terminus com-

pared to an inversion neglecting frontal ablation, assuming the same ice flow parameters

(see Equation 3.13). Although simple and thus readily applicable, this frontal ablation

parameterization is limited insofar as it does not explicitly capture physical processes, but

lumps them into one parameter (k). The two main processes relevant in that regard are

brittle fracturing and submarine melt, which is related to ocean/water temperatures and

subglacial discharge. Note that our framework is also not capable of capturing sediment

dynamics and hence the time evolution of proglacial submarine moraines that might in-

fluence frontal dynamics/ablation (see, e.g., Brinkerhoff et al., 2017; Oerlemans and Nick,

2006).

One further change compared to previous studies on the ice thickness inversion of

marine-terminating glaciers is that we neither assume the water level to necessarily be

at 0 m a.s.l., nor prescribe the freeboard to be within a range of 10 to 50 m (Recinos

et al., 2019, 2021). This change is motivated by several factors: i) the DEMs used can be

erroneous, ii) the RGI outlines can be erroneous and the incorrect geometry (i.e., width)

at the front derived from these outlines for the elevation-band flowlines can deteriorate the

result of the ice thickness inversion, iii) the assumed values for the flow parameters (A, fs)

in Equation 3.13 and the frontal ablation parameter (k in Equation 3.16) are uncertain

and thus the water level may have to be shifted in order to satisfy Equation 3.16 and

find a solution for Equation 3.13, and iv) a maximum freeboard of 50 m would mean that

ice thicknesses at the front could not exceed roughly 400 m without going into flotation.

However, dealing with floating tongues would involve shelf dynamics, which we cannot

model using the SIA without special treatment and a refined grid at the front (Vieli and

Payne, 2005). Therefore, we inhibit glacier states that feature a floating tongue. Thus, we

do not directly seek for a water depth at the front, which ensures that the ice flux given

by the frontal ablation parameterization equals that of the apparent mass balance and ice

dynamics, but for a value of rh (Equation 3.15) as explained below. By doing so, we can

make sure that the ice thickness inversion never results in a floating tongue, and with a

value for the freeboard this can be translated into the frontal ice thickness:

hf =

ρo

ρi
rh(zf − zw)

rh(
ρo

ρi
− 1) + 1

(3.17)

where zf is the surface elevation of the last grid cell according to the DEM used,

and zw the water level (all in meters). If the initial guess for the freeboard (i.e., zw =

0 meters above sea level) results in an error of the numerical solver, we shift the water

level until the algorithm successfully finds a value for rh and thereby for hf . Tuning of

the initial freeboard estimate means that we could calculate different water levels for the

same glacier for different values of the flow parameters (A, fs), and the frontal ablation
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parameter (k). Here it should be noted that a shift of the water level does not imply a shift

of the surface elevations recorded in the DEM. It is merely a numerical attempt to allow

for the compensation of inconsistencies, which may arise from model approximations and

errors/uncertainties in the observational data. Thereby we are able to ensure a consistent

solution of the ice thickness inversion for every glacier with any given set of parameters.

For the majority of glaciers shifting the water level is not necessary and if it is, the shift

is often relatively small (less than 100 m in 90 % of the cases).

3.2.5 Frontal ablation in the dynamical model

We apply the same frontal ablation parameterization in the dynamical model as in the

ice thickness inversion procedure (see above section). Since frontal ablation does not act

vertically, as surface melt does, one has to decide how to remove the volume calculated

with Equation 3.16 from the gridded glacier in a time stepping scheme. For that, we

use two reservoirs: one is the temporally accumulated frontal ablation flux (Qf ) and the

other one is the temporally accumulated ice flux through the terminus cross-section (Qt).

Note that here, unlike in Equation 3.16, Qf ̸= Qt, for in the dynamical model we do not

assume a steady state situation. Then, in every time step we remove the accumulated

Qf from the accumulated Qt. If the remaining Qf is still large enough, entire grid cells

can be removed from the front. Vice versa, if Qf < Qt over a certain time interval, the

accumulation of Qt can lead to an advance of the glacier. Furthermore, if the thickness of

one or more grid cell(s) falls below flotation in a certain time step, the part of this volume

which is contained in grid cells beyond the one adjacent to the last grid cell above flotation

is removed and added to the frontal ablation output variable. That is in order to prevent

shelf dynamics (see above). Because most marine-terminating glaciers outside of the ice

sheets do not have a floating tongue anymore (Copland and Mueller, 2017), we do not

anticipate that neglecting shelf dynamics will have significant influence on our results. For

future model developments it might be considered to incorporate stress-related criteria,

linked to the findings of Bassis and Walker (2011), to confine the height above buoyancy

in the ice thickness inversion and dynamical model.

3.3 Data and calibration

3.3.1 Data

Mass change above sea level

We use the mass changes estimates for each glacier in the RGI over the years 2010 - 2020

provided by Hugonnet et al. (2021). Since reanalysis data of meteorological conditions

are available over the same time period, it is possible to calibrate surface mass balance

models for each glacier individually. The data of Hugonnet et al. (2021) is based on

computing differences in the surface elevations of glaciers, derived from digital elevation

models (DEMs), between different points in time. However, it does not include any mass

changes occurring below sea level, since the satellite data it is based upon can only detect
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changes above the water line. This is problematic for estimating total mass changes and

when calibrating models of marine-terminating glaciers, because part of the mass budget

would be disregarded, if it is not corrected for.

Frontal ablation and mass change below water-level

We use the satellite-derived data from Kochtitzky et al. (2022) for estimating mass changes

below sea level and to obtain frontal ablation estimates. Doing so is necessary to prevent

an erroneous calibration of the surface mass balance model described above (Section 3.2.1),

which will be further elaborated on in Section 3.3.2. The necessity of using mass changes

below sea level in addition to frontal ablation estimates arises from the fact that frontal

ablation estimates include the mass change below sea level, while the Hugonnet et al.

(2021) data is not able to capture it, which would lead to inconsistencies.

The dataset given by Kochtitzky et al. (2022) is largely derived from satellite observa-

tions of velocity, glacier area, and observed and modeled ice thickness. It does not include

estimates for the southern hemisphere and lake-terminating glaciers. We thus solely focus

on marine-terminating glaciers (outside the Greenland Ice Sheet) in the northern hemi-

sphere. Moreover, we exclude the Flade Isblink Ice Cap from our work here, because it

possesses problematic outlines in the RGI and a floating tongue, which we are currently

not able to model with OGGM (Möller et al., 2022; Recinos et al., 2021). As it also

contains a lot of ice, we rather neglect it here than largely distort our (regional) results

by modeling it erroneously. We acknowledge that there are some smaller glaciers with a

floating tongue in far northern Canada and Greenland, but their impact on our results

should be minor, as their ice volume is small (Copland and Mueller, 2017) and many

floating tongues have collapsed in the last few decades (Kochtitzky and Copland, 2022;

White and Copland, 2019).

Atmospheric forcing data

The temperature and precipitation data needed as boundary conditions for the surface

mass balance model are taken from the CRU TS 4.03 dataset for historical runs (from

the RGI record date of a glacier until 2020) and from different general circulation models

(GCMs) from the CMIP6 archive for projections (Eyring et al., 2016). In order to avoid

potential step changes in the atmospheric forcing when switching from the reanalysis data

to GCM output data, OGGM features a function that adjusts the GCM data based on

its bias to a climate period in the historical data (here we used 1981 to 2018). A list of

used GCMs, and for which scenarios they provide data, is given in Table 3.A.1. The CRU

TS dataset has a spatial resolution of 0.5◦, and the range of the GCM ensemble’s spatial

resolution is 0.75◦ to 2.0◦. As calibrating the surface mass balance parameterization is

done for the years 2010 - 2020 (see Section 3.3.2), the CRU data is used for that purpose

as well.
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3.3.2 Calibration

Calibration of surface mass balance

The arrival of abundant satellite-derived data for glaciers worldwide offers the new possi-

bility to calibrate glacier-specific parameters without the need to interpolate for glaciers

with no observational data, or use regionally aggregated values (as, e.g., in Huss and Hock

(2015), Radić et al. (2014), or Marzeion et al. (2012)). Since we have observational values

as well as meteorological data from reanalysis now for each individual glacier, the sensi-

tivity to atmospheric temperatures in the temperature index surface mass balance model

of OGGM (see Equation 3.1) can be approximated as follows:

µ = (fpPsolid −
∆Mawl + C + fbwl∆Mf

ARGI

)
1

Tm

(3.18)

where:

- ∆Mawl is the observed annual mass balance above sea level of a glacier (mm3 a−1) as

given by Hugonnet et al. (2021),

- C is the observed annual frontal ablation rate of a glacier as given by Kochtitzky et al.

(2022) (mm3 a−1)

- ∆Mf is the observed annual rate of mass change due to area changes in the terminus

region of a glacier (mm3 a−1; hereafter named retreat volume) as given by Kochtitzky

et al. (2022)

- fbwl is the assumed fraction of ∆Mf occurring below the waterline

- ARGI is the glacier surface area of a glacier as given by the RGI (mm2)

- Tm is the annually accumulated temperature above the threshold for ice melt at the

glacier surface (K a−1)

The second term in the brackets consequently represents the observed specific surface

mass balance, and fbwl∆Mf the mass balance below sea level (∆Mbwl). Note that our

convention assigns positive frontal ablation to the case of mass removal, and we neglect

the case of a positive frontal mass budget in the calibration as well as in the dynamical

model.

As indicated in Section 3.2.1, the value of µ in Equation 3.18 depends on the global

parameter values chosen for fp (2.5), the threshold temperatures for liquid/solid precip-

itation (2/0 ◦C), and the threshold temperature for ice melt (-1 ◦C). Here, we adopted

parameter values that were previously derived from a leave-one-glacier-out cross-validation

procedure with annual in-situ mass balance measurements (Maussion et al., 2019). Be-

cause the data of Hugonnet et al. (2021) has large uncertainties associated with it for

annual values of individual glaciers, it makes most sense to use an average over longer

time intervals, although it is not possible to constrain interannual variability in that way.

Here we use the time period 2010 to 2020. The motivation for this is the assumption that

most of the recording dates in the RGI lie before that interval and thus potential spin-up
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effects caused by assumptions in the ice thickness inversion procedure are attenuated (see

Section 3.5.3). We also ignore the fact here that the uncertainty for longer time intervals

given by Hugonnet et al. (2021) can nevertheless be quite large for individual glaciers,

since we focus on large spatial scales and thus assume that uncertainties of individual

glaciers will, at least partially, cancel each other out.

We use estimates of mass changes due to changes in the terminus area as well as of mean

frontal ablation rates (∆Mf , and C in Equation 3.18), given by Kochtitzky et al. (2022)

for the time interval 2010 to 2020, for each marine-terminating glacier in the northern

hemisphere outside the Greenland Ice Sheet (see Section 3.3.1). Hence, we can adjust the

Hugonnet et al. (2021) data by assuming that 75 % of the mass change in the terminus area

happens below sea level and adding it to the mass balance (fbwl = 0.75 in Equation 3.18).

Although the assumption of 75 % is arbitrary, this part of the total northern hemisphere’s

glacier mass budget is only roughly one-fifth of the total frontal ablation (see Table 3.1),

and thus a change from 75 % to, for instance, 87.5 % (flotation), will presumably not

make a large difference. We investigate the implications of that assumption further in

appendix 3.B.

Calibration of frontal ablation parameterization

In order to disaggregate the total mass change of marine-terminating glaciers, we do

not only calibrate the surface mass balance, but the frontal ablation parameter (k in

Equation 3.16) as well. For this, we take satellite-derived estimates of the average frontal

ablation rates over the years 2010 to 2020 (see Section 3.3.1). We use an iterative procedure

which seeks for a value of k that produces a frontal ablation estimate over this time interval

within the uncertainty bounds of the frontal ablation data used. During that procedure,

we use the same value for k in the ice thickness inversion and a subsequent (historical)

dynamical run, which is forced with CRU TS 4.03 meteorological reanalysis data.

3.3.3 Setup of model runs

Here we briefly describe how we set up the different types of projections compared in the

Results. For the projections including frontal processes of marine-terminating glaciers,

we first calibrate the glaciers’ sensitivity to atmospheric temperatures (µ in Equations 3.1

and 3.18) and then the frontal ablation parameter (k in Equation 3.16) as explained in the

previous section. Following that we apply the ice thickness inversion procedure and run

the model for a historical period starting at the individual glacier’s RGI recording date

and ending in 2020 with CRU TS 4.03 data as atmospheric boundary conditions. From

there we switch to the individual members of the GCM ensemble given in Table 3.A.1

as the source of atmospheric boundary conditions and run the model for each member

until 2100. The projections we compare these to are conducted in a similar manner, but

exclude C and fbwl∆Mf in Equation 3.18 in the µ calibration. Furthermore, in these

runs we neither include frontal ablation in the ice thickness inversion nor in the forward

runs. This means that in those projections marine-terminating glaciers are treated as if
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they were land-terminating, and thus like in previously published OGGM projections. For

results labeled northern hemisphere, the model is run for the RGI regions 1 to 15.

3.4 Results

3.4.1 Calibration / Ice thickness inversion

Inspecting the observational estimates of the frontal mass budget used for the calibration

given in Table 3.1, it is visible that most of the frontal ablation occured in Svalbard and the

Russian Arctic. Although roughly 66 % of the estimated frontal ablation between 2010 and

2020 occurred there, Svalbard and the Russian Arctic account for only 39 % of the marine-

terminating glacier area considered here and for 38 % of the number of marine-terminating

glaciers in the northern hemisphere (n in Table 3.1). In contrast, Arctic Canada North

covers around 35 % of the marine-terminating glacier area, but accounts for only 16 % of

the number of marine-terminating glaciers and for only 8 % of the annual frontal ablation.

Roughly 20 % of the northern hemisphere’s frontal ablation was observed in Alaska, but

that region only accounts for 3 % of the marine-terminating glaciers and covers only 7 %

of the marine-terminating glacier area. In contrast to Alaska, the Greenland periphery

shows a high count of marine-terminating glaciers, and percentage of the region’s volume

contained in these (36 % and 37 %), while only accommodating 6 % of the northern

hemisphere’s frontal ablation. Despite marine-terminating glaciers containing 8 %, and 14

% of the ice volume in Arctic Canada South, and Iceland, respectively, the total amount

of frontal ablation in these two regions is so small that we neglect them in the further

analysis. Table 3.1 additionally shows that in most regions, between 23 and 33 % of all

marine-terminating glaciers contribute 90 % of the regions’ total frontal ablation. Only

in Alaska is this number notably lower at 15 %. For the whole northern hemisphere this

value is also less then 20 %, illustrating that most of the findings that will be discussed in

the following sections are caused by a rather small number of glaciers.

Table 3.2 displays the results of the frontal ablation parameterization’s calibration

and the ice thickness inversion. The highest percentage of estimated regional ice volume

stored in marine-terminating glaciers is found in Svalbard and the Russian Arctic, also

where most of the northern hemisphere frontal ablation was observed. In most regions the

area-weighted average of the frontal ablation parameter (k) lies between 0.15 and 0.63; the

only region (besides Iceland) that markedly falls out of this range is Alaska. This might

point to the high turnover of Alaskan glaciers, since in Svalbard and the Russian Arctic we

found much smaller values for k, but the reduction of the temperature sensitivity is quite

similar; another hint at this is the rather high frontal ablation but low retreat volume

per glacier given in Table 3.1. In some individual regions (e.g., Greenland periphery) and

the whole northern hemisphere, the area-weighted standard deviation of k is larger than

the average, which indicates rather heavy-tailed distributions, since k cannot be negative.

The same can be seen for the reduction of glaciers’ melt sensitivities to atmospheric tem-

peratures (∆µmt).
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Furthermore, Tables 3.1 and 3.2 show that the regions with the largest observed frontal

ablation rates also exhibit the largest (i) increases in computed volume and (ii) reductions

in sensitivities to atmospheric temperatures when the inversion and calibration account for

frontal ablation. These changes are attenuated by the frontal volume lost during retreat.

As we assume that 75 % of ∆Mf happens below sea level for marine-terminating glaciers

and is hence not captured by the data of Hugonnet et al. (2021), we add a corresponding

amount to the total mass budget (Section 3.3.2 as in Equation 3.18). Therefore, if the

difference between the absolute value of retreat volume and total frontal ablation (per

glacier) is low, the reduction of the surface temperature sensitivity will be rather low.

Accordingly, a higher reduction in sensitivity to atmospheric temperatures will allow for

more additional ice flux (due to less surface melt) and thus result in more ice volume in

the ice thickness inversion.

Our calibration routine succeeds for most of the glaciers (n = 1322 out of 1367). Ta-

ble 3.2 also shows that in most regions the bias and root mean squared error (RMSE)

are low. The bias is smaller than 5 % and the RMSE below 1 % in most regions. An

unsuccessful calibration can be either caused by model errors on a glacier (n = 3), or an

irreducible difference between the modeled and the observed frontal ablation being higher

than the estimated uncertainty of the calibration dataset. The latter case can be caused by

erroneous RGI outlines and/or DEMs yielding erroneous frontal geometries. Otherwise,

erroneous calibration data, or the application of inadequate parameter values (e.g., for

the precipitation scaling factor or flow parameters) could inhibit a realistic modeling of

the affected glaciers, leading to a failing calibration. Seeing that on the hemispheric scale

the bias is 2 % and the RMSE is close to that of the calibration dataset provides some

confidence in the reliability of the results.
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Table 3.1: Mass budget components of marine-terminating glaciers as annual mean values over
the years 2010 - 2020 estimated for different RGI regions and the northern hemisphere given
by Kochtitzky et al. (2022) (see Section 3.3.1). ∆Mf is the mass change due to area changes
at the glaciers’ fronts (retreat volume), C the estimated annual frontal ablation used for model
calibration, Amt the marine-terminating glacier area in the region given by the RGI, and n the
number of marine-terminating glaciers in that region. The number of glaciers with the largest
observed frontal ablation rates, together contributing 90 % of the regions’ total frontal ablation,
are given in brackets after n.

∆Mf C Amt n
Region (Gt a−1) (Gt a−1) (103 km2)
01 Alaska -0.89 ± 0.04 10.68 ± 0.02 10.2 40 (6)
03 Arctic Canada North -2.03 ± 0.07 4.28 ± 0.02 49.2 225 (52)
04 Arctic Canada South -0.06 ± 0.01 0.088 ± 0.002 3.1 86 (24)
05 Greenland periphery -1.30 ± 0.05 2.880 ± 0.006 21.6 492 (128)
06 Iceland -0.03 ± 0.03 0.03 ± 0.04 1.1 1 (1)
07 Svalbard -2.40 ± 0.19 16.81 ± 0.04 21.8 163 (43)
09 Russian Arctic -4.86 ± 0.18 16.92 ± 0.03 32.4 360 (120)
Northern hemisphere -11.6 ± 0.22 51.68 ± 0.02 139.4 1367 (239)

Table 3.2: Results of the frontal ablation parameterization’s calibration and ice thickness inversion
for different RGI regions and the northern hemisphere. Amt is the percentage of regional area
covered by marine-terminating glaciers according to the RGI, Vmt the estimated percentage of
volume contained in marine-terminating glaciers, ∆Vmt the change in volume of marine-terminating
glaciers due to including frontal ablation in the ice thickness inversion, ∆µmt the average and 1-
σ standard deviation (weighted by surface area) of the change in the glaciers’ melt sensitivities
to atmospheric temperatures due to including frontal ablation and retreat volume in the surface
mass balance calibration, k the average and 1-σ standard deviation (weighted by surface area) of
the frontal ablation parameter, bias the mean difference to the observational estimates of annual
frontal ablation, and RMSE the root mean squared error of the modeled frontal ablation with
respect to the calibration dataset. Note that values were computed using the default parameter
values in Table 3.B.1 and exclude the Flade Isblink ice cap.

Amt Vmt ∆Vmt ∆µmt k Bias RMSE
Region (%) (%) (%) (%) (a−1) (Gt a−1) (Gt a−1)
01 Alaska 11.8 15.6 15.1 -38 ± 29 3.02 ± 2.44 0.24 0.04
03 Arctic Canada North 46.8 58.8 2.2 -8 ± 18 0.15 ± 0.14 0.03 0.01
04 Arctic Canada South 7.6 8.0 0.7 -1 ± 1 0.43 ± 0.64 0.00 0.09
05 Greenland periphery 26.4 36.8 3.8 -8 ± 13 0.63 ± 1.09 -0.14 0.003
06 Iceland 9.7 13.5 0.0 -0.1 ± 0 0.01 ± 0.00 0.30 0.3
07 Svalbard 64.1 77.9 16.0 -32 ± 29 0.39 ± 0.36 -0.99 0.04
09 Russian Arctic 62.9 67.8 16.9 -38 ± 27 0.29 ± 0.26 -0.52 0.02
Northern hemisphere 26.3 41.0 8.6 -21 ± 27 0.50 ± 1.08 -1.09 0.02
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3.4.2 Projected frontal ablation

Figure 3.1 displays the projected frontal ablation accumulated over the 21st century (using

the conversion of 1 mm sea level equivalent (SLE) ≈ 362.5 gigatonnes (Gt)). It also

shows these values excluding the amount of volume lost below the water level that has

to be replaced by freshwater in order to cause GMSLR, which indicates the regionally

aggregated stability of front positions. Moreover, it can be seen that the slope of the

projected accumulated frontal ablation for the northern hemisphere decreases over the

course of the 21st century, which means that the annual rate of frontal ablation decreases.

It is noteworthy that the projected amount of frontal ablation is almost independent of

the applied climate scenario/atmospheric forcing. We interpret that this is due to two

different effects of the atmospheric climate on frontal ablation that cancel each other out

to a certain degree in the northern hemisphere. Those are shown for two example glaciers

in Fig. 3.2. The left-hand panels a) and c) show the exemplary behavior of a glacier

which experiences less frontal ablation in higher emission scenarios, more typical for the

Greenland periphery and Alaska. Such a behavior is determined by a mostly continuous

prograde slope of the bed topography, which means that with increased surface melt the

glacier will experience less frontal ablation. That is because its thinner front is situated

in shallower water in the same years and our frontal ablation parameterization explicitly

depends on these two variables (hf and df in Equation 3.16). The glacier shown on the

right, panels b) and d), represents a behavior more typical to the region Arctic Canada

North, meaning more frontal ablation in a higher emission scenario (see Fig. 3.1). This

behavior is characterized by glaciers being close to flotation and a retrograde bed slope.

Higher surface melt thus triggers a rapid retreat when such glaciers are forced beyond a

bathymetric pinning point.

Although we find these two counteractive effects of atmospheric warming on projected

frontal ablation, the total projected amount is slightly larger in the higher emission scenar-

ios for the whole northern hemisphere. This is probably due to the flotation criterion we

implemented being triggered more often in higher emission scenarios owing to enhanced

surface thinning. It is likely that there is a positive feedback of surface melt and thin-

ning at marine-terminating glacier fronts, as the melt-induced surface thinning decreases

the height above buoyancy and thereby increases the sliding velocity (see Equations 3.11

and 3.12). If this increases the total frontal velocity in the absence of increased mass

transport to the terminus, it will inevitably lead to further thinning and retreat.

Concerning regional frontal ablation estimates, it is interesting that there is little pro-

jected mass change below the water level in Alaska. This indicates that front positions

of glaciers contributing the largest amounts of frontal ablation in this region are mostly

stable in our simulations, while the total number of marine-terminating glaciers is decreas-

ing significantly (see Fig. 3.3). Consistent with what we described above, Arctic Canada

North is the only region for which we project slightly higher frontal ablation rates towards

the end of the century than in 2020 (increasing slope in Fig. 3.1). Furthermore, we find

rapidly increasing frontal ablation rates for this region already in the last few years of the

calibration period (2010 to 2020; not shown in Fig. 3.1). This leads to the cumulative total
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frontal ablation estimates being roughly twice what we found for Alaska by 2100, where

frontal ablation rates decrease throughout the first half of the 21st century. Additionally,

we project more accumulated frontal ablation by 2100 in the higher than in the lower emis-

sion scenarios for this region. Cook et al. (2019) found that marine-terminating glacier

retreat patterns in the Canadian Arctic Archipelago showed no significant correlation with

subsurface ocean temperature changes until 2015. Assuming the oceanic influence in that

region remains small in the future and acknowledging that we cannot model the effect of

oceanic melt in our current modeling framework, an explanation would be that a signif-

icant number of marine-terminating glaciers there are close to flotation today (and have

undulating/retrograde bed slopes). Such a geometric configuration makes them prone to

rapid retreat and thereby enhanced frontal ablation when experiencing stronger surface

melt/thinning. Our simulations result in more frontal ablation throughout the 21st cen-

tury under the higher emission scenarios in Svalbard and the Russian Arctic as well. On

the other hand, we project less accumulated frontal ablation by 2100 in the higher than

in the lower emission scenarios for Alaska and the Greenland periphery.

The number of glaciers in each region containing volume below the water level in a

certain year of our simulations is displayed in Fig. 3.3. It shows that this number depends

on the atmospheric forcing applied, with higher emission scenarios leading to less marine-

terminating glaciers in general. The most drastic decrease is simulated for the Greenland

periphery, consistent with the relatively large retreat volume given in Table 3.1. The least

(relative) decrease is simulated for Svalbard. Interestingly, the GCM ensemble’s standard

deviation and the spread between emission scenarios differ among the regions shown in

Fig. 3.3, indicating differences in the sensitivity of marine-terminating glaciers’ dynamic

response to atmospheric forcing.
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Figure 3.1: Projected accumulated frontal ablation for the northern hemisphere and different RGI
regions for the remainder of the 21st century. Dashed lines exclude the amount of volume loss below
the water level that has to be replaced by freshwater and thus does not contribute to GMSLR (ρfw
is the density of freshwater: 1000 kg m−3). N is the number of GCMs used for the respective
emission scenario. The 1-σ standard deviation of the GCM ensemble for scenarios SSP1 2.6 and
SSP5 8.5 is displayed as shading. The right y-axes display gigatonnes (Gt) converted to mm SLE.
Note the different scales for each region.
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Figure 3.2: Lateral view of two example glaciers’ states at different points in time (5-year increments
from 2020 to 2100), simulated using the BCC-CSM2-MR climate model data for atmospheric
boundary conditions. The upper panels (a and b) show the glacier states in simulations forced
with the emission scenario SSP1 2.6, and the lower panels those in simulations forced with SSP5
8.5. Note the different scales for both glaciers.
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3.4.3 Northern hemisphere and regional mass change

The main aim of this work is to compare projections of glacier mass change including

marine frontal processes with projections disregarding these. When comparing such results

concerning GMSLR, three effects will play a role: i) the surface temperature sensitivity

of marine-terminating glaciers is reduced and therefore their response to temperature

changes is dampened, ii) frontal ablation takes place and compensates a certain amount

of the dampened surface ablation, and iii) retreating marine-terminating glaciers lose

volume below the water level, which does not contribute to GMSLR because it already

displaced ocean water. Hence, the amount of volume loss below the water level has to first

be translated to freshwater volume and then be subtracted from total glacier mass loss

when calculating GMSLR contributions. Figure 3.4 shows the total projected accumulated

glacier contribution to GMSLR, including marine frontal processes and accounting for

volume changes below water level. The values are relatively similar to what has been

previously presented by Marzeion et al. (2020) for the regions displayed. Table 3.3 shows

the estimated cumulative GMSLR contribution at the end of the century given by our

two types of projections as well as by the OGGM projections published with Marzeion

et al. (2020). It is visible that for most of the regions considered here the glacier-by-

glacier surface mass balance calibration does not significantly alter the estimates. Only

for Svalbard larger differences are recognisable. For the entire northern hemisphere our

estimates are consistently lower than the ones previously derived from OGGM, but it is out

of the scope of this work to investigate whether this comes from the different calibration

method or differences in the applied atmospheric forcing ensemble.

Figures. 3.1 and 3.4 indicate that frontal ablation is a large part of the projected total

mass budget for glaciers in Svalbard and the Russian Arctic, while it is a small part

in the Greenland periphery and Alaska (see Fig. 3.1). Overall, our results imply that

atmospheric forcing will play an increasingly dominant role throughout the 21st century

for the northern hemisphere’s glaciers (outside the Greenland Ice Sheet) in higher emission

scenarios, as the rate of frontal ablation decreases while that of the total mass loss increases

in most cases. This is also suspected to be the case for the Greenland Ice Sheet (Goelzer

et al., 2020).

Figure 3.5 shows the accumulated difference in northern hemisphere glaciers’ GMSLR

contribution, relative to 2020, between the two different types of projections. It is visible

that less glacier mass loss above the water level is projected for the northern hemisphere

when taking frontal ablation into account. This is due to the lowering of the sensitivity to

atmospheric temperatures, which is not compensated by the amount of projected volume

above the water level removed by frontal ablation. Understandably, such a reduction

has less of an absolute effect in lower emission scenarios, since atmospheric temperatures

increase less in those during the 21st century. The absolute difference in reduction of

glacier mass loss contribution to GMSLR between the lowest and highest emission scenario

considered here is ∼5 mm SLE (Fig. 3.5). Of this amount, roughly 2 mm SLE can be

attributed to differences in mass loss below the water level; in the lower emission scenarios,

glaciers retreat less and thus less mass below the waterline is lost. In the highest emission
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scenario a total of roughly 7 mm SLE are lost below the water level. Evidently, the absolute

difference in projected glacier contribution to GMSLR between different emission scenarios

is smaller when applying our marine-terminating glacier framework than in projections

neglecting marine frontal processes.

The only region shown in Fig. 3.5 for which the opposite is true is the Greenland

periphery, where the temperature sensitivity is only reduced by an (area-weighted) average

of 8 %. Regarding that region, it is also intriguing that our projections result in up to 0.5

mm SLE more mass loss above sea level when including marine frontal processes in the

model, but accumulated frontal ablation that can actually contribute to GMSLR is only

around 0.2 mm SLE (see Fig. 3.1). This suggests that other dynamical effects play a role

here. Another outstanding feature of Fig. 3.5 is the difference in projected contribution to

GMSLR applying the highest emission scenario (SSP5 8.5) in the region Arctic Canada

North. In that situation the difference flattens out markedly during the last third of

the 21st century, which could be caused by an increase in frontal ablation due to more

glaciers rapidly retreating in this region and scenario (see section above), and/or by the

disappearance of glaciers for which the decreases in sensitivity to atmospheric temperature

were rather large.

Regarding percentages, the contribution of glacier mass loss in the northern hemisphere

to GMSLR by the end of the 21st century is reduced by around 9 % for the different emis-

sion scenarios (see Table 3.4). If we only consider northern hemispheric marine-terminating

glaciers, the reduction is around 30 %. Concerning individual regions, it can be seen in

Table 3.4 that the reduction of mass loss above sea level reaches up to 30 % in Svalbard

and the Russian Arctic. The marine-terminating glaciers of Alaska lose around 60 % less

mass above sea level in our simulations. The other extreme is the Greenland periphery,

where we estimate that marine-terminating glaciers contribute up to 8 % more to GMSLR

when accounting for frontal ablation.
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Figure 3.4: Projected accumulated glacier contribution to GMSLR for the northern hemisphere
and different RGI regions taking frontal ablation and mass changes below water level into account.
N is the number of GCMs used for the respective emission scenario. The 1-σ standard deviation
of the GCM ensemble is displayed as shading for the different scenarios. Note the different scales
for each region.
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Figure 3.5: Difference in GMSLR contribution between projections including marine frontal pro-
cesses and those neglecting these processes for the northern hemisphere and different RGI regions.
N is the number of GCMs used for the respective emission scenario. The 1-σ standard deviation
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Table 3.3: Northern hemisphere glaciers’ contribution to GMSLR by 2100 estimated by projections
including frontal processes and by those not doing so as well as by OGGM projections published
with Marzeion et al. (2020), for different RGI regions and all glaciers in the northern hemisphere.
Columns represent different emission scenarios. Note that the scenarios given here correspond to
RCP2.6, RCP4.5, and RCP8.5 used with a different GCM ensemble in Marzeion et al. (2020).

Region SSP1 2.6 SSP2 4.5 SSP5 8.5
01 Alaska with frontal ablation 18 ± 4 21 ± 4 27 ± 5

without frontal ablation 20 ± 4 23 ± 5 29 ± 6
OGGM in Marzeion et al. (2020) 19 ± 4 22 ± 3 28 ± 5

03 Arctic Canada North with frontal ablation 11 ± 9 15 ± 12 26 ± 18
without frontal ablation 12 ± 9 16 ± 12 27 ± 18
OGGM in Marzeion et al. (2020) 13 ± 6 16 ± 5 26 ± 8

05 Greenland periphery with frontal ablation 12 ± 5 16 ± 5 22 ± 6
without frontal ablation 12 ± 5 16 ± 5 21 ± 6
OGGM in Marzeion et al. (2020) 12 ± 4 14 ± 4 20 ± 4

07 Svalbard with frontal ablation 5 ± 3 7 ± 4 11 ± 4
without frontal ablation 7 ± 5 10 ± 5 16 ± 4
OGGM in Marzeion et al. (2020) 14 ± 4 17 ± 5 21 ± 3

09 Russian Arctic with frontal ablation 7 ± 4 9 ± 6 14 ± 6
without frontal ablation 9 ± 6 13 ± 7 20 ± 7
OGGM in Marzeion et al. (2020) 9 ± 5 13 ± 6 19 ± 6

Northern hemisphere with frontal ablation 74 ± 26 93 ± 33 131 ± 44
without frontal ablation 82 ± 29 103 ± 36 144 ± 46
OGGM in Marzeion et al. (2020) 91 ± 31 110 ± 32 150 ± 33

Table 3.4: Percent difference in glaciers’ contribution to GMSLR by 2100 between projections
including frontal processes in the modeling chain and those not doing so, for different RGI regions
and all glaciers in the northern hemisphere. Lower rows for each region display the values only
regarding marine-terminating glaciers. Columns represent different emission scenarios.

Region SSP1 2.6 SSP2 4.5 SSP3 7.0 SSP5 8.5
01 Alaska all -8 ± 0 -8 ± 0 -8 ± 0 -7 ± 0

only MT -65 ± 6 -59 ± 6 -56 ± 4 -53 ± 3
03 Arctic Canada North all -6 ± 2 -5 ± 2 -4 ± 2 -3 ± 3

only MT -13 ± 5 -11 ± 6 -9 ± 6 -6 ± 7
05 Greenland periphery all 0 ± 1 1 ± 1 2 ± 1 2 ± 1

only MT 0 ± 4 3 ± 4 6 ± 3 8 ± 3
07 Svalbard all -32 ± 4 -32 ± 4 -31 ± 6 -28 ± 6

only MT -41 ± 5 -41 ± 5 -40 ± 7 -37 ± 8
09 Russian Arctic all -30 ± 4 -30 ± 4 -29 ± 4 -27 ± 5

only MT -42 ± 6 -43 ± 5 -42 ± 5 -40 ± 5
Northern hemisphere all -9 ± 2 -9 ± 2 -10 ± 2 -9 ± 1

only MT -31 ± 4 -31 ± 5 -30 ± 6 -27 ± 7
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3.5 Discussion

3.5.1 Calibration / Ice thickness inversion

Although a comparison with previously estimated values for k is not straightforward,

because these studies either used one value for a whole region (Recinos et al., 2019) or a

different calibration strategy (Recinos et al., 2021), it appears that our calibrated values

are consistently higher. Additionally, the mentioned studies calibrated k only using the

ice thickness inversion routine and not a dynamical model, further impeding a meaningful

comparison. Concerning our ice thickness inversion, the volume increases due to including

frontal ablation we found for the regions Alaska and Greenland periphery are close to

previously published ones (see Table 3.2). Recinos et al. (2019) found a 16 % increase in

ice volume for Alaska, and our estimate for the Greenland periphery lies between results

from the two calibration methods (1.2 and 9.5 %) applied by Recinos et al. (2021). The

larger volume increase in Alaska is related to the larger reduction in the temperature

sensitivity (∆µmt in Table 3.2), which itself is related to the difference between retreat

volume and total frontal ablation (∆Mf and C in Table 3.1). This difference indicates how

destabilized frontal positions in a region are, as it indicates whether the ice volume flux

arriving at the glacier fronts can balance frontal ablation. An even larger difference (per

glacier) than in the Greenland periphery was observed in Arctic Canada North, suggesting

that dynamic effects are at play there, since it was found by Cook et al. (2019) that glacier

mass changes in that region were mostly forced by changes in atmospheric conditions up

until recently. It could therefore indicate that, as described above, the retreat (and a

potential increase in frontal ablation) is caused by the influence of surface thinning and

bathymetry on frontal dynamics and is mainly driven by an imbalance in the surface mass

budget.

The interrelation of surface mass balance and frontal dynamics furthermore points to

the larger problem of how to partition marine-terminating glaciers’ mass changes between

surface and frontal mass budget, because such glaciers could be in disequilibrium and

retreat even with a positive surface mass balance. Such an assessment of surface ver-

sus dynamic (or frontal) disequilibrium is complicated by the fact that it is a transient

problem and both mass budget parts are dependent on geometric changes and hence on

topography/bathymetry. Similar problems apply to the ice thickness inversion procedure

we used, which generates the initial ice thicknesses at the RGI date. It has the caveat that

it is a transient problem as well for glaciers not in a steady state (Rabatel et al., 2018).

For simplicity, we assume steady state at the RGI date (Maussion et al., 2019), which is

inaccurate, given that most glaciers had a glacier-wide negative mass balance, and were

thus not in a steady state, around their RGI recording date. This problem is difficult to

solve, especially in the presence of frontal ablation, but may be tackled with inverse meth-

ods relying on velocity observations as in Millan et al. (2022). The equilibrium assumption

might result in too much ice volume at the beginning of our simulations (the RGI recording

date), thereby potentially inducing spin-up effects in the first years of simulation. Since

most RGI dates lie before 2010 (ca. 98 %), the effect on our calibration should be small.
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On the other hand, we use the area at the RGI date in Equation 3.18, which leads to

incongruities, since we use the 2010 to 2020 mass change and frontal ablation data.

3.5.2 Northern hemisphere and regional mass change

For most of the examined regions we find good agreement between our projections that do

not include marine frontal processes and those previously generated using OGGM (pub-

lished with Marzeion et al. (2020)); only for Svalbard our estimates are considerably lower.

This is despite the utilisation of a glacier-by-glacier calibration in this work compared to

an interpolation-based approach in the earlier work. Projections including marine frontal

processes result in lower GMSLR estimates by 2100 in all regions except the Greenland

periphery, as described in Section 3.4.3. The total northern hemisphere’s GMSLR contri-

bution’s reduction of around 9 % could be considered rather small. Still, the projected

mass changes for individual regions, and for the entirety of northern hemisphere marine-

terminating glaciers, can be altered quite strongly by changes to the model described in

the sections above.

One caveat here is that we are not able to account for increasing rates of frontal

ablation due to increasing ocean temperatures in the current framework. Thus, frontal

ablation rates might be underestimated for higher emission scenarios in our projections

towards the end of the 21st century. Another process neglected in our simulations is the

influence of subglacial discharge on frontal ablation (Slater et al., 2015). An increase in

subglacial discharge by stronger surface melt over the course of the 21st century could

enhance frontal ablation rates in relation to increasing atmospheric temperatures. As we

do not include the influence of increases in thermal forcing and/or subglacial discharge

on frontal ablation, the ratio of frontal ablation to total mass change decreases more

strongly over time for higher emission scenarios. Explicitly including submarine melt,

and thus oceanic forcing more comprehensively, might increase the dependence of frontal

ablation projections on the climatic forcing. Such a potential increase in frontal ablation

would be compensated by the fact that fewer glaciers will be marine-terminating in 2100

than in 2020, however. Kochtitzky and Copland (2022) have shown that several marine-

terminating glaciers already retreated to land between 2000 and 2020.

A further limitation is that the dataset we use for calibrating the frontal ablation pa-

rameterization does not cover lake-terminating glaciers. Alaska, for example, contains

quite large glaciers lake-terminating glaciers, and including them could thus further en-

hance the influence of frontal ablation on glacier mass change projections. The number of

lake-terminating glaciers is likely to increase as glaciers retreat. Finally, we suppose that

including the southern hemisphere would strongly enhance the impact of incorporating

frontal ablation on large-scale glacier mass change projections. That is because glaciers

of the Antarctic periphery store by far the most ice below sea level of all RGI regions

(Farinotti et al., 2019).
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3.5.3 Further sources of uncertainty

Glacier mass change and its interrelation with glacier dynamics is a complex issue. Exam-

ining marine-terminating glaciers adds a level of complexity, as additional processes and

variables are involved compared to land-terminating glaciers. Hence, the numerical mod-

eling of such glaciers requires additional parameters and adjustments, which are subject

to uncertainties (Hourdin et al., 2017). In order to test the influence of certain parameters

on the results presented in Section 3.4, we conducted additional experiments described in

appendix 3.B.

External sources of uncertainties include the datasets we use as initial (RGI, DEMs)

and atmospheric boundary conditions (CRU, GCMs), because they transmit their uncer-

tainties to the model during calibration, ice thickness inversion, and dynamical projections.

Parameterizations also add to the uncertainty, as shown exemplarily for the flow param-

eters in the appendix 3.B. Moreover, parameterizations always simplify and approximate

physical processes that are not explicitly incorporated in the model formulation. Applying

inappropriate parameterizations will thus introduce systematic errors to the model. For

instance, a sliding parameterization that includes lubrication of the glacier bed by perco-

lating surface melt, and therefore produces more sliding in lower parts of a glacier than in

upper parts (with the same values of h, d, and α), might be more appropriate than the

one we applied. Also, applying the same value for certain parameters to every glacier (i.e.,

global parameters) and keeping parameters constant throughout the simulations are sim-

plifications that lead to further inaccuracies. Additional assumptions and simplifications

in our modeling framework that we acknowledge are: i) negligence of floating tongues/ice

shelves, lateral drag, and sediment dynamics/proglacial moraines, ii) the equilibrium as-

sumption in the ice thickness inversion, iii) the usage of elevation-band flowlines, and iv)

the omission of explicit submarine melt (i.e., oceanic thermal forcing as well as subglacial

discharge) in the frontal ablation parameterization.

Ultimately, it is not our aim in this work to give as accurate projections as possible

of future glacier mass changes, but to get a grasp of the influence of including frontal

processes on these. In that regard, the above mentioned uncertainties do not challenge our

main conclusions, but future efforts to project mass changes of marine-terminating glaciers

should take them into account. For obtaining an increased accuracy, one could devise a

calibration strategy that simultaneously constrains additional variables with observational

estimates by, for instance, implementing a multi-objective optimization of both the flow

parameters and the frontal ablation parameter. Variables that might be included in this

are: ice thickness and velocity as well as (frontal) area changes. Such a procedure would

likely improve the ability of the model to simulate glacier dynamics properly.
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3.6 Conclusion

Since a large portion of the northern hemisphere’s glacier mass is contained in marine-

terminating glaciers, taking processes occurring at their fronts into account more rigorously

is a step towards more robust glacier mass change projections. For the lowest and highest

emission scenario, we project glacier GMSLR contributions by 2100 to be 74 ± 26 and

131 ± 44 mm SLE, respectively. We find that in projections accounting for marine frontal

processes, the GMSLR contribution at the end of this century is reduced by around 9

%, and by up to roughly 13 mm SLE, compared to projections neglecting such processes.

Though this might be a small impact regarding the whole northern hemisphere (excluding

the Greenland Ice Sheet), the effect of this is an approximately 30 % difference when only

regarding marine-terminating glaciers or individual regions. Such substantial impacts on

regional results would have important consequences for potential changes in regional ocean

circulation and ecology caused by increased freshwater input due to glacier mass loss. For

the Greenland periphery we find a converse effect; up to roughly 2 % more total and 8

% more marine-terminating glacier mass is lost when including frontal processes in the

modeling chain. Another interesting finding is that the difference in glacier mass change

projections between the emission scenarios is smaller in the year 2100 when applying our

marine-terminating glacier framework compared to projections neglecting marine frontal

processes.

Because numerical modeling of glacier dynamics requires boundary conditions and

parameterizations, calibration is a crucial step. Here, we calibrated the parameters re-

sponsible for the removal of ice mass from the glaciers: the sensitivity to atmospheric

temperatures, and the frontal ablation parameter. In addition, we tested the variance in

our results caused by other relevant parameters: the flow parameters, and the assumed

fraction of mass changes in the terminus area below the water level. We find that varying

the flow parameters, especially Glen’s A, has a considerable effect on the projected amount

of frontal ablation and total glacier mass change. The variance in results induced by this

is smaller than that caused by differences in the atmospheric forcing data, namely the

GCM ensemble. Still, for future studies that focus on most accurately projecting global

glacier mass change, or on regions with much ice mass contained in marine-terminating

glaciers, it might be considered to simultaneously calibrate the flow parameters and the

frontal ablation parameter by constraining additional variables (i.e., velocity, thickness,

area change) using observational estimates. Ultimately, repeating the exercise laid out

in this work with calibration data for the southern hemisphere (excluding the Antarctic

Ice Sheet), and lake-terminating glaciers, will probably reveal even more strongly that

robustly modeling water-terminating glaciers has a significant effect on glacier mass pro-

jections in comparison to not doing so. One further crucial future step will be to simulate

the effect of changing ocean temperatures and subglacial discharge on frontal ablation.

Finally, glacier mass change reconstructions could benefit from accounting for frontal ab-

lation and mass changes below sea level as well, especially when used to reconstruct sea

level changes.
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3.A Appendix A

Table 3.A.1: General Circulation Models (GCMs) used for projections and their availability for
the emission scenarios considered in this work.

GCM SSP1 2.6 SSP2 4.5 SSP3 7.0 SSP5 8.5 Source
CESM2-WACCM x x x x Danabasoglu (2019b)
MPI-ESM1-2-HR x x x x Schupfner et al. (2019)
GFDL-ESM4 x x x x John et al. (2018)
NorESM2-MM x x x x Bentsen et al. (2019)
INM-CM4-8 x x x x Volodin et al. (2019a)
INM-CM5-0 x x x x Volodin et al. (2019b)
MRI-ESM2-0 x x x x Yukimoto et al. (2019)

CESM2 x x x x Danabasoglu (2019a)
EC-Earth3 x x x x EC-Earth Consortium (2019a)

EC-Earth3-Veg x x x x EC-Earth Consortium (2019b)
CAMS-CSM1-0 x x x x Rong (2019)
BCC-CSM2-MR x x x x Xin et al. (2019)
FGOALS-f3-L x x x x Yu (2019)

TaiESM1 - - - x Lee and Liang (2020)
CMCC-CM2-SR5 - x - x Lovato and Peano (2020)
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3.B Appendix B

3.B.1 Parameter sensitivity test setup

The two flow parameters (A and fs in Equations 3.2, 3.11, and 3.13) play a significant role

in our simulations, since they are changing the outcomes of the ice thickness inversion,

and the behavior of ice dynamics. We conducted additional simulations to get a notion

of these parameters’ influence on the results. For those experiments we calibrated the

frontal ablation parameter (k) with different values of the flow parameters and then reran

the projections with one GCM and one emission scenario (BCC-CSM2-MR and SSP3 7.0).

We additionally varied the assumed fraction of retreat volume below sea level (fbwl) to

get an impression of how strong the effect of this is. Table 3.B.1 shows the parameter

space we investigated. The modeling chain was run once for every possible parameter

combination; hence 27 times in total. Moreover, we conducted runs in which we halved

the stress coupling length (see Section 3.2.2) applying the different values for the flow

parameters given in Table 3.B.1 while keeping fbwl at 0.75.

Table 3.B.1: Parameter values tested for the estimation of parameter sensitivity.

Parameter low default high
fs (m2 s−1 Pa−3) 0 10−20 5.7 x 10−20

Glen’s A (s−1 Pa−3) 1.2 x 10−25 2.4 x 10−24 2.4 x 10−23

fbwl 0.625 0.75 0.875

3.B.2 Parameter sensitivity results

Here we discuss the uncertainty in our results due to the influence of the flow parame-

ters (Glen’s A, and the sliding parameter fs; see previous section, and Equation 3.13).

Though such uncertainties apply to land-terminating glaciers to some degree as well,

marine-terminating glaciers can be especially sensitive to ice thickness changes, which are

a compound result of ice thickness inversion, ice dynamics, frontal ablation, and surface

mass balance. This is because they can be prone to acceleration and rapid retreat when

approaching flotation. Moreover, our frontal ablation parameterization is directly depen-

dent on ice thickness, and the water depth estimated via the ice thickness inversion (see

Equation 3.16). Also, with low values for these parameters, the ice thickness inversion

will result in very thick glaciers and thus more ice that can potentially be removed and (if

situated above the water level) add to GMSLR. Additionally, the flow parameters impact

the simulation of ice dynamics and thus the geometric adjustment of glaciers to a certain

perturbation in the forcing. In that sense, two dynamical feedbacks, with opposite signs,

play a role: the elevation change of a glacier’s terminus which is a negative feedback, and

the change of a glaciers’ surface elevation which is a positive feedback.

All the simulation results presented above were computed with certain parameter values

(standard values named default in Table 3.B.1). As explained in Section 3.B.1, we therefore

conducted additional experiments to get an impression of these parameters’ influence. In
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Fig. 3.B.1 it is visible that varying Glen’s A has the largest impact on the results concerning

the difference between taking frontal processes into account and not doing so (relating σA

to σtot). Only the GCM ensemble’s variance (σssp
GCM) has an even stronger effect throughout

the 21st century, though the decreasing variance in the high emission scenario during the

second half of the displayed period is intriguing. Plausibly, varying the assumed fraction

of mass changes in the terminus area below the water level has a linearly growing influence

on the results (σfbwl
), while it is the overall weakest of the three investigated parameters.

It can also be seen that there are positive covariances between the parameters, which is

probably because varying the two flow parameters (A, fs) has a somewhat similar effect.

Regarding temporally accumulated frontal ablation, varying Glen’s A has an even stronger

relative effect, while varying fbwl has nearly none (see Fig. 3.B.2). The large influence of

A is mostly based on the fact that it has a strong influence on the initial ice thickness

found by the inversion procedure (see Section 3.2.4) and this, in turn, strongly influences

frontal ablation. Interestingly, the large variance in frontal ablation projections caused

by varying A (σA) shown in Fig. 3.B.2 is not directly translated to the effect of including

frontal processes in the projections (Fig. 3.B.1).

There are two effects of varying A attenuating each other regarding glacier mass loss

over the course of the century. At first, more frontal ablation takes place with a lower A

value due to the larger initial (frontal) ice thicknesses. The high frontal ablation overcom-

pensates the reduced sensitivity to atmospheric temperatures, resulting in more glacier

mass loss compared to projections not including marine frontal processes. Over the course

of the century, as atmospheric temperatures increase, the effect of reduced sensitivities

to these takes hold and the projections including frontal ablation result in less mass loss.

As the ice thickness inversion produces less ice volume with a high A value, less ice will

be available for further melt and frontal ablation towards the end of the century, which

means that the difference in ice melt cannot grow more, while it does so in the simulations

with a low A value (see Fig. 3.B.4). Such competing effects of varying A probably explain

the peculiar shape of the standard deviation in Fig. 3.B.1.

The influence of changing the sliding parameter (fs) on simulated frontal ablation is

similar (see σfs in Fig 3.B.2), although applying no sliding (i.e., fs = 0) results in slightly

less frontal ablation than applying the default value (fs = 10−20; see Fig. 3.B.5). That is

despite including sliding results in thinner glaciers at the front and thus less mass to be

removed by frontal ablation (see Equation 3.16). Though sliding also enhances dynamical

thinning at the front, more mass is apparently removed from the front by the flotation

criterion. Applying the high value for fs results in the least frontal ablation though,

probably because of the (frontal) ice thicknesses resulting from the inversion procedure

being much smaller.

Concerning the uncertainty in total accumulated contribution to GMSLR by northern

hemisphere glaciers, it is visible in Fig. 3.B.3 that varying Glen’s A has again the strongest

influence and produces a 1-σ standard deviation of close to 20 mm SLE. Varying the sliding

parameter (fs) results in a standard deviation of roughly 10 mm SLE, while varying fbwl

has an effect of less than 1 mm SLE. The non-linearity of the variance induced by the

flow parameters can most likely be explained by their influence on the simulation of the
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dynamical/geometric feedbacks mentioned above in combination with the initial glacier

volumes and frontal ablation. Figure 3.B.6 shows that simulations with lower values

for the flow parameters generally result in higher GMSLR contribution estimates, which

presumably is mostly due to the higher amounts of initial ice volume available for melt

over the remainder of the century. Moreover, we find that the variance caused by the

differences in the GCM ensemble (σssp
GCM) is larger than that caused by varying any of the

parameters considered here.

We additionally conducted runs in which we held fbwl constant at 0.75, but halved

the stress coupling length (LF = 4 km in Equations 3.7 - 3.9) and applied the different

parameter combinations for the flow parameters as in the experiments described above.

The resulting accumulated frontal ablation estimates are 13 % higher in 2100 on average,

which results in slightly higher average GMSLR contribution estimates (0.7 mm SLE)

compared to results applying the higher value for LF . The increase in frontal ablation

produced by lowering the stress coupling length makes sense, since the additional force

due to the hydrostatic pressure imbalance at the glacier front (see Equations 3.5 and 3.8)

is distributed over a shorter distance. This causes a stronger thinning close to the front,

which in turn causes more ice removal by the flotation criterion.

The analysis presented in this subsection demonstrates that further work on finding

appropriate parameter values for individual glaciers is required in order to improve the

accuracy of mass change projections for (marine-terminating) glaciers. We would like

to emphasise that the default parameter set we used for computing our main results

in Section 3.4 was not chosen for its suitability for all glaciers worldwide, but for its

applicability to most glaciers without causing numerical errors in the dynamical model.

Figures 3.B.4 - 3.B.6 show that results obtained with the parameter set chosen for

the simulations presented in the sections above are reasonably close to the parameter

ensemble’s mean and median though. In Figs. 3.B.1 - 3.B.3 the GCM ensemble’s standard

deviation with the default parameter set is given as well. This is the largest source of

uncertainty in accumulated mass changes, though it differs between emission scenarios.

The difference between GCMs is relatively small concerning accumulated frontal ablation

in the whole northern hemisphere. This hints that the northern hemisphere’s accumulated

frontal ablation is somewhat independent of the atmospheric forcing in our simulations,

although annual frontal ablation rates may differ between different GCMs.
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Figure 3.B.1: Northern hemisphere standard deviation (1-σ) of differences between projections
accounting for marine frontal processes and those that do not, caused by varying different param-
eters. The yellow line displays covariances of the three tested parameters, and σssp

GCM the variance
of the GCM ensemble in the respective scenario with default parameter set. The subscripts in
the legend refer to the respective parameter varied (see Table 3.B.1), and σtot to the ensemble of
model runs’ total variance.
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Figure 3.B.2: Same as Fig. 3.B.1, but for accumulated frontal ablation estimates. σ126
GCM is ex-

cluded, due to its similarity with σ370
GCM and thus better visibility.
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Figure 3.B.3: Same as Fig. 3.B.1, but for estimated accumulated GMSLR contribution.
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Figure 3.B.4: Estimated differences between projections accounting for frontal processes and those
that do not, averaged over different parameter values. Panels a-c display averages over the 9
possible different parameter sets with the respective parameter value corresponding to the three
different columns in Table 3.B.1. Panel d displays the results of all 27 parameter sets possible
in Table 3.B.1 in grey shading with the mean/median as well as the result for the parameter set
chosen for the computation of results in Section 3.4 (default in Tab 3.B.1) highlighted.
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Figure 3.B.5: Same as Fig. 3.B.4, but for accumulated frontal ablation estimates.
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Figure 3.B.6: Same as Fig. 3.B.4, but for accumulated GMSLR contribution.
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Chapter 4

Context

The previous chapter introduced frontal ablation to the dynamical core of the model

OGGM. However, the simple parameterization merely scales total frontal ablation linearly

to the water depth at the glacier front. As the submarine melt part of frontal ablation

is mainly driven by ocean temperature (and salinity) and partly by subglacial discharge,

an explicit formulation of submarine melt in the model is necessary to simulate marine-

terminating glaciers’ mass change more realistically. Especially for future projections,

this might have a significant impact since subglacial discharge (due to enhanced surface

melting), and ocean temperatures can be expected to increase due to anthropogenic climate

change. Moreover, it is important to understand how the increased freshwater input from

glacial melt changes the ocean’s near-surface density and circulation. Changes in regional

or even larger-scale ocean circulation can have significant consequences for the state of the

climate system. There may be feedback mechanisms that increase oceanic heat transport

to marine-terminating glacier fronts in response to an increase in freshwater forcing of

the ocean. Since submarine melt and the impact of increased freshwater input from

glaciers outside the ice sheets have not been studied yet, this chapter aims to produce

a first estimate of both. To accomplish this, OGGM and NEMO are one-way coupled

for a historical decade (2010 to 2019), and differences compared to uncoupled runs are

investigated.
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Abstract

As anthropogenic climate change depletes Earth’s ice reservoirs, large amounts of fresh-

water are released into the ocean. Since the ocean has a major influence on Earth’s climate,

understanding how the ocean changes in response to an increased freshwater input is crucial

for understanding ongoing shifts in the climate system. Moreover, to comprehend the evolu-

tion of ice-ocean interactions, it is important to investigate if and how changes in the ocean

might affect marine-terminating glaciers’ stability. Though most attention in this context has

been on freshwater input from Greenland, the other northern hemisphere glacierized regions

are losing ice mass at a combined rate roughly half that of Greenland, and should not be

neglected. In order to get a first estimate of how glacier mass loss around the Arctic affects

the ocean and how potential changes in the ocean circulation might affect marine-terminating

glaciers, we conduct one-way coupled experiments with an ocean general circulation model

(NEMO-ANHA4) and a glacier evolution model (Open Global Glacier Model; OGGM) for the

years 2010 to 2019. We find an increase in heat content of Baffin Bay and in the subpolar

gyre’s strength, which is consistent with previous results. Additionally, we find a decreased

heat transport into the Barents Sea due to increased freshwater input from Svalbard and the

Russian Arctic. The rerouting of Atlantic Water from the Barents Sea Opening through Fram

Strait leads to an increased heat transport into the Arctic Ocean and a decrease of sea ice

thickness in the Fram Strait area.
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4.1 Introduction

The recent accumulation of heat in Earth’s atmosphere and ocean due to anthropogenic

climate change is diminishing the frozen water reservoirs on the planet, causing the re-

lease of large amounts of freshwater (Slater et al., 2021b). Melting of Earth’s glaciers

is impacting regional hydrology and increasing global mean sea-level (GMSL; Huss and

Hock, 2018; Frederikse et al., 2020). Moreover, such an additional freshwater input to

the ocean changes its surface density and thus has the potential to change the ocean

circulation on scales ranging from individual fjords (Bartholomaus et al., 2016) to the

Atlantic Meridional Overturning Circulation (AMOC; Hu et al., 2011; Frajka-Williams

et al., 2016), which is an important component of the global climate system. While there

have been numerous studies on changes in the AMOC’s strength and a potential influ-

ence of recently increased freshwater influx and ocean warming, it is disputed whether the

AMOC has already been forced out of its natural variability envelope (Jackson et al., 2022;

Latif et al., 2022; Caesar et al., 2021; Fu et al., 2020; Böning et al., 2016). Concerning

the regional impact of enhanced Greenland ice sheet (GrIS) freshwater runoff on ocean

circulation, Castro de la Guardia et al. (2015) found significant changes in Baffin Bay in

a numerical ocean circulation model. These changes entailed an increasing heat content

in Baffin Bay with increasing (idealized) freshwater input along Greenland’s west coast.

This is a potential positive feedback, which could lead to larger heat transports towards

marine-terminating glacier fronts. Anthropogenic climate change causes the ocean to take

up vast amounts of heat (von Schuckmann et al., 2020). This increase in ocean temper-

ature, in combination with potential changes in ocean circulation, increases submarine

melt of marine-terminating glaciers, destabilizing their fronts and inducing further retreat

and mass loss (Wood et al., 2021, 2018). Such interactions between changes in ice bod-

ies and the ocean do not only bear importance for contemporary changes in the Earth

system, but on time scales encompassing glacial cycles as well (Alvarez-Solas et al., 2013;

Rainsley et al., 2018). This underscores the importance of knowledge about the coupled

ice-ocean system for understanding past and ongoing changes of the Earth system, and

for projecting future changes.

Although most attention in this context has been on the GrIS, as it is the largest ice

reservoir in the northern hemisphere, there are also other places experiencing glacier mass

loss and hence are releasing freshwater into the ocean. Around the high-latitude (North

Atlantic and Arctic) ocean, such places are the Canadian Arctic Archipelago, Svalbard,

Iceland, and the Russian Arctic. Since ice loss in these places combined is roughly half

that of the GrIS (Hugonnet et al., 2021; Zemp et al., 2019; Slater et al., 2021b), it is worth

investigating whether increased freshwater input at the coasts of aforementioned regions

does affect the high-latitude ocean’s circulation, as such changes might also impact marine

ecosystems (Timmermans and Marshall, 2020; Hátún et al., 2009; Wassmann et al., 2011;

Greene et al., 2008). Figure 4.1 charts the main features of the ocean surface currents in

the Northern Atlantic and the gateways between the Atlantic and Arctic Ocean. Atlantic

water masses are usually characterized as warmer and more saline compared to the Arctic

water. Atlantic water is transported from the western boundary current to the north by
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a complex interplay of the mainly wind-driven subtropical and subpolar gyres and the

density-driven Atlantic meridional overturning circulation (AMOC). The subpolar gyre is

the circulating pattern around the Labrador Sea (LS) and the Irminger Sea (IS), which

transports Atlantic water branching off to the west in the Irminger Sea to the Labrador

Sea and into Baffin Bay (BB). The Labrador Sea also is a location of importance for

the AMOC, as deep convection takes place there (Broecker, 1997). Warm Atlantic water

mainly enters the Arctic ocean through Fram Strait (FS) as well as through the Barents

Sea (BS), while Arctic Water mainly enters the Atlantic ocean through the Canadian

Arctic Archipelago (CAA) and Fram Strait.

The amount of ice that is removed from glaciers (outside the GrIS) by submarine melt

is essentially unknown. Submarine melt remains elusive, since it is intricate to measure

directly and observations hence sparse. Attempts to quantify it therefore mostly rely on

(high-resolution) ocean circulation models and employing a parameterization of ice-ocean

heat transfer related to oceanic properties at the glacier front (Jenkins et al., 2001; Holland

et al., 2008; Xu et al., 2013). As this is computationally costly and can only be applied to

individual glaciers, a further step in trying to generalize such modeling results to different

glaciers was to employ empirical power laws to describe the relation of submarine melt to

oceanic properties as well as to subglacial discharge (Xu et al., 2013; Rignot et al., 2016;

Wood et al., 2021). We make use of such a power law parameterization in our attempt to

quantify submarine melt of marine-terminating glaciers outside the GrIS.

To tackle the issue of ice-ocean interactions outside the GrIS, we one-way couple the

Nucleus for European Modelling of the Ocean (NEMO) model and the Open Global Glacier

Model (OGGM) for the years 2010 - 2019. We run both models twice, in order to inves-

tigate potential coupling effects. In one NEMO experiment, we use glacial surface mass

loss and frontal ablation derived from OGGM as additional liquid freshwater and iceberg

input to NEMO, while we omit this additional freshwater forcing in the second NEMO

run. Next, we use the two different NEMO runs’ output variables as forcing of the sub-

marine melt parameterization newly implemented in OGGM (see section 4.2.3). Finally,

we explore the differences in results obtained from the two different NEMO and OGGM

experiments and discuss future avenues for research on this topic.
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Figure 4.1: Schematic of the main surface currents in the North Atlantic Ocean. Blue colored
land areas indicate regions that contain glaciers outside of Greenland, see Figs. 4.11 and 4.A.1
for the actual glacier outlines. BB, BS, CAA, FS, IS, and LS indicate Baffin Bay, Barents Sea,
Canadian Arctic Archipelago, Fram Strait, Irminger Sea, and Labrador Sea. Adapted from Arctic
Monitoring and Assessment Programme (AMAP) (1998).
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4.2 Data and methods

4.2.1 Ocean model

Our numerical experiments were conducted with NEMO v3.6 (Madec et al., 2016), which

is coupled to a sea ice model (Louvain-la-Neuve Sea Ice Model 2; Bouillon et al., 2009).

The configuration we use covers the Arctic and Northern Hemisphere Atlantic and has

open boundaries at 20◦S in the Atlantic Ocean as well as at the Bering Strait. The average

horizontal resolution of the model is 1/4◦, and it has 50 vertical levels (NEMO-ANHA4

configuration). For boundary and initial ocean conditions we use the Global Ocean Re-

analYsis and Simulations data (GLORYS2v3; Masina et al., 2017) and for atmospheric

forcing the Canadian Meteorological Center’s reforecasts (CGRF; Smith et al., 2014).

CGRF provides hourly fields of wind, air temperature and humidity, radiation fluxes, and

total precipitation with a horizontal resolution of 33 km, which are linearly interpolated

onto the NEMO-ANHA4 grid. The Lagrangian iceberg module implemented in NEMO

is described by Marsh et al. (2015) and was further developed by Marson et al. (2018).

The baseline continental runoff data (apart from Greenland) for our runs was obtained

by linearly interpolating the data provided by Dai et al. (2009) on a 1 × 1◦ grid to the

NEMO-ANHA4 grid. The Dai et al. (2009) data do not cover our model period from

2010 to 2019. We therefore applied the 1997 to 2007 monthly average baseline runoff.

Freshwater input from Greenland is derived by remapping the data published by Bamber

et al. (2018a) to the NEMO-ANHA4 grid. This data gives the total runoff, including from

the ice sheet and peripheral glaciers, thus replacing the baseline runoff in this region. As

this data set only ranges to the end of 2016, we use the 2010 to 2016 average for the

three missing years. Runoff freshwater is added to the first vertical model level with a

temperature corresponding to the surface temperature of the ocean grid cell. The addition

of runoff entails enhanced vertical mixing of the grid cell’s upper 30 m in our setup in,

following Marson et al. (2021). Bamber et al. (2018a) give data for liquid runoff and solid

ice discharge around Greenland. Here, we add half of the solid discharge estimates to the

liquid freshwater input and the other half to the iceberg module, following the observa-

tion by Enderlin et al. (2016b) that roughly half of the icebergs’ volume may melt before

they exit fjords. The handling of additional freshwater from other glacierized regions is

described in section 4.2.3.

4.2.2 Glacier model

The Open Global Glacier Model (OGGM) is a flowline model that can be used to model a

large amount of individual glaciers at once (Maussion et al., 2019). Because observational

data on glaciers, needed to constrain more complex representations of glaciological pro-

cesses, are scarce, its computational cost is relatively low. We use the Randolph Glacier

Inventory (RGI) version 6 (RGI Consortium, 2017; Pfeffer et al., 2014) to initialize the

model for the ∼15,000 glaciers surrounding the Arctic and North Atlantic (outside Green-

land) that are included in our study. Topographical data is obtained from an appropriate
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digital elevation model (DEM), depending on the glacier’s location. Here, we use single,

binned elevation-band flowlines, constructed from the outlines and topographical data,

using the approach described by Werder et al. (2020). Simulations of OGGM start in the

year the glacier outlines contained in the RGI were recorded. The gridded atmospheric

forcing data (monthly temperature and precipitation obtained from Climatic Research

Unit Time-Series data set version 4.03 (CRU TS 4.03, Harris et al., 2020)) are interpo-

lated to the glacier location. Temperatures are subsequently adjusted applying a linear

lapse rate (6.50 ◦C/km) that is fixed globally. For precipitation, no lapse rate, but a global

correction factor is applied (here, we use a value of 2.5), which is a common approach in

large-scale glacier modeling (e.g., Giesen and Oerlemans, 2012b; Zekollari et al., 2022).

The resulting temperature and precipitation values are used to compute the glaciers’

surface mass balance by using a temperature-index melt model, which calculates surface

melt rates from the near-surface atmospheric temperatures above a threshold temperature

and neglects more intricate processes such as refreezing and the surface energy balance.

The melt factor is calibrated using satellite-derived observations of glacier mass changes

(Hugonnet et al., 2021). For information on details of OGGM, the reader is referred to

Maussion et al. (2019).

Modeling marine-terminating glaciers requires some additional model features com-

pared to land-terminating ones. That is because additional processes occur at their fronts

which determine their dynamical behavior. The two main processes are an increasing

basal/sliding velocity, moderated by the hydrostatic stress balance close to the front, and

frontal ablation. Therefore, water-depth dependent sliding, hydrostatic stress coupling,

and frontal ablation parameterizations were incorporated into OGGM’s ice thickness in-

version as well as ice dynamics schemes. To be able to calibrate the surface and frontal

ablation parameterizations separately, the two mass budget parts have to be disentangled

from observational data. For this purpose, the data of Kochtitzky et al. (2022) of frontal

ablation is used in addition to the data of (Hugonnet et al., 2021). Frontal ablation is

parameterized by using a linear scaling to the water depth:

Qfa = kdfhfwf (4.1)

where Qfa is the frontal ablation flux (in m3 a−1), k the frontal ablation parameter

(in a−1), and df , hf , and wf the water depth, ice thickness, and ice width at the glacier

front. In order to simulate submarine melt in OGGM, another parameterization is intro-

duced, which will be described in section 4.2.3. More details of marine-terminating glacier

modeling in OGGM are given in Malles et al. (2023).

4.2.3 One-way coupling of NEMO and OGGM

In order to estimate the effects of freshwater input to NEMO that is usually not accounted

for, as well as the amount of mass removal from marine-terminating glaciers (outside the

GrIS) by submarine melt, we adopt a simple one-way coupling scheme. This means we

do not update the input to one model derived from the other one during the simulations.

However, we implement the one-way coupling in both directions separately, so that we
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can roughly estimate the strength of any potential feedback. In the following, we describe

how the respective inputs were derived and used for both models.

OGGM to NEMO

In one of our NEMO experiments, we use the OGGM output of glaciers’ surface mass

loss additional to half of the frontal ablation as additional liquid freshwater forcing, while

the other half of the frontal ablation is added to the iceberg module, as is done for the

Greenland solid ice discharge (this experiment hereafter is named halfsolid). We ne-

glect the OGGM-freshwater and -iceberg fluxes in the other NEMO experiment (hereafter

called noOGGM ). The distribution of the resulting liquid freshwater forcing (excluding

the baseline runoff described in the previous section) is displayed in Fig. 4.A.1. The liquid

freshwater input (excluding the baseline runoff), averaged over 2010 to 2019, amounts

to approximately 32 mSv (≈ 1011 Gt a−1) in the halfsolid run and of approximately 29

mSv (≈ 903 Gt a−1) in the noOGGM run. The calving input distribution is displayed in

Fig. 4.A.2, which amounts to an average of approximately 9 mSv (≈ 276 Gt a−1) in the

halfsolid run and to approximately 8 mSv (≈ 248 Gt a−1) in the noOGGM run. Note that

the liquid freshwater and iceberg input around Greenland is derived from Bamber et al.

(2018a) data, which contains total runoff and solid ice discharge, and is the same in both

NEMO runs. This means that OGGM contributes roughly 4 mSv additional freshwater

in the halfsolid run. The liquid freshwater from surface melt and the calving of individual

glaciers deducted from OGGM output are put into the NEMO-ANHA4 grid cell with the

lowest haversine distance to the respective glacier terminus location recorded in the RGI.

NEMO to OGGM

We use the outputs of the two NEMO experiments described above to calculate the thermal

forcing of the ocean in the vicinity of marine-terminating glacier termini, which is then fed

to the submarine melt parameterization of OGGM described below. Thermal forcing is

defined as the distance of the potential temperature of a water mass to its freezing point.

Here, we use the pressure- and salinity-dependent formulation of the freezing point given

in Fofonoff and Millard Jr (1983).

Submarine melt parameterization in OGGM

While there has been previous work on incorporating frontal ablation into OGGM (Malles

et al., 2023), it did not yet explicitly account for submarine melt. In this work we build

on the previous work and add a parameterization of submarine melt rates (in m d−1)

following Rignot et al. (2016):

qsm = (Ad qαsg +B) T β
f (4.2)

where A is the subglacial discharge scaling parameter (in dα−1 m−α K−β), d the water

depth at the glacier front (in m), qsg the subglacial discharge normalized by submerged

cross-section area at the glacier terminus (in m d−1), α the subglacial discharge scaling
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exponent (dimensionless), B the ocean heat transfer scaling parameter (in m d−1 K−β),

Tf the oceanic thermal forcing in the vicinity of the glacier terminus (in K), and β the

ocean heat transfer scaling exponent (dimensionless).

Equation 4.2 comprises two nested empirical power laws relating subglacial discharge

and ocean potential temperature as well as salinity to submarine melt rates. The first

power law (first term in the brackets) describes the increase in thermal erosion of marine-

terminating glacier fronts due to subglacial discharge (qsg). It is based on a statistical fit to

modeling results that applied a parameterization, which was developed to represent heat

and freshwater exchange across the ice-ocean interface in relation to ice temperature and

ocean properties (Jenkins et al., 2001). This approach to computing freezing and melting

at an ice-ocean interface, in combination with the injection of subglacial discharge, was

used to model the circulation in front of a vertical ice cliff in a high resolution ocean-model

and the resulting submarine melt (Xu et al., 2013). In essence, this power law expresses

the increase in turbulence close to the glacier front in the presence of subglacial discharge,

which increases the entrainment of warmer and saltier water from the ocean into the

buoyant plume of freshwater. Suitable values for the exponent α were found to be below

1, since there is a saturation of the melt intensity caused by subglacial discharge. This

is because the plume-ice contact area can no longer significantly increase at some point

(Slater et al., 2016), while increasing subglacial discharge causes a freshening, and thus

lower thermal forcing, of the water close to the glacier terminus. Values for the scaling

parameter (A) are related to the vertical temperature gradient in front of the glacier and

to the distribution and morphology of the subglacial discharge plumes along the glacier

front. The second power law (BT β
f ) parameterizes the heat transport from the ocean

to the ice and the resulting submarine melt in the absence of subglacial discharge. The

scaling parameter B relates to the open ocean and fjord currents as well as to the ice

temperature. The exponent β is related to the nonlinear relationship between submarine

melt and thermal forcing (Tf ) found by Xu et al. (2013) and Holland et al. (2008), which is

based on the idea that submarine melt supplies buoyancy forcing to the plume convection

at the glacier front, thereby increasing the entrainment of the open ocean’s thermal forcing.

Generally, the presence of icebergs in a fjord can change the fjords’ water properties and

thereby have an impact on submarine melt as well (Kajanto et al., 2023; Moon et al.,

2018; Davison et al., 2020), but we neglect this here for simplicity.

To calculate total frontal ablation rates and to emulate calving due to the undercutting

of glacier fronts by submarine melt, we adapt the parameterization of total frontal ablation

rates previously applied in OGGM (see Eq. 4.1) to:

qfa = max(kd, qsm
h

d
) (4.3)

where k (in a−1) is the frontal ablation parameter, and h the ice thickness at the glacier

front (in m). This allows for applying the values of the glacier-specific frontal ablation

parameters that were calibrated by Malles et al. (2023), while constraining the parameters

involved in the submarine melt parameterization as well, by ensuring that the total frontal

ablation over the modeling period lies within the observationally estimated range given
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by Kochtitzky et al. (2022). As there are little to no observational estimates of submarine

melt itself, it is not possible to constrain the four free parameters in Eq. 4.2 (A, α, B, β) for

each glacier individually. Even if we had such estimates, we might be able to find different

parameter combinations that complied with such observations. While this submarine melt

parameterization has some physical foundations and was already applied in previously

published works, it overparameterizes the model, because it introduces four additional

parameters without additional observations to calibrate these. Therefore, we apply latin

hypercube sampling to identify parameter sets that are consistent with observations of

total frontal ablation over the same time period as the OGGM run (2010 to 2019). We

sampled the following intervals 25 times:

• A: [3 x 10−5, 1 x 10−3]

• α: [0.25, 0.7]

• B: [1 x 10−3, 0.75]

• β: [1.0, 2.0]

We run OGGM with each of the 25 sampled parameter sets for each marine-terminating

glacier utilizing the halfsolid run output’s thermal forcing. Afterwards, we only pick results

from the parameter sets that yield total frontal ablation rates within the uncertainty bound

of the observational estimates by Kochtitzky et al. (2022). To investigate a potential

coupling effect, we apply the parameter sets selected for the halfsolid run to the thermal

forcing derived from the noOGGM NEMO run output in a subsequent OGGM simulation.

For six glaciers we do not find any valid parameter combination, but these glaciers together

make up less than 1 % of the total marine-terminating glacier volume.

Thermal forcing values from the ocean model output are obtained by taking all NEMO-

ANHA4 grid cells within a 50 km radius of the respective marine-terminating glacier’s

terminus into account. If there are less than three ocean model grid cells in the radius,

we iteratively double the radius. This ensures that we do not only use the value from a

single ocean model grid cell, since we do not know whether the closest one actually reflects

water properties at the glacier front best. We then compute a depth-averaged value of

the included cells’ thermal forcing and apply a distance-weighted averaging to obtain the

final value inserted in Equation 4.2. Here we use the full depth range of the grid cells, as

NEMO-ANHA4 does not resolve individual fjords and it is unclear which depth range of

the open ocean would be appropriate to include.
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4.3 Results

4.3.1 Ocean model

In this section we will describe our findings regarding differences between the halfsolid

and the noOGGM runs. Spatial plots display differences averaged over the last five years

of the NEMO integrations (i.e., 2015 to 2019), assuming the initial upper ocean transient

behavior has abated sufficiently during the first half of the simulations (Castro de la

Guardia et al., 2015; Brunnabend et al., 2012), allowing us to explore the impact of the

increased freshwater forcing in the halfsolid run.

Baffin Bay and Canadian Arctic Archipelago

Figure 4.2 shows the differences in temperature averaged over the upper 750 m between

the halfsolid and noOGGM run. An average warming of around 0.05 K throughout the

bay is visible. There are three main mechanisms that cause this: i) increased northward

heat transport through Davis Strait, ii) less net volume transport from the Arctic through

the Canadian Arctic Archipelago (i.e., Nares Strait, Lancaster Sound, and Jones Sound;

hereafter named CAA), which leads to less lateral heat loss, and iii) stronger stratification

leading to less vertical mixing and thus less heat transfer from the warmer subsurface

water to the atmosphere. These mechanisms were identified and described previously by

Castro de la Guardia et al. (2015) in a study that conducted idealized NEMO experiments

to investigate the effects of increased freshwater input along Greenland’s (west) coast on

Baffin Bay. Although Castro de la Guardia et al. (2015) increased the freshwater input at

the east coast of Baffin Bay in all but one of their experiments, we observe some similar

effects on the ocean properties in the Baffin Bay area in our simulations, where the main

addition of freshwater is at the west coast of Baffin Bay. We find an increase in sea surface

height (SSH) gradient from the eastern and western shelves of Baffin Bay towards its

center, even though the increase in the eastern part is roughly one order of magnitude

smaller than the one found by Castro de la Guardia et al. (2015). This leads to a stronger

cyclonic circulation in Baffin Bay (see Fig. 4.3), which in turn leads to enhanced vertical

velocities, moving warmer subsurface waters from the West Greenland Current (WGC)

to shallower depths. The lower increase in Baffin Bay temperatures we find compared to

Castro de la Guardia et al. (2015) might be explained by smaller increases in sea surface

height gradients and stratification, since our additional freshwater input to Baffin Bay

is smaller by roughly a factor of 5 (50) compared to their experiment with the lowest

(highest) additional freshwater forcing along Greenland’s west coast.

We also find an increase in northward (positive) volume transport through Davis Strait

throughout our simulation period in the halfsolid run compared to the noOGGM run,

which is balanced by an increasing southward (negative) outflow, along the cyclonic pattern

of the Baffin Bay Gyre (see Fig. 4.4). The increase in northward volume flow is not

caused by an increase in northward freshwater flux, since the amount of freshwater added

to the Greenland coast south of Davis Strait does not differ between our two setups.

Moreover, the average increase in northward heat transport we find in the second half of
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our simulations is approx. 1.1 TW, which is roughly 5 % of the average total northward

heat transport and roughly double the increase found by Castro de la Guardia et al. (2015).

Northward volume transport through Davis Strait increases in the halfsolid run compared

to the noOGGM run. This increase in volume flux roughly doubles from 0.025 to 0.05

Sv when comparing the first to the second half of our simulation period. The increase in

northward heat inflow we find nearly quadruples from ∼0.25 though (see Fig. 4.4). This

increase of the heat to volume transport ratio is likely associated with the increase in

the WGC’s strength and thus larger transport of warm Atlantic water into Baffin Bay.

The variability of the difference in heat transport through Davis Strait between our two

NEMO setups also increases strongly in the second half of our simulation period, which is

probably a spin-up effect. Interestingly, the increase in northward heat transport through

Davis Strait we find is higher (1.1 vs 0.5 TW), but the average warming in Baffin Bay is

smaller than the differences diagnosed by Castro de la Guardia et al. (2015) (∼0.05 vs.

∼0.3). This points to the significance of changes associated to an increasing SSH gradient

and stratification of Baffin Bay, since they are much smaller in our experiments, as the

difference in freshwater input to Baffin Bay between our two experiments is much smaller

compared to even the smallest change in Castro de la Guardia et al. (2015).

Across the CAA we observe the following changes: an increase in temperatures in

the Lancaster and Jones Sound regions due to the enhanced northward heat transport,

and a decrease in salinity due to increased freshwater input (see Figs. 4.5 and 4.A.3).

Particularly in areas close to Ellesmere Island’s north coast we find a slight decrease in

potential temperature though (∼0.03 K), possibly due to increased freshwater input and

the concomitant increase in vertical mixing near the surface in our setup. This can bring

up warmer water to the surface, which is then subject to increased vertical heat loss.

Concerning volume fluxes through the CAA, the only statistically significant change we

find, is a positive shift in volume flux (∼0.02 Sv) through Lancaster Sound, which is ∼3

% of the 0.6 Sv total southward (negative) flux (see Fig. 4.A.4) into Baffin Bay through

this channel. Though there is a small (0.014 Sv ≈ 0.8 %) decrease in volume flux through

the CAA into Baffin Bay, it is statistically not significant, which is in contrast to changes

between 9 and 46 % in the experiments demonstrated by Castro de la Guardia et al.

(2015). Volume flux through the CAA into Baffin Bay mainly is controlled by the SSH

gradients across the straits connecting Baffin Bay to the Arctic Ocean (McGeehan and

Maslowski, 2012; Hu and Myers, 2014), which means that these gradients did not change

in a way that significantly alters the total volume flux between the Arctic and Baffin Bay

comparing our two NEMO experiments.
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Figure 4.2: Difference in potential temperature averaged over up to 750 m water depth between
the halfsolid and the noOGGM NEMO runs in Baffin Bay. BBG stands for the Baffin Bay Gyre
section and DS for the Davis strait section. Colored land area indicates glacierized area as recorded
in the RGI.
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Figure 4.3: Differences in gyre strength and SSH gradients in Baffin Bay between the halfsolid and
the noOGGM NEMO runs. a): northward (positive) volume transport through eastern part of the
Baffin Bay Gyre (BBG) section in Fig. 4.2, b): southward (negative) volume transport through
western part of the BBG section in Fig. 4.2, c): annual mean SSH gradient between point with the
highest average SSH in the eastern part of the BBG section and the point with the lowest average
SSH in the center part of the section, d): same as c), but for the point with the highest average
SSH in western part of the BBG section. Differences in SSH gradients are displayed as annual
means for better visibility. The lines in panels a) and b) show average differences over the first
(blue) and last (red) five years, as well as over all years (black) of the model integrations. Values
in the upper left corners of panels c) and d) are the correlation coefficients between annual mean
north-/southward volume flux and SSH gradients from the east/west to the center of the Baffin
Bay Gyre. Differences between the two NEMO runs that are statistically significant, according to
paired Student’s t-tests (p < 0.05), are drawn as solid lines and dashed otherwise. Values in the
lower left corners show the p-values of paired Student’s t-tests of differences between the differences
of the first and last five modeled years.
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Figure 4.4: Differences in north- and southward volume and heat transport through Davis Strait
between the halfsolid and the noOGGM NEMO runs. a): northward (positive) volume transport
through Davis Strait (DS) section in Fig. 4.2, b): southward (negative) volume transport through
DS, c): northward heat transport through DS, d): southward heat transport through DS. The
lines show average differences over the first (blue) and last (red) five years as well, as over all years
(black) of the model integrations. Differences between the two NEMO runs that are statistically
significant, according to paired Student’s t-tests (p < 0.05), are drawn as solid lines and dashed
otherwise. Values in the lower left corners show the p-values of paired Student’s t-tests of differences
between the differences of the first and last five modeled years.
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Figure 4.5: Difference in potential temperature averaged over up to 750 m water depth between
the halfsolid and the noOGGM NEMO runs in the CAA region. NS stands for the Nares Strait,
JS for the Jones Sound, and LS for the Lancasters sound section. Colored land area indicates
glacierized area as recorded in the RGI.



CHAPTER 4. ICE-OCEAN INTERACTIONS 105

AMOC and Subpolar Gyre

Although there are differences in mixed layer depth in the Labrador Sea region between

our two NEMO runs (see Fig. 4.A.6), they are mostly not substantial, as the differences lie

well within the model’s as well as observed interannual variability (Kieke and Yashayaev,

2015). Moreover, we do not find a statistically significant difference in north-/southward or

total volume flux across the 47◦N latitude in the Atlantic, which indicates that there are no

significant differences in AMOC strength between the halfsolid and noOGGM experiment.

Figure 4.6 shows differences in SSH as well as in density, temperatures, and salinity

between our two NEMO runs. Regarding SSH, we find a decrease in the eastern and

an increase in the western part. The reverse is true for differences in density, which are

primarily driven by colder temperatures, since salinity decreases, but density increases in

the eastern subpolar gyre area. The decrease in SSH and increase in density of the upper

upper 750 m in the eastern subpolar gyre indicate an increase in its strength (Hakkinen

and Rhines, 2004; Chafik et al., 2022). Moreover, the pattern of increased salinity around

the northern subpolar gyre (see Fig. 4.6 c)) resembles the pattern found by Born et al.

(2016) comparing a strong to a weak mode of the gyre.

Hence, a relation between the strength of deep convection (mixed layer depth) in the

Labrador Sea and the strength of the subpolar gyre might be reflected in our results.

The proposed relation is as follows: due to decreased density, in our case caused by

increased freshwater input, deep convection decreases and SSH increases in the Labrador

Sea. This leads to more of the water that is cooled by surface heat loss in the Labrador

Sea to leave that area and be accumulated in the center of the subpolar gyre (see Fig. 4.6

panel d)). In turn, an increased density and decreased SSH in the eastern subpolar gyre

lead to an increase in the gyre’s strength, moving more of the Atlantic water around

it. Sun et al. (2021) proposed oscillating feedbacks of the subpolar gyre’s strength and

the deep convection in the Labrador Sea, asserting that an increased gyre strength leads

to an increased density transport into the Labrador Sea, increasing the deep convection.

This would decrease SSH in the Labrador Sea and the export of cooled water to the

gyre’s interior, thereby decreasing it’s strength. In panel b) of Fig. 4.6 and in Fig. 4.A.6,

some areas of the northeastern Labrador Sea indeed show a slightly higher density and

mixed layer depth, hinting at this feedback potentially being in effect. While, as stated

above, the changes in mixed layer depth we found are small, the coherence of our findings

with mechanisms linking Labrador Sea deep convection and the subpolar gyre’s strength

presented in previous publications is intriguing. Further research might be conducted

investigating whether the positive feedback of the oscillation mechanism proposed by Sun

et al. (2021) can offset increased freshwater input over a longer time span.
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Figure 4.6: Difference in a) SSH, b) density, c) salinity, and d) potential temperature averaged
over up to 750 m water depth between the halfsolid and the noOGGM NEMO runs in the supolar
gyre region.
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Barents and Nordic Seas

We show the SSH difference between the halfsolid and the noOGGM runs in Fig. 4.7.

The increased freshwater input from Svalbard and the Russian Arctic in the halfsolid run

(see Fig. 4.A.1) increases the SSH in the northern Barents Sea. This leads to an increased

anticyclonic circulation around that area, leading, in turn, to a lower volume flux through

the Barents Sea Opening. This implies a lower (positive) flux of Atlantic water into the

Barents Sea, decreasing temperatures in most parts (see Fig. 4.8 and Fig. 4.9 panel a)).

The volume flux out of the Barents Sea increases, leading to a net volume flux decrease of

0.11 Sv (∼4 %). However, the flux of freshwater (using a reference salinity of 34.8 PSU)

out of Barents Sea into the North Atlantic decreases by 8 % (Fig. 4.9 panel c)), meaning

that the additional freshwater input from Svalbard and the Russian Arctic remains in the

Barents Sea and Arctic ocean. This also shows in the decreased salinity values in the

western Barents Sea and in the Kara Sea (see Fig. 4.A.5)

The Atlantic water not entering the Barents Sea is routed towards the Fram Strait

instead, leading to an increased northward (positive) volume flux (see Fig. 4.9 panel b)).

Some of this warm water subsequently enters the Barents and Kara Seas from the north

(see Fig. 4.8), while the remainder follows roughly the eastern Arctic shelf break (see next

section). This increased positive volume flux through Fram Strait begins after roughly

half of the NEMO integration time, presumably due to the buildup of meltwater in the

spin-up period. This increase in volume flux into the Arctic ocean through Fram Strait

is accompanied by an increased outflux, yielding a net increase in northward (positive)

volume flux through Fram Strait of ∼0.24 SV (≈ 9 %). The southward (negative) flux

of freshwater through Fram Strait is insignificantly small, indicating that the enhanced

southward flux is due to enhanced recirculation of Atlantic water. Since not all of the

increased volume flux into the Arctic through Fram Strait can be explained by the net

positive (eastward) volume flux difference we find for the Barents Sea, we also analyzed

the volume fluxes through the Denmark Strait, finding a decrease in southward (negative)

as well as an increase in northward (positive) transport. The net increase of ∼0.1 Sv (≈
3 %) through Denmark Strait almost closes the gap between the net decrease of Atlantic

water volume flux into the Barents Sea and the net increase of the same into the Arctic

ocean through Fram Strait. This change in volume fluxes through Denmark Strait could

be linked to the changes in SSH in the areas of the Norwegian and Greenland Seas as well

as around Iceland (see Figs. 4.7 and 4.6 a)), indicating an increased strength of the gyres

present in these areas (Raj et al., 2019; Chatterjee et al., 2018).
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Figure 4.7: Difference in sea surface height between the halfsolid and the noOGGM NEMO runs
in the Barents and Nordic Seas area. FS stands for Fram Strait and BSO for Barents Sea Opening
sections. Colored land area indicates glacierized area as recorded in the RGI.
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Figure 4.8: Difference in potential temperature averaged over up to 750 m water depth between
the halfsolid and the noOGGM NEMO runs in the Barents and Nordic Seas area. FS stands for
Fram Strait and BSO for Barents Sea Opening. Colored land area indicates glacierized area as
recorded in the RGI.



CHAPTER 4. ICE-OCEAN INTERACTIONS 110

0.4

0.2

0.0

0.2

0.4

D
if
fe

re
n
ce

 in
 p

o
s.

 v
o
lu

m
e
 t

ra
n
sp

o
rt

 (
S
v)

(p = 0.09)

halfsolid - noOGGM

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

D
if
fe

re
n
ce

 in
 p

o
s.

 v
o
lu

m
e
 t

ra
n
sp

o
rt

 (
S
v)

(p < 0.05)

halfsolid - noOGGM

2010 2012 2014 2016 2018
Year

0.002

0.000

0.002

0.004

0.006

0.008

D
if
fe

re
n
ce

 in
 n

e
g
. 
FW

 t
ra

n
sp

o
rt

 (
S
v)

(p < 0.05)

Fram StraitBarents Sea Opening

Barents Sea Opening

a) b)

c)

2010 2012 2014 2016 2018
Year

0.6

0.4

0.2

0.0

0.2

0.4

0.6

D
if
fe

re
n
ce

 in
 v

o
lu

m
e
 t

ra
n
sp

o
rt

 (
S
v)

(p = 0.11) Denmark Strait

d)

Figure 4.9: Difference in positive transport through Fram Strait (FS) and the Barents Sea Opening
(BSO) between the halfsolid and the noOGGM NEMO runs. Positive transport through FS means
northward, while positive transport through BSO means eastward. The horizontal lines show
average differences over the first (blue) and last (red) five years, as well as over all years (black) of
the model integrations. Differences between the two NEMO runs that are statistically significant,
according to paired Student’s t-tests (p < 0.05), are drawn as solid lines and dashed otherwise.
Values in the lower left corners show the p-values of paired Student’s t-tests of differences between
the differences of the first and last five modeled years.



CHAPTER 4. ICE-OCEAN INTERACTIONS 111

Arctic Ocean and Sea Ice

We find a band of warmer water in the halfsolid run in the eastern part of the Arctic Ocean

that follows the shelf break (Arctic Circumpolar Current; see Fig. 4.10)) and is caused

by the increased import of Atlantic Water through Fram Strait, which was discussed

in the previous section. Inspecting differences in salinity, a patch of relatively strongly

increased salinity north of the New Siberian Islands is visible (see Fig. 4.A.8). In addition,

we find an area of decreased SSH around the Mendeleev Ridge, which might point to

changes in circulation at the junction of the Beaufort Gyre and the Transpolar Drift

(see Fig. 4.A.7). The changes in salinity as well as in SSH can be explained by the the

enhanced Arctic Circumpolar Current, as it might decrease the export of fresher water

from the shelf to the interior of the Arctic ocean, leading to the saltier water from the

Atlantic to be accumulated on the East Siberian Shelf and around the Mendeleev Ridge.

This is consistent with Figs. 4.A.8 and 4.A.7 indicating that more freshwater stays on the

eastern Arctic shelfs, as we see decreased salinity and increased SSH there.

The largest decreases in sea ice thickness between the two NEMO simulation can be

found in the western Greenland Sea, north of Svalbard, and in the CAA (Fig. 4.11). The

decrease in sea ice thickness in the former two areas is caused by the changes in the

pathway of Atlantic Water in the Nordic Seas. Enhanced transport through Fram Strait

and enhanced recirculation towards Greenland’s east coast increase the advection of heat

in these regions (see Fig. 4.8). In the CAA region, we find a similarly strong decrease in

sea ice thickness. The lower increase in upper layer temperature in the CAA compared to

the Fram Strait and eastern Greenland areas, suggests that other factors than increased

ocean heat content play a role there. The decrease in ice thickness in the CAA is likely

also driven by less sea ice advection, since the increase in SSH across the region (see

Figs. 4.A.9 and 4.A.7) leads to a divergent flow out of the area. As expected from the

higher temperatures in Baffin Bay in the halfsolid run, the sea ice is slightly thinner in this

area as well. The only area where we find a slightly increased sea ice thickness is between

the Barents and Kara Sea, which is most probably related to the decreased heat transport

into Barents Sea due to the rerouting of Atlantic Water described above. That there is a

net sea ice thickness decrease in the northern hemisphere when comparing our two NEMO

experiments is intriguing, since we only add freshwater to the ocean, which should not

increase its heat content. This points to structural changes in ocean heat distribution due

to the increased freshwater input in the halfsolid experiment.
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Figure 4.10: Difference in potential temperature averaged over up to 750 m water depth between
the halfsolid and the noOGGM NEMO runs in the Arctic. Colored land area indicates glacierized
area as recorded in the RGI.
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Figure 4.11: Difference in sea ice thickness between the halfsolid and the noOGGM NEMO runs.
Colored land area indicates glacierized area as recorded in the RGI.
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4.3.2 Glacier model

Figure 4.12 and Table 4.1 show the results of our OGGM runs with the submarine melt

parameterization described above. Submarine melt accounts for between 10 and 27 % of

total frontal ablation according to the method we applied, exhibiting a relatively large

interquartile range of the results with different valid parameter sets from the latin hy-

percube sampling. We find the lowest median submarine melt fraction in Arctic Canada

North (12 [10, 30] %) and the highest in Arctic Canada South (35 [18, 44] %). Note

that we exclude Flade Isblink from our results for the Greenland periphery here, as its

RGI outlines are erroneous and it maintains an ice shelf (Möller et al., 2022), making the

dynamical modeling of it problematic in our framework. Tables 4.1 and 4.2 provide an

indication of the prevalent frontal ablation mechanisms in the different regions. That we

estimate the largest fraction of frontal ablation caused by submarine melt for the region

Arctic Canada South, but the highest thermal forcing for Svalbard, indicates that in the

latter region frontal mass loss is more dynamically driven. That is because in OGGM,

volume below flotation at the front is removed and added to the calving output variable

(i.e., no ice shelves can form). Therefore, if much ice is removed by the flotation criterion,

less can be removed by submarine melt when total frontal ablation rates are constrained

with observational estimates.

Table 4.1 shows that there is no large difference in the submarine melt estimates when

applying the thermal forcing derived from the noOGGM runs. This suggests that there

are only small coupling effects on glacier mass change over the decadal timescale we in-

vestigated here. Tab. 4.2 shows that the differences in thermal forcing in the vicinity of

marine-terminating glaciers are small on average over the last five years of the NEMO

integration. We find the largest increase in Svalbard, caused by the rerouting of warm and

saline Atlantic Water from the southern Barents Sea opening to the Fram Strait, where

some of it enters the Barents Sea from the north close to Svalbard (see Fig. 4.8). This is

also the region where we find the strongest increase in submarine melt using the halfsolid

NEMO run output compared to the noOGGM output (see Tab. 4.1). In contrast, thermal

forcing is slightly decreased in the halfsolid run in Arctic Canada North and the Russian

Arctic. In the latter case this is due to less heat transport from the Atlantic into Barents

Sea. Tables. 4.1 and 4.2 furthermore indicates a perceptible influence of the dependence

on water depth of Eq. 4.2. For example, in Arctic Canada South we find less of an in-

crease in submarine melt at the third than at the first quartile comparing the halfsolid to

the noOGGM NEMO run. This is probably because with stronger submarine melt, we

simulate stronger retreat of marine-terminating glacier fronts due to undercutting, which,

depending on the submerged bed topography, can decrease the water depth. This leads to

a decreased sensitivity to subglacial discharge in Eq. 4.2, while the amount of subglacial

discharge is the same in both OGGM simulations. The Greenland periphery is the only

region for which we find a smaller absolute percentage change in submarine melt rates

than in thermal forcing (see Tabs. 4.1 and 4.2), likely indicating that in this region sub-

glacial discharge has a stronger influence on submarine melt in our model than in the

other regions.
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Table 4.3 displays the median and interquartile range of valid parameter sets we found

in the different regions as well as the median and interquartile range of the number of valid

parameter sets found per glacier. It shows that there are differences between the regions

for the parameters B, β, and to a minor extent A, which are related to the efficiency

of heat transfer from the open ocean into the glacier front and the increase of this heat

transfer due to subglacial meltwater discharge. Greenland periphery and Arctic Canada

South exhibit the largest median (and third quartile) values for A and B. Moreover, we

generally found more valid parameter sets for the glaciers in the Greenland periphery and

Arctic Canada South. Those findings point to regional differences in the valid parameter

ranges and it appears to be the case that the parameter range could be adjusted for the

individual regions/glaciers. While our aim in this work was to produce a first estimate of

submarine melt of glaciers outside the GrIS, finding more accurate parameter values for

the parameterization warrants further investigations in the future.
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Figure 4.12: Estimated amounts of the two frontal ablation components submarine melt and
calving. Solid lines represent the median and shadings the interquartile range of the valid parameter
sets. Note the different scales for the different regions.
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Table 4.1: Estimates of submarine melt rates (median [interquatile range]) between 2015 and 2019
of marine-terminating glaciers in the NEMO-ANHA4 domain. Qsm are submarine melt rates, Qfa

the total frontal ablation rates, and ∆Qsm the difference in submarine melt rates between the
halfsolid and the noOGGM NEMO runs over the period. n is the number of marine-terminating
glaciers in the region.

Region Qsm (Gt a−1) Qsm / Qfa (%) ∆Qsm (%) n
03 Arctic Canada North 0.7 [0.4, 1.1] 12 [10, 30] -2.9 [-2.9, -3.9] 225
04 Arctic Canada South 0.03 [0.02, 0.04] 35 [18, 44] 0.7 [1.1, 0.5] 86
05 Greenland periphery 0.5 [0.3, 0.8] 22 [11, 34] 0.9 [1.2, 1.7] 491
07 Svalbard 3.7 [2.3, 5.5] 19 [10, 27] 6.7 [5.9, 7.0] 163
09 Russian Arctic 3.2 [2.0, 4.9] 16 [11, 27] -2.7 [-2.6, -2.5] 359
All regions 8.1 [4.9, 12.5] 17 [10, 27] 1.5 [1.3, 1.4] 1325

Table 4.2: Average of ocean variables in the vicinity of marine-terminating glacier fronts over
2015 to 2019, weighted by submerged frontal cross-section area. Tf is thermal forcing, T potential
temperature, S salinity, and do the distance-averaged ocean depth of grid cells taken into account
for the calculation. The percent difference between the halfsolid and the noOGGM NEMO runs
is given in the brackets.

Region Tf (K) T (◦C) S (PSU) do (m)
03 Arctic Canada North 0.67 (-1.4) -1.21 (-0.6) 33.0 (-0.1) 236.4
04 Arctic Canada South 0.87 (0.4) -0.99 (0.6) 32.3 (-0.1) 172.8
05 Greenland periphery 1.61 (1.9) -0.21 (12.7) 32.7 (-0.0) 145.6
07 Svalbard 2.02 (3.5) 0.13 (128) 34.2 (-0.2) 124.6
09 Russian Arctic 1.19 (-1.7) -0.74 (-2.6) 34.4 (-0.1) 157.2

Table 4.3: Ranges (median [interquatile range]) of parameter values in Eq. 4.2 complying with
total frontal ablation estimates from satellite-derived observations (Kochtitzky et al., 2022). n is
the median number of valid parameter sets found for individual glaciers in the regions.

Region A x 10−4 α B x 10−2 β n
03 Arctic Canada N. 1.5 [0.6, 3.6] 0.48 [0.37, 0.58] 1.5 [0.4, 5.6] 1.53 [1.21, 1.73] 20 [16, 24]
04 Arctic Canada S. 1.8 [0.6, 3.9] 0.48 [0.37, 0.58] 2.1 [0.4, 11.0] 1.51 [1.22, 1.73] 25 [19, 25]
05 Greenland peri. 1.8 [0.6, 3.9] 0.48 [0.37, 0.58] 2.1 [0.4, 11.0] 1.51 [1.26, 1.73] 25 [15, 25]
07 Svalbard 1.2 [0.6, 2.4] 0.47 [0.34, 0.57] 0.8 [0.2, 2.1] 1.41 [1.20, 1.66] 10 [4, 13]
09 Russian Arctic 1.5 [0.6, 3.6] 0.48 [0.37, 0.58] 0.8 [0.4, 3.3] 1.46 [1.21, 1.71] 16 [14, 19]
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4.4 Discussion

Although our rather simple approach is sufficient to produce first estimates of the coupling

effects between OGGM and NEMO on a decadal timescale, we now lay out some aspects

that could be improved in future works on the subject of northern hemisphere ice-ocean

interactions outside the GrIS. Concerning the aspect of using OGGM output as an input

for NEMO, it is arguable whether putting the meltwater runoff and calving estimates de-

rived from OGGM simply into the NEMO grid cell nearest to the glacier terminus is a

sound approach. Particularly in regions with complex topography and/or fjord systems,

as for example the CAA, more sophisticated routing approaches might be advisable. Also,

whether the halfsolid assumption is valid for regions outside Greenland needs to be inves-

tigated, since it is not clear how much of the iceberg mass actually melts within the fjords

before the icebergs reach the open ocean/NEMO grid cell. When differentiating between

solid and liquid discharge, the amount of submarine melt should be taken into account

as well. Moreover, there might be other hydrological changes in glacierized areas, as, for

example, more liquid and less solid precipitation, which might change the runoff from such

regions systematically and should thus be included in the (baseline) freshwater forcing in

future studies. Additionally, the baseline runoff and the Bamber et al. (2018a) data not

covering the whole modeling period, might induce some uncertainty in our results, since

the impact of the additional freshwater we examined could be altered. If, for instance, the

ratio of the additional freshwater in the halfsolid run to the baseline plus Greenland runoff

was larger (smaller), the impact would presumably be larger (smaller) as well. Ultimately,

we did not aim to produce as accurate hindcasts as possible, but to obtain first estimates

of the coupling effects between OGGM and NEMO, for which we consider a somewhat

idealized setup appropriate.

We implicitly assume that the amount of submarine melt of glaciers outside the GrIS

is so small that the amount of heat drained from the ocean necessary to produce this

melt is negligibly small for the ocean heat budget. A rough estimate yields that approx.

2.9 x 1018 J a−1 would be needed for our median estimate of 8.1 Gt a−1 submarine melt.

This is three orders of magnitude smaller than the estimated annual ocean heat uptake

due to anthropogenic climate change (Cheng et al., 2022), indicating that the impact of

submarine melt from glaciers outside the ice sheets is small on the global scale of the ocean

heat budget, though it might be relevant on a local scale. Similarly, it would be interesting

to see what the effect of adjusting the freshwater input’s temperature to values different

from the ocean surface temperatures are. Especially glacial meltwater might actually

be colder, and thus such an adjustment might have an influence on the model results.

Moreover, it might be the case that the increased surface layer mixing in all NEMO grid

cells where we add liquid freshwater to the ocean is inaccurate. That is because in reality,

the glacial meltwater is injected into the fjords, which is some distance apart from the

open ocean, and the meltwater might be stored in the fjords for some time before being

released to the ocean (Straneo and Cenedese, 2015; Sanchez et al., 2023). Thus, increased

surface mixing might not actually occur at the open ocean locations where it is added to

the NEMO-ANHA4 grid in our simulations.
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Other aspects that could be improved regarding the modeling approach is the reso-

lution of the ocean model, because the NEMO-ANHA4 setup is probably too coarse to

yield a good representation of ocean eddies, which is of importance for processes in, e.g.,

the Labrador Sea (Pennelly and Myers, 2022). Furthermore, employing a fully coupled

ocean-atmosphere model could provide insights into how ocean-atmosphere interactions

might modulate the findings described in this work. Applying (passive) tracers in future

studies could furthermore reveal where the melt from the OGGM glaciers moves in the

ocean. Combining such potential improvements with a longer integration time of NEMO

would consolidate knowledge about the influence of glaciers outside the GrIS on the ocean

circulation and make sure potential spin-up effects have fully abated.

Concerning the sea ice thickness differences between our halfsolid and noOGGM NEMO

experiments, it is intriguing that Labe et al. (2018) find a comparatively strong negative

trend of sea ice thickness between 1979 to 2015 in some similar areas. These areas are

the (north)western Queen Elizabeth Island in the CAA, and north of Svalbard. This

might hint at the fact that increased freshwater input from glaciers outside Greenland is

a relevant process for sea ice thickness changes.

On the side of OGGM, it became apparent from Table 4.3 that the parameter ranges

sampled with the latin hypercube approach should be adjusted for individual regions. Xu

et al. (2013) also suggest that the parameter values might actually differ between (high and

low) subglacial discharge regimes. Moreover, the parameters in Eq. 4.2 probably depend

on processes like subglacial hydrology and frontal plume formation, fjord circulation and

subglacial discharge’s effect on it, and on fjord-ocean water interchange as well as on the

fjord geometry. As we find the largest regional differences in the parameters that control

the efficiency of heat transfer from the open ocean into the glacier front in the absence of

subglacial discharge (B and β), the differences in parameter values might be best explained

by differences in fjord properties and fjord-ocean exchange. Since resolving individual

fjords in an ocean circulation model would necessitate a very fine spatial resolution, it is

too computationally expensive to run such a setup for all the relevant fjords and longer

time periods. This points to the fact the fjord water properties in relation to open ocean

water properties and subglacial discharge need to be better understood and incorporated

in models in order to better constrain the involved parameters. Another aspect that

could be further investigated concerning the submarine melt parameterization is which

part of the ocean in the marine-terminating glaciers’ vicinity should be used to source

the thermal forcing from before inserting it in Eq. 4.2. Refining the distance from the

glacier termini as well as the ocean depth range that should be taken into account could

help to better constrain submarine melt estimates. Furthermore, dynamically modeling

marine-terminating glaciers requires additional parameters compared to land-terminating

glaciers that need to be constrained and might be interrelated. For instance, the frontal

ablation parameter (k) depends on the choice of values for the parameters involved in the

modeling of ice dynamics, since these parameters control the initial geometry given by the

ice thickness inversion as well as the dynamical mechanisms of frontal ablation (Malles

et al., 2023). This means that when aiming at most accurately simulating (frontal) ice
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dynamics, such parameters need to be better constrained, although this was not the aim

in this work.

An obvious next step is the continuation of the simulations into future projections,

since glacier mass loss is projected to increase in the future and hence the impact of

increased freshwater input can be expected to grow. For this, a coupling scheme that

updates the forcings between the models, for example in the form of a decadal step-

coupling, would have to be developed. Regarding projections of future glacier mass loss,

it would be interesting to investigate how future changes of ocean properties (different

from the effects caused by the meltwater) will influence projected frontal ablation rates.

For example, increased thermal forcing in combination with increased subglacial discharge

would increase submarine melt rates, which might lead to stronger undercutting and thus

accelerated retreat (Wood et al., 2021, 2018). On the other hand, the number of marine-

terminating glaciers is already decreasing and projected to continue decreasing in the

future (Kochtitzky et al., 2022; Malles et al., 2023), which might attenuate the potential

increase in submarine melt.

4.5 Conclusion

We have presented the first investigation of ice-ocean interactions in the northern hemi-

sphere outside the GrIS, applying one-way coupling of an ocean general circulation model

(NEMO-ANHA4) and a glacier evolution model (OGGM) for the years 2010 to 2019. On

the ocean side, we found that the NEMO simulation forced with freshwater input derived

from glacier mass loss estimates given by OGGM showed considerable differences to the

experiment solely forced with freshwater input from the GrIS. Consistent with what has

been found in a previous study on the influence of increased freshwater input from the

western GrIS on Baffin Bay, we found an increased ocean heat content in this region. We

also found changes in the Nordic Seas that were brought about by the increased fresh-

water input around Svalbard and the Russian Arctic and lead to a decreased transport

of Atlantic Water into the Barents Sea, causing this water to be rerouted through Fram

Strait into the Arctic. Furthermore, we find sea surface height changes in the Baffin Bay,

the CAA, the Nordic Seas, the central subpolar gyre and even in the Arctic Ocean that

indicate changes in gyre circulations across the northern hemisphere. Concerning the

AMOC, our results do not suggest a significant change and the decrease in mixed layer

depth over the Labrador Sea region in the OGGM-forced NEMO simulation falls within

the range of interannual and model variability. Still, the finding that the subpolar gyre’s

strength is increased in combination with the slightly decreased mixed layer depth in the

Labrador Sea points to changes of the joint dynamical system in response to increased

freshwater forcing that are consistent with previous investigations. Regarding the Arctic

Ocean, an intrusion of rerouted warm Atlantic water through Fram Strait leads to a band

of warmer water along the eastern shelf break. This rerouting of Atlantic water also goes

along with a decrease in sea ice thickness in the Fram Strait region and north of Svalbard.

We also find a comparatively strong decrease in sea ice thickness in the Canadian Arctic
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Archipelago. In total, sea ice thickness is decreased in the northern hemisphere when

including freshwater forcing from glacial melt outside the GrIS.

Concerning the influence of the oceanic forcing on glacier mass loss, we find that for

marine-terminating glaciers in the domain of the NEMO-ANHA4 configuration, submarine

melt accounts for a median 17 % (∼8.1 Gt a−1) of frontal ablation throughout the spun-up

simulation period (2015 to 2019), with an interquartile range of 10 to 27 % (∼4.9 to 12.5

Gt a−1). The increase in submarine melt when applying the thermal forcing from the

NEMO experiment that includes freshwater input from the OGGM glaciers, compared to

the experiment that does not include it, is very small (1.5 [1.3, 1.4] %). The only region

where we find a notable increase of submarine melt is Svalbard. This is caused by the

rerouting of warm Atlantic Water through Fram Strait, which thereby reaches Svalbard

from the north. On the other hand, we find a slight decrease in Arctic Canada North

and the Russian Arctic. Our results suggest that the parameter ranges applied in the

latin hypercube sampling of the estimated parameter space should be adjusted for the

individual regions, as we find less viable parameter sets for individual glaciers in some

regions than in others, when applying the same ranges for all regions.

Future studies investigating northern hemisphere ice-ocean interactions could improve

several aspects of this work. Using a higher resolution ocean model configuration and ana-

lyzing passive tracer movements could yield stronger insights into the impact of increased

freshwater input from glacier mass loss outside the GrIS on ocean circulation. Addition-

ally, advancing the simulations into future projections would be crucial in gaining a better

understanding of potential future changes in the ocean as well as in glacier mass changes

due to ice-ocean interactions. This would necessitate an actual two-way coupling of the

models, for example in the way of a decadal step-coupling. Another approach could be to

conduct decadal snapshot simulations similar to what was presented in this work, but for

a future period in which the melt signal from northern hemisphere glaciers outside Green-

land will be larger. Applying a more thorough approach of injecting the glacial meltwater

into the ocean in terms of the routing from the glacier termini, the temperature and depth

at which it is injected, and the way it changes mixing in the ocean model might help to

improve the accuracy of coupled simulations.
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4.A Appendix
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Figure 4.A.1: Distribution of liquid freshwater input in the halfsolid NEMO run setup (2010 to
2019 average), apart from the baseline continental runoff derived from Dai et al. (2009). In the
noOGGM run setup only the runoff around Greenland, displayed in panel d) and derived from
Bamber et al. (2018a), is an additional input to the ocean. Colored land areas indicate the named
glacierized regions as recorded in the RGI.
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Figure 4.A.2: Iceberg input distribution in the halfsolid NEMO run setup (2010 to 2019 average).
In the noOGGM run setup only the icebergs around Greenland, displayed in panel d) and derived
from Bamber et al. (2018a), are added to the ocean. Colored land areas indicate the named
glacierized regions as recorded in the RGI.
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Figure 4.A.3: Difference in salinity averaged over up to 750 m water depth between the halfsolid
and the noOGGM NEMO runs in the CAA region. Colored land area indicates glacierized area
as recorded in the RGI.
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Figure 4.A.4: Differences in volume transport through the three main ocean pathways connecting
the CAA and Baffin Bay, and the volume transport through all three. Note that volume flux
northward through the CAA is defined as positive. The horizontal lines show average differences
over the first (blue) and last (red) five years, as well as over all years (black) of the model inte-
grations. Differences between the two NEMO runs that are statistically significant, according to
paired Student’s t-tests (p < 0.05), are drawn as solid lines and dashed otherwise. Values in the
lower left corners show the p-values of paired Student’s t-tests of differences between the differences
of the first and last five modeled years.



CHAPTER 4. ICE-OCEAN INTERACTIONS 125

0° 30°E

65°N

70°N

75°N

FS

BSO

0.06

0.04

0.02

0.00

0.02

0.04

0.06

Difference in salinity (PSU)

Figure 4.A.5: Difference in salinity averaged over up to 750 m water depth between the halfsolid
and the noOGGM NEMO runs in the Barents and Nordic Seas area. Colored land area indicates
glacierized area as recorded in the RGI.
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Figure 4.A.6: Difference in mixed layer depth between the halfsolid and the noOGGM NEMO
runs in the Labrador Sea.
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Figure 4.A.7: Difference in sea surface height between the halfsolid and the noOGGM NEMO runs
in the Arctic. Colored land area indicates glacierized area as recorded in the RGI.
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Figure 4.A.8: Difference in salinity averaged over up to 750 m water depth between the halfsolid
and the noOGGM NEMO runs in the Arctic. Colored land area indicates glacierized area as
recorded in the RGI.
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Figure 4.A.9: Difference in sea surface height between the halfsolid and the noOGGM NEMO runs
in the CAA region. Colored land area indicates glacierized area as recorded in the RGI.
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Chapter 5: Discussion and Outlook

In this chapter, the attainment of the objectives stated in Section 1.7 will be discussed,

and outlooks on how to address potential shortcomings will be given:

1. Quantify the uncertainty in numerical global glacier mass change reconstructions for

the 20th century.

As shown in Chapter 2, most of the uncertainty in 20th-century global glacier mass

change reconstruction is caused by differences in the atmospheric data sets from different

reanalysis models. In comparison, the estimated glacier model uncertainty appears to

be small, which is mainly due to the assumption of uncorrelated model error estimates

for all individual glaciers. Such an assumption is probably not tenable, as inaccuracies

in the atmospheric forcing might be translated into errors in the surface mass balance

of nearby glaciers in a similar way. One way for this to occur is that regional errors in

the forcing data affect several nearby glaciers. Another way could be due to the simple

temperature index model approach for the mass balance parameterization; not explicitly

accounting for the energy balance might lead to similar inaccuracies for glaciers with

similar characteristics and locations. Another issue is the usage of only in-situ mass balance

observations. While that allowed for applying a multi-objective optimization procedure

that considers a temporal mean and interannual variability, in-situ data is spatially biased,

and it is thus arguable whether it is sufficient to validate against this data. Moreover, only

the global sample of glaciers for which in-situ mass balance observations are available was

considered in the validation, hence neglecting potential inaccuracies on the regional scale.

In addition to the potential flaws in the statistical evaluation, there are shortcomings in the

model applied to achieve the stated objective. Using the area-volume scaling law without

calibrating the scale factor is one example that might lead to systematic errors in the

glaciers’ geometric response to the mass balance forcing, although it was tried to include

the uncertainty caused by this in the model error calculation. Moreover, the used model

does not explicitly account for changes in ice thickness, thus not considering the positive

surface-elevation mass balance feedback, which might lead to systematic errors. Finally,

not accounting for frontal ablation and volume below sea level in the model probably

leads to overestimating glaciers’ past global mean sea level rise contributions, especially

assuming more glaciers were marine-terminating in the early 20th century than today.

Though the shortcomings in ice dynamics and frontal ablation, as well as accounting

for volume below sea level, could be remedied by using a model that actually resolves these

processes, this would come with its own challenges of calibrating the involved parameters

and initializing the model. However, using, for instance, OGGM for this task would be

computationally more expensive. Initializing glaciers on a global scale remains a chal-

lenge, partly because some of today’s land-terminating glaciers were marine-terminating

in the past, and bathymetry in front of glaciers close to the ocean is usually not included

in numerical models used to simulate glacier evolution outside the ice sheets. Concern-

ing the issues of the surface mass balance calibration above, a potential remedy could
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be utilizing satellite-derived data for individual glaciers of, e.g., Hugonnet et al. (2021),

although this disallows for calibrating the interannual variability of the surface mass bal-

ance. This is because the annual values these authors give are highly uncertain; hence, at

least pentadal or even decadal averages should be used. When calibrating the melt fac-

tor in the temperature index model based on decadal-average geodetic and atmospheric

data without considering variability, the validity of different parameter sets might not be

distinguishable though (equifinality). One relatively simple way to still use the multi-year

averages of geodetic data in the framework presented in Chapter 2 would be to merely

replace the in-situ data’s average with the geodetic data’s averages in the bias calculation.

Ultimately, a calibration method considering all available information on the surface mass

balance needs to be devised to attain more accurate glacier mass change reconstructions.

2. Incorporate more accurate descriptions of marine-terminating glaciers in a numerical

glacier evolution model and characterize the resulting changes in future glacier mass

change projections.

There are two main issues with this objective: i) The simple parameterization of frontal

ablation applied in Chapter 3 likely does not capture the complex nature of frontal ablation

processes and is not related to changes in subglacial discharge and ocean temperature,

and ii) thorough numerical modeling of marine-terminating glaciers’ dynamics involves

additional parameters that are hard to constrain (e.g., sliding parameter, stress-coupling

length, or precipitation correction factor) since the processes they are used to parameterize

are intricate to observe. The following two paragraphs will discuss these two issues in more

detail.

Frontal ablation results from submarine melt and mechanical iceberg calving, which are

also interrelated because submarine melt can cause undercutting that can lead to calving

events. Parameterizing frontal ablation merely by linear scaling to the water depth does

arguably not capture all frontal ablation processes since mechanical processes that lead

to calving events might actually have an inverse relation to water depth. That is because

a lower water depth at the front increases the hydrostatic stress imbalance. Thus, higher

stress in the glacier front might increase ice fracturing and failure, potentially limiting

the possible height above buoyancy (Bassis and Walker, 2011). On the other hand, un-

dercutting by submarine melt might be, in part, related to water depth, based on the

assumption that deeper fjord water might contain more heat-providing ocean water. Also,

a higher water depth, with the same frontal thickness, will result in a higher velocity at

the front, which can increase velocity gradients upstream and thus result in fracturing

that leads to calving (Benn et al., 2007b). Hence, combining the water-depth parame-

terization with stress-related mechanisms as, for instance, in Schlemm and Levermann

(2019), would address issue (i) above and make the description of calving in the model

more physically sound. The issue of explicitly including submarine melt in the frontal

ablation parameterization was addressed in Chapter 4. The appropriateness of the ice

velocity formulation described in Chapter 3 might also be debatable because it double

counts the basal shear (or driving) stress since the parameterization of both sliding and

deformation velocity use the same value. Applying a parameterization similar to Eqs. 14 -
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15 in Benn et al. (2007a) could be looked into to avoid this issue. Moreover, not including

sediment dynamics in the model might reduce the model’s ability to model the evolution

of marine-terminating glaciers realistically. Especially on longer timescales and under less

retreat-augmenting conditions (intense surface melt due to anthropogenic greenhouse gas

emissions), sediment dynamics might play an important role (tidewater glacier cycle).

Generally, the fidelity of the modeled glacier mass change projections could be enhanced

by constraining the involved parameters using all available information from observational

data in the calibration procedure. Constraining ice velocity, ice thickness, frontal mass

budget (i.e., retreat and advance), and total frontal ablation concurrently for individual

glaciers should lead to more realistic simulations of marine frontal processes (Enderlin

et al., 2013a). Since sliding is an essential process of marine-terminating glaciers’ dynamics,

but hard to observe, the issue of separating sliding and deformation velocity remains.

Similarly, inferring the stress-coupling length for individual glaciers is laborious.

3. Generate a first estimate of northern hemisphere ice-ocean interactions outside the

Greenland Ice Sheet by coupling a glacier evolution to an ocean circulation model.

(a) Produce a first estimate of marine-terminating glaciers’ submarine melt outside

the ice sheets.

(b) Explore the impact of increased freshwater input due to glacier melt on an ocean

circulation model.

These objective(s) were mostly accomplished, although there are some issues that, if

addressed, could strengthen the insights on ice-ocean interactions outside the ice sheets.

Most of these issues were already pointed out in the discussion of Chapter 4, but here

a brief recapitulation shall be given for completeness. The main problem with the work

in Chapter 4 is probably the relatively short simulation period of ten years. That is

because it cannot be ruled out that the ocean model is not fully spun up after one decade,

and feedbacks in the coupled system might not fully unfold on this timescale. For a more

extended integration of coupled glacier-ocean experiments, it would be sensible to actually

two-way couple the models. Otherwise, potential feedbacks in the coupled system could

not be simulated. A straightforward approach would be a decadal step-coupling scheme,

assuming no significant feedbacks are acting on smaller timescales. In such a scheme,

the way glacial meltwater is inserted into the ocean should also be improved concerning

input location, temperature, and entailed surface mixing. In theory, energy conservation

should also be considered when simulating submarine melt, as heat energy is drained

from the ocean in the process. However, the required amount of heat is small when only

considering marine-terminating glaciers outside the ice sheets, especially since the ocean

takes up vast amounts of heat every year due to anthropogenic climate change that are

roughly three orders of magnitude larger. Respecting the fact that heat is drained from

the ocean when submarine melt occurs could nevertheless influence ocean properties close

to marine-terminating termini.

Furthermore, the ocean model resolution should be finer to more accurately simulate

processes in, for instance, the Labrador Sea, where eddies play an important role in ocean



CHAPTER 5. DISCUSSION AND OUTLOOK 134

circulation. However, this would increase the computational cost of a coupled experiment,

and thus longer model runs might be less practicable with such a setup. Hence, for in-

vestigating the glacier mass loss’ impact on ocean circulation in the future, when glaciers

are expected to lose even more mass than today, conducting decadal snapshot simulations

might be an approach to circumvent more extended model integrations. The more sub-

stantial freshwater input from glacier melt in setups for modeling future periods might

also make the signal of this perturbation more perceptible in the ocean model results. On

the other hand, the continuing ocean warming might cause stronger submarine melt at

glacier fronts that will not have retreated to land. Future studies trying to quantify the

impact of increased freshwater input due to glacier melt outside the ice sheets should also

use more accurate data products for the runoff apart from glacier mass loss to yield a

more accurate signal of the process of interest in the results. That is because if the ratios

of additional and control runoff are inaccurate, the impact of the additional runoff will

likely be distorted.

Regarding potential improvements in modeling the glacier side of ice-ocean interactions,

the most prominent would be constraining the parameters added to the model by the

submarine melt parameterization. Since this process is hard to observe, data for this is

very limited. This leaves the model overparameterized, although Chapter 4 indicated that

the range of valid parameters might be different for the individual glacier inventory regions,

and finding the suitable ranges for the individual regions might be a first step in more

accurately modeling submarine melt. Including representations of subglacial hydrology

as well as of fjord properties and fjord-ocean interactions in the (coupled) models could

help in this regard. Finally, future work might look into the effect of increasing ocean

temperatures in the future on glacier mass changes, which could be done applying the

framework presented in Chapter 4.

While some of the problematic aspects of this work were discussed above, a summary

of the main sources of errors in this work are given in the following for a more concise

overview:

• External data sets:

– Initial conditions: Erroneous DEMs can influence the ice thickness inversion and the

(frontal) dynamics due to wrong estimations of the freeboard (and thereby water

level) or the elevation profile. Outlines from the RGI can give, for example, erro-

neous front widths, influencing the ice thickness inversion, ice dynamics, and frontal

ablation parameterization.

– Calibration data: Inaccuracies or (systematic) errors in the calibration data will

inevitably introduce (systematic) errors to the simulations. As these are performed

on large spatial scales, random errors in the calibration data on individual glaciers

may cancel each other out to some degree. However, it is unclear to what degree

exactly.
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– Amtospheric forcing : There is a large spread of the results due to differences in

reconstructed and projected atmospheric forcing. This is the largest source of un-

certainty, concerning the influence of including frontal processes and glacier mass

change estimates in general, of the sources that were quantified in this work.

• Model approximations, parameterizations, and simplifications:

– Flow parameters: As presented in Chapter 3, the choice of flow parameters can

significantly influence the results since they change the ice thickness inversion and

ice dynamics. Not considering lateral drag in the computations could influence

(frontal) dynamics and thereby on the results (Adhikari and Marshall, 2012; Frank

et al., 2022). The influence of including lateral drag is mainly related to glaciers’

width-to-thickness ratios, though the implications for large-scale glacier dynamics

are not clear and out of the scope of this work. Also, the factors in the geometric

scaling laws applied in Chapter 2 were held constant for all glaciers, which might

not be appropriate.

– Constancy of parameters: In this work, it was assumed that all parameters stay con-

stant through time. Parameterizations are used to approximate physical processes

of the natural world that are not explicitly incorporated in the model formulation.

They can thus only represent these processes in the way they occurred during the

period chosen for calibration. However, these physical processes may vary over time,

and parameters, such as the glacier sensitivity to atmospheric temperatures (melt

factor) or the frontal ablation parameter, should thus probably not be constant.

Temporal changes in appropriate values for the melt factor might be due to climatic

or surface albedo changes (e.g., due to changing debris cover). That is because the

melt factor depends, apart from topographical features such as aspect, shading, and

slope, on the individual energy balance components’ relative contributions to the

total heat budget. Hence, if the relative energy balance contributions or the surface

albedo systematically change, the calibrated melt factor might become inappropri-

ate. Another example would be Glen’s A, since it is a function of ice temperature,

and one could suspect that it changes as a function of atmospheric (or basal) tem-

peratures.

– Global parameters: The same values for several parameters were applied to all

modeled glaciers. Examples are the precipitation factor (a or fp in Eqs. 2.3, 3.1,

and 3.18), or, specifically for marine-terminating glaciers, the ‘stress coupling length’

(LF in Section 3.2.2). In reality, values for these parameters probably vary from

glacier to glacier, but are hard to constrain on such small spatial scales due to a lack

of observations.
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– Flotation criterion/neglecting floating tongues and ice shelves: Although most marine-

terminating glaciers that are not connected to the Greenland Ice Sheet do not possess

a floating tongue or ice shelf anymore, it is acknowledged that this assumption might

be inaccurate for some glaciers. Though the affected ones, besides the Flade Isblink

ice cap, which was excluded in the last two main chapters, do not represent a sig-

nificant fraction of the total ice volume in the northern hemisphere. Not being able

to model this type of glacier fronts in the current framework might be more prob-

lematic when dealing with climatic boundary conditions that favor the occurrence

of floating tongues/ice shelves.

– Sliding parameterization: Since ice velocities at the termini of marine-terminating

glaciers can be caused primarily by sliding, it is crucial to represent it in a realistic

manner. The sliding law adopted in the last two main chapters might not be the

most appropriate. Investigating this issue further could be beneficial to better rep-

resent marine-terminating glaciers in large-scale numerical models.

– Ice thickness inversion/spin-up: As described above, the ice thickness inversion

method applied in the last two main chapters of this work likely results in too much

ice volume at the beginning of the simulations (the RGI recording date), thereby

probably inducing spin-up effects in the first years of simulation. As most RGI dates

lie before 2010, the effect on the calibration should be relatively small.

– Calibration strategies: This work applied two different approaches to calibrating

the surface mass balance model. In Chapter 2, the surface mass balance was cali-

brated by a multi-objective optimization procedure, aiming to reproduce measured

in-situ time series not only in terms of the mean but also in terms of the interannual

variability. In contrast, the method applied in Chapter 3 is much simpler: solely

inferring the melt factor (µ) from satellite observations and reanalysis data over ten

years without taking interannual variability into account. A thorough calibration

should take both mean and variance into account, however. Otherwise, different pa-

rameter sets resulting in the same average mass balance over the calibration period

cannot be distinguished in how well they can represent the real-world surface mass

balance (variability).

– Unconscious model errors/bugs: As with all scientific experiments, the setup of

numerical models is prone to human error. This means that besides the consciously

chosen model approximations and parameterizations, results could be distorted by

errors unconsciously introduced to the numerical model’s computer program code.



Chapter 6: Conclusion

The melting of Earth’s ice is a huge challenge for humanity, as it threatens the livelihood of

many due to increasing sea levels and changing hydrology in areas with large populations.

Therefore, understanding glacier mass changes and how to numerically model them for

time periods outside observed temporal and spatial domains is crucial for quantifying the

implications of this imminent threat. This work provides a small piece to the mosaic of

the picture that science can paint of reality. This picture can be used to tell the story of

massive human-induced changes on their home planet. Here, a brief synthesis of this work

shall be given in order to provide a concise overview:

• Uncertainty in large-scale glacier mass change reconstructions increases when moving

outside the temporal and spatial domain of available in-situ atmospheric and glacier

(surface) mass balance data. Moreover, the two data types’ spatial domains tend to

coincide. Uncertainty due to the differences in data products that provide global cov-

erage of historical atmospheric data by means of in-situ data assimilation (reanalysis)

seems to dominate the uncertainty in large-scale glacier mass change reconstructions

for the 20th century. However, this statistical inference might partly be based on an

underestimation of the numerical model’s error.

• Taking marine frontal processes into account in a large-scale glacier evolution model

systematically changes the projected global mean sea level rise contributions of glaciers

outside the ice sheets. It furthermore facilitates the differentiation of the mass balance

into surface and frontal processes, which makes it possible to use surface melt and

iceberg calving as separate inputs to an ocean circulation model. However, significant

uncertainties remain due to the lack of knowledge about appropriate values for some of

the involved parameters and the spread between different climate model projections.

• A simple one-way coupling of a glacier evolution model and an ocean general circula-

tion model revealed statistically significant changes in the simulated ocean circulation.

It indicated potential (regional) feedbacks between the two Earth system components.

Although the coupling appears to mostly affect the ocean side, a more sophisticated

and longer-run coupling of the models might help better quantify the coupling pro-

cesses. While a first estimate of submarine melt of glacier outside the ice sheets was

given, it remains an elusive process, as observations of it are lacking and the parame-

ters involved in numerical modeling thus hard to constrain.

Overall, this work illustrates that moving numerical Earth system models toward re-

ality is laborious and dependent on our understanding of reality. Our knowledge about

reality is usually defined by the collected observational data, as this is the main data

source for verifying results from theoretical models that are conceived to describe reality,

but not based on first principles. Hence, the emergence of new observational data should

allow for more robust approximations of processes in numerical models, although one has

to be aware of the different observational data sets’ inaccuracies and their implications
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for applying them in the process of tuning numerical models. Therefore, when integrating

numerical models for temporal or spatial domains that are not well-observed, it is manda-

tory to survey the uncertainties in the results. Nevertheless, one should be aware that

acknowledging uncertainties does not diminish such results’ (societal) importance.
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