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Abstract

Studying the mother Earth to understand and predict its system process facilitates the evolution of science and human society toward a progressive and sustainable stage. One of the key research materials is sediment archive, which records various short- and long-term historical information, such as climatic, biological, geomorphological and human activity variations. With the progress in geoscience and computer science, this thesis presents three interdisciplinary approaches to solve practical problems in sedimentological and paleoceanographical investigations.

The first study compiles different core scanning data (magnetic susceptibility, X-ray computed tomography, elemental profiles, digital photography) to characterize a priori classified sediment core sections recovered from the Wadden Sea region. The results confirm that the description of human-recognized sediment facies can be reproduced using the scanning data, which gives a promising hint to a further step: automatic sediment facies classification.

The second study increases the data scale by covering more core sections and sediment facies to develop a machine learning (ML) model that classifies sediments into facies by reading elemental profiles acquired from X-ray fluorescence (XRF) core scanning. A series of feature engineering and ML algorithms are tested to find the optimal solution. As a result, a simple but powerful model is proposed to simulate sedimentologists’ observational behavior and have promising performance (78% accuracy), which is supported by a tailor-made evaluation involving sedimentary knowledge. Furthermore, the model can highlight critical sections of sediments requiring
sedimentologists’ expertise. This provides an increased capability of classification without losing accuracy.

The third study focuses on obtaining cost-efficient high-resolution bulk chemistry measurement (CaCO₃ and total organic carbon) by quantifying XRF spectra using ML. This novel approach of using XRF spectra directly and enhanced regression power of ML eliminates manual bias and increases input information. Meanwhile, the previous limitation of data coverage is lifted by including multi-regional data (high latitude sectors of Pacific Ocean). The outcome is carefully evaluated using cross-validation, test set, and case study, with R² of CaCO₃: 0.96 and TOC: 0.78 from the test set.

In conclusion, ML increases the capability of data analysis and automation. Sediment core scanning provides thorough but rapid measurement in high spatial resolution. This thesis offers generalizable methodological blueprints for integrating these two techniques to release the wealth of sedimentary information from the shackles of expensive and observer-dependent data in the past.
Zusammenfassung


Die erste Studie stellt verschiedene Kernscandaten (magnetische Suszeptibilität, Röntgen-Computertomographie, Elementprofile, digitale Fotografie) zusammen, um bereits klassifizierte Sedimentkernabschnitte zu charakterisieren, die aus der Wattenmeerregion gewonnen wurden. Die Ergebnisse bestätigen, dass die vom Menschen durchgeführte Beschreibung der Sedimentfazies anhand der Scandaten reproduziert werden kann. Dies ermöglicht einen weiteren Schritt: die automatische Klassifizierung der Sedimentfazies.

Die zweite Studie enthält eine erhöhte Datenskala, indem sie mehr Kernabschnitte und Sedimentfazies abdeckt und entwickelt dadurch ein Modell für maschinelles Lernen (ML). Das Modell klassifiziert die Sedimente in Fazies, indem Elementprofile von Röntgenfluoreszenz (XRF)-Kernscanning gelesen werden. Eine Reihe von Feature-Engineering- und ML-Algorithmen werden getestet, um die optimale Lösung zu finden. Das Ergebnis ist ein einfaches, aber leistungsstarkes Modell, welches das Beobachtungsverhalten von Sedimentologen simuliert und eine Genauigkeit von 78 %


摘要

解析地球系统的运作机制能够促进我们在科学以及人类社会上的进步与永续，其中一项重要研究材料为记录著短中期气候、地形、生物与人类活动讯号的沉积物纪录。结合地球科学与电脑科学两大领域的进展，本论文展示三项解决常见于地球系统中沉积学与古海洋学研究之问题的跨领域研究。第一项研究摘要多种采自于德国瓦登海域之岩心扫描数据进行数据分析以解析不同沉积相之特性，结果显示这些沉积物纪录中的扫描数据确实于不同沉积相中具有不同之特性，故从中我们得知沉积学家的观察能够再现于扫描数据。於是第二项研究「沉积相自动辨识」接续进行，所挑選之岩心及沉积相數量较第一项研究顯著提升，目标在于透过機器学习技术建立能藉由讀取 X 光萤光岩心扫描仪（以下簡稱 XRF）所產生之元素资料进行沉积物之沉积相辨识的模型。研究流程将一系列之特征转换与機器学习演算法進行组合测试并模拟出类似沉积学家观察模式之资料转换，透過融入沉积学原理特製化之模型能力检驗，获得一组最佳化具 78%準確度之模型。除了具沉积相辨识能力，该模型亦可標記出模型較不具信心之沉积物區段以便予沉积学家投入其专业进行判断，如此便可提升辨識量能且不影響整體品質。第三项研究则著重於產生高解析度之沉积物定量化学性质（碳酸鈣及總有機碳），本方法透過機器学习演算法直接对 XRF 所产出之原始光譜数据以及定量数据进行非线性迴歸建模，從此便可使用該模型對快速產生之高解析 XRF 数据進行量化求得碳酸鈣及總有機碳之分佈；此外，本研究納入太平洋高緯度多處之沉积物紀錄以突破過去常受限於单一井位或地區之應用性，其碳酸鈣及總有機碳量化準確度（R²）分別為 0.96 與 0.78。總結來說，機器學習技術能够提升资料分析以及自动化之能力，而岩心扫描技术则提供快速且高解析度之多項测量，本論文提供結合这兩种技术之方法蓝图以期能够突破过去沉积物研究常見之費工耗時與主觀影響，進而獲得更全面之沉积物紀錄資訊。
# Table of contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acknowledgements</td>
<td>I</td>
</tr>
<tr>
<td>Abstract</td>
<td>II</td>
</tr>
<tr>
<td>Zusammenfassung</td>
<td>IV</td>
</tr>
<tr>
<td>摘要</td>
<td>VI</td>
</tr>
<tr>
<td>1. Introduction</td>
<td>1</td>
</tr>
<tr>
<td>1.1. Sediment archives</td>
<td>1</td>
</tr>
<tr>
<td>1.2. Primary techniques</td>
<td>3</td>
</tr>
<tr>
<td>1.2.1. Sediment core scanning</td>
<td>3</td>
</tr>
<tr>
<td>1.2.2. Machine learning</td>
<td>3</td>
</tr>
<tr>
<td>1.3. Objective</td>
<td>5</td>
</tr>
<tr>
<td>2. Study I: Trials of core scanning techniques</td>
<td>7</td>
</tr>
<tr>
<td>2.1. Introduction</td>
<td>10</td>
</tr>
<tr>
<td>2.2. Methods and materials</td>
<td>13</td>
</tr>
<tr>
<td>2.2.1. Coring</td>
<td>13</td>
</tr>
<tr>
<td>2.2.2. Lithology description</td>
<td>14</td>
</tr>
<tr>
<td>2.2.3. Down-core scanning techniques</td>
<td>14</td>
</tr>
<tr>
<td>2.3. Results</td>
<td>18</td>
</tr>
<tr>
<td>2.3.1. Reducing dimensionality of elemental intensities</td>
<td>18</td>
</tr>
<tr>
<td>2.3.2. Facies description</td>
<td>19</td>
</tr>
<tr>
<td>2.3.3. Collective results of scanning techniques</td>
<td>24</td>
</tr>
<tr>
<td>2.4. Discussion</td>
<td>27</td>
</tr>
<tr>
<td>2.4.1. Implications of principal component analysis</td>
<td>27</td>
</tr>
<tr>
<td>2.4.2. Facies characterisation</td>
<td>28</td>
</tr>
<tr>
<td>2.5. Limits and outlook</td>
<td>32</td>
</tr>
<tr>
<td>2.6. Conclusions</td>
<td>35</td>
</tr>
<tr>
<td>2.7. Acknowledgements</td>
<td>36</td>
</tr>
<tr>
<td>2.8. Supplementary materials</td>
<td>37</td>
</tr>
<tr>
<td>3. Study II: Automatic sediment facies classification</td>
<td>45</td>
</tr>
<tr>
<td>3.1. Introduction</td>
<td>47</td>
</tr>
<tr>
<td>3.2. Results</td>
<td>51</td>
</tr>
<tr>
<td>3.2.1. Contribution of feature engineering</td>
<td>51</td>
</tr>
<tr>
<td>3.2.2. Misclassification of the model</td>
<td>54</td>
</tr>
<tr>
<td>3.2.3. Highlighting critical segments</td>
<td>57</td>
</tr>
<tr>
<td>3.3. Discussion</td>
<td>59</td>
</tr>
</tbody>
</table>
3.4. Methods ............................................................................................................ 61
  3.4.1. Data acquisition ......................................................................................... 61
  3.4.2. Feature engineering ................................................................................... 61
  3.4.3. Model building and evaluation .................................................................. 63
3.5. Acknowledgements .......................................................................................... 65
3.6. Supplementary materials .............................................................................. 66
  3.6.1. Material and methods .............................................................................. 66
  3.6.2. Grid searching results ............................................................................. 69
  3.6.3. Test set results ......................................................................................... 71
4. Study III: Bulk chemistry quantification ............................................................ 74
  4.1. Introduction .................................................................................................... 76
    4.1.1. Importance and limitations of bulk geochemistry ................................. 76
    4.1.2. Advantages of XRF core scanning and its quantification ..................... 77
  4.2. Results ........................................................................................................... 81
    4.2.1. Determination of optimal models ......................................................... 81
    4.2.2. Evaluations of test set and case study ................................................... 81
    4.2.3. Outcome: quantified data of CaCO₃ and TOC ....................................... 84
  4.3. Discussion ...................................................................................................... 84
  4.4. Guidelines for applications .......................................................................... 86
  4.5. Conclusions .................................................................................................. 87
  4.6. Materials and methods ................................................................................ 88
    4.6.1. Sediment cores and bulk measurements ............................................ 88
    4.6.2. Setting of the Avaatech XRF scanning and data compilation ......... 89
    4.6.3. Pilot test ................................................................................................. 90
    4.6.4. Model training and evaluation .............................................................. 91
  4.7. Acknowledgments ......................................................................................... 93
  4.8. Supplementary materials .......................................................................... 94
    4.8.1. Detailed grid search results ................................................................. 94
    4.8.2. Info and exported data .......................................................................... 96
5. Concluding remarks and outlook .................................................................... 98
  5.1. Trials of core scanning techniques .............................................................. 98
  5.2. Automatic sediment facies classification ................................................... 98
  5.3. Bulk chemistry quantification ..................................................................... 99
6. References ......................................................................................................... 101
1. Introduction

1.1. Sediment archives

Studying the mother Earth allows us to understand its function, predict its behavior and facilitate human society toward a progressive and sustainable stage. Numerous fields in geoscience have been developed to cope with this demand, such as geomorphology, tectonic, paleoclimate and paleoceanography. One of the essential studying materials for geoscientists is sediment archive, which preserves physical and chemical signals of the environment through the sedimentary history. For the scientific approach, these signals depict the climate, biology, and geomorphology variations. With relevant chronology control, these variations are able to draw a storyline of the earth functioning system and history. For engineering application, the investigated signals provide vital information for civil construction and activities.

In the vast applications of sediment archives, classification of sediment facies is the most fundamental step in constructing the geological background. The sediment is the outcome of the sedimentary process. Each depositional environment has a unique combination of sedimentary processes to form specific sediment types and structures, defined as sediment facies jointly. After classifying sediment facies, the paleoenvironments are reconstructed to realize the variation of climate or hydrology. For instance, Streif (2004) collected sediment archives in the southern North Sea basin and identified the changes of sediment facies to reconstruct coastal evolution during the Quaternary, which was driven by the sea-level rising since the last glacial maximum. This transgression generated complex interactions with the relief of the inundated geomorphology and the local hydrology. Studying this provides a basis for predicting the future development of the coastal zone.
Understanding sediment facies also gives necessary knowledge for exploring resources and constructing civil facilities. Fujii et al. (2015) carried out the sediment analysis accompanied with geophysical approaches to reveal the offshore subsurface structures, which exhibited the basic information of methane hydrate reservoir characterization. Coughlan et al. (2020) mapped the Irish Economic Exclusion Zone within the Irish Sea by considering the bathymetry and sediment classification to assess the possible impact on the infrastructure of offshore wind farms. This gives proper constraints for stakeholders like developers, consultants and maritime spatial planning authorities.

After having sediment facies as a prior understanding, measuring bulk chemistry variation is another common sediment archives application. As mentioned beforehand, the sediment records chemical signal through the sedimentary history, which provides valuable proxies for paleoclimate and paleoceanography. For example, studying calcium carbonate (CaCO$_3$) of deep-sea pelagic sediments help us discover atmospheric CO$_2$ concentration in the past since CaCO$_3$ is one of the key proxies depicting the ocean’s regulating process to CO$_2$. Kropelin et al. (2008) presents a delicate paleoenvironmental record covering the past 6000 years within the Sahar, which pictures the dynamic terrestrial and aquatic ecosystem responding to climate-driven moisture-balance. It is achieved based on careful research on sedimentological and geochemical data coupled with biological indicators.

As a result, the sediment research involving sediment facies classification and bulk chemistry analysis is on a demanding evolution requiring continuous effort of improvement and innovation to fulfill our desire to study the Earth.
1.2. Primary techniques

1.2.1. Sediment core scanning

Various core scanning techniques have been on board to increase measuring resolution and reduce laboratory costs in the last decades. For measuring physical properties (e.g., density and magnetic susceptibility) in sediments, multi-sensor core logger \(^{11}\) is introduced. To achieve higher-resolution 3D observation of density, the X-ray computed tomography technique is adopted from the medical discipline \(^ {12, 13}\). Digital imaging is also widely implemented to characterize sediments (e.g., indicating climate proxies and recognizing particles) \(^ {14}\). For measuring chemical properties in sediments, X-ray fluorescence (XRF) core scanning techniques are introduced to rapidly acquire elemental profiles in massive amounts of sediments, which are frequently used to interpret paleoclimate and anthropogenic activity \(^ {15-17}\). Most recently, hyperspectral imaging is capable to measure both chemical and physical properties to resolve various climatic and biochemical proxies by handling specific spectral bands \(^ {18-20}\).

With these advances, geoscientists now have more possibilities to obtain near-continuous (μm-scale resolution) and non-destructive measurements covering both physical and chemical data from natural archives with less cost. Thus, the fineness of observation and data size have been promoted to an unprecedented scale.

1.2.2. Machine learning

Machine learning (ML) has significantly expanded over the past two decades, owing to improving computing strength and data acquisition capability. It is a combination of computer science and statistics, which has benefited extensively from biology to cosmology to social science \(^ {21, 22}\).

ML intends to train computers using exemplary data instead of manually craft complex decision rules to solve a given problem \(^ {23}\). ML techniques can be summarized into three primary
categories. The one which is broadly applied is supervised learning. The algorithms falling into this category learn from the training data, which have pairs of inputs and desired outputs, and build a model to predict the desired outcomes with given inputs. For instance, Kuwatani et al. (2014) used a support vector machine (SVM) algorithm to learn the pairs of geochemical proxies and tsunami/non-tsunami deposit labels from sediments. They then use the developed model to discover tsunami deposits in other sediments by inputting the geochemical proxies. Besides SVM, there are other popular algorithms called decision trees, random forest, Bayesian classifiers, logistic regression, kernel machines, and neural networks (i.e., deep learning).

In the other hand, unsupervised learning algorithms learn from the data without the desired outputs (i.e., labels). Common signal decomposition algorithms, e.g., principal component analysis (PCA), factor analysis (FA), non-negative matrix factorization (NMF), manifold learning and autoencoders belong to this category. In addition, this method contains clustering algorithms, like k-Means, agglomerate clustering, and density-based spatial clustering of applications with noise (DBSCAN). They are often utilized to assist scientists discover, understand and interpret their data. For example, Bulian et al. (2019) interpreted the climatic variation based on the PCA reduced data dimension of elemental intensities. Gebhardt et al. (2013) applied k-Means clustering on well-logging and geochemical data to classify different glacial phases. Due to the nature of revealing latent information, the unsupervised learning algorithms are often employed to transform original data as a preprocessing step for facilitating consecutive supervised learning algorithm’s performance.

The third category is reinforcement learning, which is built on the concepts from the control-theory literature. It relies on the training data indicating an action's correctness instead of the specific input-output pairs like supervised learning does. This method is mainly utilized in psychology, neuroscience, and policy optimization fields.
1.3. Objective

More and more works exploiting ML have been published in the geoscience community. Models for recognizing lithology facies in the petroleum industry have been developed using seismic reflection and well logging (e.g., gamma-ray curve and borehole image) data. The reservoir or organic-rich zones can be automatically classified \(^{35-37}\). Bolton et al. (2020) \(^{38}\) proposed ML methods for the geochemical discrimination of tephra sources. Jacq et al. (2020) \(^{39}\) classified sedimentary structures in lake sediments using hyperspectral imaging.

However, ML’s strength in geoscience studies is limited in small data dimensions and utility scales based on those applications. For instance, the spatial resolution and coverage of observation are restricted. The target class amount is constrained to a few choices. Thus, the automation empowered by ML is still at an early stage in this field. We propose a hypothesis that the progress of automation can be advanced by including a more extensive database. As the input data, both geographical coverage of sampling and measuring resolution will be increased. The target class amount will then be enriched to improve the applicability. Furthermore, the generalization of the ML approaches, which is the vital assessment of automation, will be carefully evaluated to guarantee our advance rigorously.

This thesis will go through the problems happening in the framework of sedimentological and paleoceanographical investigations. Laborious disadvantages in the conventional methods of sediment facies classification and bulk chemistry measurement are long-lasting desired to be solved. A large geo-database supported by GEOPOLAR and Alfred-Wegener-Institut is ready. Novel approaches integrating (1) more measurements from the sediment archives (mainly provided by XRF core scanning) and (2) tailor-made ML architecture will be presented. XRF core scanning is expected to give a solution to acquire high resolution and rapid chemical measurements, which depict the variation of sediment mineral
composition, biological signal and grain size. Several feature-engineering attempts are anticipated as the analogs of human observation behaviors and the treatments of instrument bias to promote the performance of ML. In the end, they are designed to overcome the limitations and prove the hypothesis. Ultimately, it shall bring our capacity of exploring Earth to a new level.
2. Study I: Trials of core scanning techniques
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Abstract

Sediment facies provide fundamental information to interpret palaeoenvironments, climatic variation, archaeological aspects and natural resource potentials since they are summary products of depositional processes, environmental conditions and biological activities for a given time and location. The conventional method of facies discrimination relies on macroscopic and/or microscopic determination of sediment structures combined with basic physical, chemical and biological information. It is a qualitative measure, depending on observer-dependent sedimentological descriptions, which cannot be reanalysed readily by further studies. Quantitative laboratory measurements can overcome this disadvantage, but are in need of large sample numbers and/or high temporal resolution, and are time-, labour- and cost-intensive. In order to facilitate an observer-independent and efficient method of facies classification, our study evaluates the potential of combining four non-destructive down-core scanning techniques: magnetic susceptibility (MS), X-ray computed tomography (CT), X-ray fluorescence (XRF) and digital photography. These techniques were applied on selected sections of sediment cores recovered around the island of Norderney (East Frisian Wadden Sea, Germany). We process and integrate the acquired scanning measurements of XRF elemental intensities, represented by principal components, MS, CT density and lightness of eight sediment facies previously recognised by conventional facies analysis: moraine, eolian/fluval, soil, peat, lagoonal, sand flat, channel fill and beach-foreshore. A novel type of density plot is introduced to visualise the digitised sediment information that allows an observer-independent differentiation of these facies types. Thus, the presented methodology provides the first step towards automated supervised facies classification with the potential to reproduce human assessments in a fully reproducible and quantitative manner.
2.1. Introduction

Sediments preserve specific characteristics for each depositional environment. As these alter through time, a succession of sediment facies is generated. Each of them is defined as the sum of a sedimentary unit’s primary characteristics with possible diagenetic alterations\(^1\). As a result, classifying sediment records into sediment facies is vital for studying palaeoenvironmental variability, climatic variation, archaeological aspects and natural resource potentials. For instance, lake-level fluctuations identified by sediment facies changes in the Dead Sea indicate climatic variation\(^40\). Sometimes climatic variation is accompanied by adaptation of human settlements e.g., Behre (2004)\(^41\). In addition to palaeoenvironmental reconstruction, geochemical proxies measured in sediments are useful to depict climatic variation but need to be interpreted carefully including background knowledge of respective sediment facies\(^42, 43\). Also the detection of oil and gas reservoirs relies on lithological facies, especially as their exploration is coming to an end\(^35\). Thus, discrimination of sediment facies and stratigraphic units needs to be observer-independent and cost-efficient to cope with such an abundance of applications.

The conventional approach of facies discrimination is mainly based on classical core description. Macroscopically and/or microscopically determined sediment structures and colours combined with basic physical, chemical and biological information, such as the hydrochloric acid (HCl) test for carbonates, and smear slides for identifying minerals and organisms (e.g., diatoms and foraminifers) are used to distinguish different sediment facies\(^30, 44, 45\). This description is a qualitative measure relying on the experience of scientists. To increase observer-independent measurements that can be effortlessly reanalysed or adopted by further studies, quantitative laboratory measurements such as grain size, bulk geochemical and faunistic analyses need to be carried out. However, these quantitative methods are usually time-
consuming, labour- and cost-intensive as well as challenging for achieving high-resolution measurements.

The development of rapid high-resolution and non-destructive down-core scanning techniques has improved the situation for physical and chemical sediment parameters recently. For instance, X-ray fluorescence (XRF) core scanners offer elemental profiles with up to 100 μm down-core resolution and digital images with a maximum resolution of less than 50 μm per pixel. Additionally, computed tomography (CT) scanning provides 3D radiographic images with up to 40 μm per voxel (volumetric pixel; Geotek Ltd (2018)) and density-related values in Hounsfield units (HU) after calibration. At a considerably lower spatial resolution of 4 mm, magnetic susceptibility (MS) profiles provide information about the content of iron-bearing (magnetic) minerals. Data acquisition for all these techniques can take place within hours for ca. 1 m long core section. Combining these scanning parameters provides a digital alternative for thoroughly describing sedimentary records (semi-)quantitatively. These data compare well with other studies and use less time and labour with reference to quantitative methods relying on individual samples.

Our study area is the shallow coast of northwestern Germany with its high variability along the North Sea Basin. This region has undergone rapid changes since the sea-level low stand during the Last Glacial Maximum, when the coastline was shifted southward by >800 km. With the rising sea level, the environment changed from terrestrial (glacial moraines, eolian, fluvial, peat) via intertidal to shallow marine, where barrier islands, lagoons, tidal flats and channels as well as marsh environments were formed. Consequently, many different facies are preserved in the sediment records, all of which provide an excellent opportunity for testing down-core scanning techniques for a (semi-)quantitative facies description.

Several studies investigated sediments from the Wadden Sea. Some used conventional geochemical methods, such as elemental analyses, and grain-size analysis of discrete samples,
to discuss sediment dynamics in salt marsh, lagoonal and tidal-flat environments. Element ratios are often applied in these studies, such as the Ca/Sr and Zr/Al ratios, to characterise the sediment. Some studies integrate palaeontological analyses to discover more details with regard to climatic oscillations and depositional evolution. Since peats play an essential role in this coastal region, some studies focus on its formation’s chemical and biological processes. Furthermore, several studies stress that anthropogenic influences like land reclamation, dredging, dike building, and harbour activities in recent times are causing a loss of fine-grained sediments.

This study combines measurements from four scanning techniques (MS, CT, µ-XRF, digital photography) to digitally characterise different facies and compare results with qualitative lithological descriptions. It aims at evaluating the potential of high-resolution physical and chemical measurements provided by down-core scanning techniques as a means of reproducing sedimentological observations in a digital perspective. We want to test whether scanning parameters and facies determined by macroscopical observations differ and if this information can later be used for automatic facies discrimination.
2.2. Methods and materials

2.2.1. Coring

Our study area is located in the East Frisian Wadden Sea near the island of Norderney, Germany, at the southern margin of the North Sea shelf (Figure 2-1). More than 140 sediment cores (length: up to 6 m, diameter: 8 and 10 cm) were recovered in the framework of the interdisciplinary Wadden Sea Archive (WASA) project from tidal flats, channels and offshore (Figure 2-1). The cores were drilled using a Vibracorer (VKG-6), cut into ~1 m-long sections and stored at +4°C in the core repository of the GEOPOLAR lab, University of Bremen, Germany. For this study, 10 core sections up to 1.2 m long were selected (Figure 2-1; Table S 2-1 with basic information). These contain a representative selection of all major sediment facies retrieved up to the start of this study.

![Figure 2-1. (A) Island of Norderney and sampling positions of analysed sediment core sections. Sections VVC16-3 and VVC16-4 belong to the same position. (B) Regional base map. The maps were captured from OpenStreetMap (https://www.openstreetmap.org/copyright).](image-url)
2.2.2. Lithology description

The sediment cores were split lengthwise using a metal wire and sedimentary facies were described macroscopically. This description includes visible sediment structures, grain size, colour, carbonate content and biological remains. Occasionally, smear slides were made and selected sediment components were microscopically identified.

2.2.3. Down-core scanning techniques

The sediment surfaces of working halves were carefully cleaned with a razor blade prior to scanning. Core faces were covered by wrapping film during MS and CT scanning but not during μ-XRF scanning and digital photography. Measurements were taken exclusively in the centre of core to avoid possible coring artefacts (e.g., bending of layers) caused by the coring technique.

2.2.3.1. Magnetic susceptibility

The split-core surface’s Magnetic susceptibility was scanned in 1 cm increments using a Bartington MS2F point sensor at the GEOPOLAR lab, University of Bremen\(^{48}\). The sensitive volume of the probe is 15 mm (diameter) \(\times\) 6 mm (depth) Bartington Instruments Manual\(^{65}\).

2.2.3.2. X-ray density

The split-core halves of the sediment sections were scanned with a Toshiba Aquilion 64 computed tomography (CT) with 0.35 \(\times\) 0.35 \(\times\) 0.5 mm\(^3\) (x, y, z-direction) resolution at the hospital Klinikum Bremen-Mitte. The scanner used a voltage of 120 kV and a current of 600 mA as X-ray source parameters. Obtained X-ray topograms were reconstructed with Toshiba’s patented helical cone-beam reconstruction technique and an overlapping resolution in z-direction of 0.3 mm. Each voxel provides X-ray attenuation at the given position. X-ray attenuation reflects the object density measured in Hounsfield units (HU), based on a linear
calibration of X-ray density with distilled water set to 0 HU and air set to -1000 HU. X-ray attenuation is additionally influenced by the sediment’s elemental composition.

The reconstructed three-dimensional X-ray attenuation (henceforth: CT density) data were analysed using the ZIB edition of the Amira software (version 2019.39; Stalling et al. (2005) http://amira.zib.de) to visualise and measure spatial variations of the internal composition. Within Amira and prior to all analyses, the core liners and about 2 mm of the outer core rims were deleted from the dataset. Sediment constituents, such as peat, rhizoliths, lithic clasts, shells and the sediment matrix were separated with a marker-based watershed algorithm, i.e., a Watershed (Skeleton) Module. Markers were set by threshold segmentation within the Segmentation Editor. CT-density value of the combined sediment matrix and peat constituents were determined by mean density per slice using the Material Statistic Module. Other constituents were excluded. To avoid coring artefacts, which are prominent especially at the outer rims of the cores, only values from the core centre (Ø: ~3.5 cm) were extracted.

2.2.3.3. Elemental intensities and lightness (L*)

Elemental intensities and digital images were obtained directly from the split-core surfaces using a COX Itrax-XRF core scanner at the GEOPOLAR lab, University of Bremen. XRF measurements were taken with a 2 mm down-core scanning step size and a chromium X-ray tube and this setting: 30 kV voltage, 45 mA current and 5 s exposure time. The generated X-ray beam analysed a 20 × 0.2 mm² wide rectangle with its long axis perpendicular to the core axis. Resulting XRF spectra were evaluated by the Q-Spec software (version 2015; COX Analytical Systems) to calculate elemental peak areas as total counts. Twelve elements (Si, S, Cl, K, Ca, Ti, Fe, Br, Rb, Sr, Zr, Ba) were selected based on the following criteria: 1) the fluorescence signal of the analytes must not be severely affected by the X-ray tube’s primary
radiation and has maximum counts >500, and 2) median counts are >100 or coefficients of variance are >2.

We applied a centred log-ratio (clr) transformation on selected element counts to eliminate down-core bias caused by X-ray tube ageing, physical sediment variation, and the closed-sum effect\textsuperscript{68-70}. Subsequently, a principal component analysis (PCA) was performed to reduce the data dimension with a minimal loss of variance and highlight major elements’ behaviour\textsuperscript{71, 72}. However, to eliminate sample-size bias and compensate for differences in variance between elements during PCA calculation, 1) the number of data points belonging to each facies needs to be equal, and 2) each element profile needs to be standardised to unit variance and zero mean. Therefore, 500 data points were randomly selected without replacement in each facies that has >500 data points. For facies with fewer data points, 500 data points were randomly selected with replacement. The original data points for each facies are listed in Table S 2-2. We used the Python package scikit-learn\textsuperscript{73} to train the PCA model with this homogenized and standardised data. In the model, the dimensions of elemental intensities were reduced to several principal components (PCs) based on the elbow concept (Figure S 2-1) and the preference for components having more than 10% of the total variance\textsuperscript{74}. Subsequently, the model is used to reduce the dimensions on the standardised data without prior homogenisation.

The optical-line camera is equipped with a light-sensitive 2048 pixel CMOS (complementary metal-oxide-semiconductor) device that generates high-resolution digital photographs (47 $\mu$m/pixel) of the sediment surface\textsuperscript{16}. These digital images are in 8-bit RGB colour space designed for television and monitors. The colour space was transformed into CIE (Commission internationale de l’Éclairage) L*a*b* space, which is suited to depict colour variations closer to human perception and commonly accepted by sediment colour studies\textsuperscript{75, 76}. The Python package scikit-image\textsuperscript{77} conducted the transformation with the most commonly
used settings (illuminant: D65, observer: 2) referring the pure white as seen by natural daylight.

L* variations were determined down-core by calculating the average L* value for each depth. All values were extracted from the central area (width: ~3.3 cm) to avoid coring artefacts at the outer core rim.

We developed a new type of plot (density plot) in order to combine all scanning results for making an intuitive comparison between facies. Density plots illustrate the probability density functions of our scanning results. This density function is a derivative of a histogram calculated by the Gaussian kernel density estimator (KDE). The concept of data distribution in a standardised and smoothed perspective, i.e., the unit probability cf. 78, is demonstrated in this plot type. Sample sizes and histograms of measurements for each facies are provided in Table S 2-2 and Figure S 2-4 - Figure S 2-7. All computations and visualisations were conducted using the SciPy ecosystem in Python 73, 79-83.
2.3. Results

2.3.1. Reducing dimensionality of elemental intensities

Three reduced dimensions (PCs) in the PCA model, preserving 80.3% of the total variance (Figure 2-2), were selected. The scree plot of the explained variance ratio for each PC is provided in Figure S 2-1. PC1 (47.0% variance explained) shows a negative correlation to the elements Si, K, Ti, Rb, Zr while it is positively correlated to the elements Br, S, Cl, and Fe. PC2 (19.6% variance explained) has a conspicuous co-variation for Ca and Sr. Besides, Fe and Ti have an opposite correlation to Ca and Sr. PC3 has a distinctively negative correlation for Ba.

*Figure 2-2. PCA loadings from homogenized elemental intensities. The first three principal components together preserve 80.3% of the total variance.*
2.3.2. Facies description

There are eight facies (moraine, eolian/fluvial, soil, peat, lagoonal, sand flat, channel fill, and beach-foreshore) recognised based on lithology descriptions in the selected sections. The descriptions, according to macroscopic lithological observations accompanied by CT visualisation, are listed below. It should be noted that this observer-dependent facies classification is likely not directly comparable to a classification based on the integration of further (quantitative) measurements, e.g., palaeontological and grain-size data, and provides a rather general facies discrimination. Close-up photographs of the most important facies found in the WASA project are shown by Capperucci et al. (2022).

**Moraine sediments** are characterised by compacted and unsorted sediments (Figure 2-3A). Their grain size varies from gravel to silt. Lithic clasts have angular shapes. The sediment has a greyish colour and lacks stratification. The carbonate content is usually low, but whitish carbonate clasts cause a strong reaction with HCl (10%).

**Eolian/fluvial sediments** are composed of well-sorted fine sand that lacks sedimentary structures and microfossils. Occasional stratifications and rhizoliths are observed (Figure 2-4). The carbonate content is very low. Further differentiation between eolian and fluvial sediments need further analyses, such as grain-size measurements.

**Soils** are composed of brown silt to fine sand with a high amount of organic matter and mark the end of the transition from eolian/fluvial sediments to peat with an unconformity at the top. The high organic matter content starts to decrease rapidly down-core (Figure 2-4). Also, multiple rhizoliths are visible in the 3D reconstruction (Figure 2-4d) originating from this horizon.

**Peat** contains dark brown to black deposits consisting mainly of organic matter. Plant fragments are the dominating components (Figure 2-4). Minerogenic components are rarely observed.
Finely bedded greyish silts and intercalated fine sands are observed in lagoonal facies (Figure 2-4), containing reworked peat and plant debris, often *Phragmites* (reed) fragments or rhizomes. The definition of this facies refers to sediments deposited in protected, quiet and shallow brackish environments, possibly behind barrier islands or levees. Salt marsh sediments may share similar lithological characteristics, but palaeontological data are lacking so far for better discrimination.

Sand flat deposits consist of carbonate containing, greyish fine sands intercalated by shell fragments and occasional mud layers (Figure 2-5A). The macroscopically described grain-size varies from fine to medium sand.

Channel fill deposits comprise finely interlayered grey sands and dark grey muds, often showing flaser or lenticular beddings (Figure 2-3B). Shell fragments and bioturbation features are rare.

Beach-foreshore deposits consist of fine to coarse sand and layers of brownish shell fragments (Figure 2-5B). Their colour ranges from grey to dark grey. Few bedding planes have been recognised.
Figure 2-3. Cores N14-2 (A) and N33-2 (B): facies labels (a); digital photograph (b); radiograph (c); and sediment constituents (golden: high-density sediments and lithic clasts) separated using CT density (d). Sediment constituents (d) reveal intercalated layer structures and bioturbation. Scores of PC1–PC3 (dimensionless) from elemental intensities, lightness (L*), ranging from 0 (black) to 100 (white), CT density (CT in 10^3 HU) and magnetic susceptibility (MS in 10^-6 SI). Blue lines represent an 8 mm moving average, while grey lines represent raw data. No moving average is applied to MS.
Figure 2-4. Core VVC16-3+4: facies labels (a); digital photograph (b); radiograph (c); and sediment constituents (brown: peat; green: rhizoliths; white: shell fragments) separated using CT density (d). Sediment constituents (d) reveal some hidden structures of the core, such as the deeply penetrating rhizoliths. Scores of PC1–PC3 (dimensionless) from elemental intensities, lightness ($L^*$), ranging from 0 (black) to 100 (white), CT density (CT in 10^3 HU) and magnetic susceptibility (MS in 10^-6 SI). Blue lines represent an 8 mm moving average, while grey lines represent raw data. No moving average is applied to MS.
Figure 2-5. Cores N35-4 (A) and VVC20-3 (B): facies labels (a), digital photograph (b), radiograph (c) and sediment constituents (white: shell fragments; golden: high-density sediments and lithic clasts) separated using CT density (d). Scores of PC1–PC3 (dimensionless) from elemental intensities, lightness (L*), ranging from 0 (black) to 100 (white), CT density (CT in 10^3 HU), and magnetic susceptibility (MS in 10^-6 SI). Blue lines represent an 8 mm moving average, while grey lines represent raw data. No moving average is applied to MS.
2.3.3. Collective results of scanning techniques

There are two types of visualisation for scanning measurements of the previously recognised facies. First, the measurements (PC1-3 scores, L*, CT density, and MS) are plotted on a depth scale along with facies labels, digital photographs, radiographs, and sediment constituents separated by CT density (Figure 2-3 - Figure 2-5). Variations of these measurements denote the spatial distribution of physical and chemical characteristics within and among facies. A steep increase in CT density marks the transition from moraine sediments to channel fill (Figure 2-3A), while the intersections of mud and sand in the channel fill facies itself is denoted by frequent wiggles (Figure 2-3B). The PC scores express the changes in peat sections (Figure 2-4), while L* and MS show only weak variations. The change from eolian/fluvial sediments to soil is documented by a gradual colour transition (L*), but rather sharp in CT density. Secondly, the measurements’ data distributions are plotted for each facies (density plots: Figure 2-6 and Figure 2-7). The PCs scores range from -5 to 10, while L* varies from 0 to 40. The values of MS are spanning from 0 to $300 \times 10^6$ SI. CT-density values vary from 300 to 1700 HU. The shape of the data distributions illustrates the characteristics of each facies. Multiple peaks in a single analyte indicate mixed properties, whereas a single and narrow peak represents a uniform property. Each facies expresses a distinct behaviour based on the shapes and locations of distributions. Detailed characterisations are discussed below.
Figure 2-6. Density plots of down-core scanning results from terrestrial sediment facies (A: moraine; B: eolian/fluvial; C: soil; D: peat) showing the scores of PC1, PC2, PC3 and lightness (L*). The extreme peak values in density function are noted in text boxes connected with arrows. As inserts, the density plots for magnetic susceptibility (MS) and CT density (CT) are provided. Each curve represents a smoothed and standardised density function of each result. The area below stands for the probability, which sums up to 1. The x-axis is a pure number scale for placing different down-core scanning results on their own unit. For reasons of comparison, the axes are fixed to a certain range. For the raw histograms, which have independent axis ranges, please refer to Figure S 2-4 - Figure S 2-7.
Figure 2-7. Density plots of down-core scanning results from marine sediment facies (A: lagoonal; B: sand flat; C: channel fill; D: beach-foreshore) showing the scores of PC1, PC2, PC3 and lightness (L*). As inserts, the density plots for magnetic susceptibility (MS) and CT density (CT) are provided. Each curve represents a smoothed and standardised density function of each result. The area below stands for the probability, which sums up to 1. The x-axis is a pure number scale for placing different down-core scanning results on their own unit. For reasons of comparison, the axes are fixed to a certain range. For the raw histograms, which have independent axis ranges, please refer to Figure S 2-4 - Figure S 2-7.
2.4. Discussion

2.4.1. Implications of principal component analysis

PC1 shows a negative correlation to the elements related to rock-forming minerals (Si, K, Ti, Rb, Zr) (Figure 2-2)\textsuperscript{43,85}. It also has a positive correlation to Br, S, Cl, and Fe, indicating the existence of organic matter and pyrite formation \textsuperscript{86}. High organic matter content in sediments produces a reducing environment for pyrite to form when accompanied by Fe available from the pore water \textsuperscript{43}. In addition, the organic matter absorbs Br and Cl due to their high affinity \textsuperscript{87,88}. This interpretation is supported by the corresponding results of TOC and Br analyses from an accompanying study \textsuperscript{30}. Without conventional grain-size measurements, the usefulness of a common grain-size proxy, e.g., Zr/Rb \textsuperscript{89}, is limited in this study. As a result, PC1 is regarded as an index for distinguishing organic (positive) from lithogenic sediment components (negative). PC2 has a conspicuous co-variation for Ca and Sr, which links to biogenic carbonates’ presence \textsuperscript{43}. In addition, Fe and Ti, presenting in the clay fraction and heavy minerals \textsuperscript{54,55}, correlate negatively with Ca and Sr. Thus, PC2 is interpreted as enrichment of carbonates, which relates to marine influences \textsuperscript{43}. PC3 has a distinctively negative correlation for Ba, an element often used as palaeoproductivity proxy \textsuperscript{90,91} in deep-sea environments. However, this interpretation cannot be transferred to coastal sediments with water depths of <100 m. Besides, it would conflict with PC1 as an expression of organic matter. Thus, the environmental condition causing PC3 (Ba) fluctuations remain unclear. So far, it is essential to note that the PCA depicts only the general covariance between elements of sediment records as a whole. Considering our study’s contrasting depositional environments, a consistent interpretation of a specific element (or PC) across the whole dataset may not be feasible.
2.4.2. Facies characterisation

2.4.2.1. Moraine sediments

The three PCs’ scores distribute in symmetrical and unimodal shapes centred at -1.5 and 0 (Figure 2-6A). PC1 and PC2 indicate a lithogenic and terrigenous nature of the sediments. L* supports the greyish colour with a slightly left-skewed distribution centred at a high value of 10. The high values and unimodal shapes of MS and CT density in Figure 2-6A indicate a high density and more iron-bearing (magnetic) minerals, which corresponds to the interpretation of PC1 and PC2. The lack of bimodal distributions due to the gravel-silt grain-size variance is because: 1) the elemental intensities at gravel sections were mostly excluded due to the low data quality for XRF core scanning, 2) the colours of gravels are not consistent, 3) the CT densities of gravels were excluded, 4) the appearance of gravels is relatively rare (Figure 2-3A). We only present one section for this facies in Figure 2-3A. For the other section containing moraine deposits, please refer to Figure S 2-2A.

2.4.2.2. Eolian/fluvial sediments

The PC1 score (Figure 2-6B) is distributed in a unimodal and symmetrical shape and centred at -2, suggesting a lack of organic matter. In contrast to the moraine facies, the PC3 score shifts to negative values and overlaps with PC1. For PC2, scores show a bimodal shape in distribution, located at opposite sides of zero. This may indicate an incomplete carbonate removal or unidentified/unrecognized Eemian marine sediments. Such sediments were found in other cores obtained within the WASA project. The wide range of L* (Figure 2-6B), which contains three minor peaks, sets up a unique feature of this facies. Two of the peaks have locations coinciding with the unimodal peaks for moraine (10) and sand flat facies (17), supporting the multiple sand sources for this facies. The reworking of Saalian till by eolian processes mentioned by Schüttenhelm and Laban (2005) could be one reason. The high CT density and low MS values (close to 0, Figure 2-6B) imply a predominantly lithogenic and
paramagnetic (i.e., quartz-rich) sediment composition. We only present two sections with this facies (Figure 2-3 - Figure 2-4). For the other section, please refer to Figure S 2-2A.

### 2.4.2.3. Soil

PC1 and PC2 scores reveal leaching evidence of the soil (Figure 2-6C). The increasing PC1 score and the slightly decreasing PC2 score compared to the eolian/fluvial facies imply accumulation of Fe and organic matter as well as the removal of carbonates due to leaching processes \(^1\). The peak in MS (Figure 2-4) at around 1500 mm composite sediment depth indicates the presence of Fe-bearing minerals. The bimodal shape of L* (Figure 2-6C) with peaks located at 0.5 and 1.5 supports the darker colours. From the bimodal shape of MS and L* (Figure 2-6C), this weathered material has distinct differences in colour and Fe content compared to less weathered sediment. However, due to the small sample size of MS measurements for this facies, (Table S 2-2) the MS data are not robust. The relatively symmetrical, unimodal and wide shape of PC1 (Figure 2-6C) indicates the balancing mixture of lithogenic sediments, Fe-minerals and organic matter. The median value of CT density comparing to the eolian/fluvial and peat facies in Fig. 6C, and the variations of L* and CT density in Figure 2-4 indicate an intermediate stage between eolian/fluvial sediments and peat.

### 2.4.2.4. Peat

The lithological descriptions of peat are corroborated by scanning results (Figure 2-6D). The unimodal, symmetrical, and narrow shape of the PC1 score, located at the highest positive value (7) compared to the other facies types, implies a high organic matter content. The total organic carbon content of up to 38 % in peat layers, measured for a neighbouring core, supports this observation \(^30\). This agrees with rare lithic components since MS and CT-density values remain close to zero (Figure 2-6D). Together with a (probably post-depositional) marine influence, revealed by slightly higher PC2 (ca. 1.5), an enhanced formation of pyrite, indicated by PC1, seems to describe the coincidence of coastal peat growth, seawater sulfate influence,
and microbial reduction\textsuperscript{61,93}. This phenomenon is supported by the intercalation of this facies with lagoonal sediments (brackish environment). Due to the homogeneously dark colour, values of L* also concentrate close to zero.

\textbf{2.4.2.5. Lagoonal sediments}

The multiple peaks found in the scanning data (PC1 score, CT density and L*) (Figure 2-7A) support the mixture of materials typical for such deposits\textsuperscript{1}. MS cannot detect this characteristic probably because its scanning step size is larger than the predominant thickness of the beddings or the difference in Fe-mineral content of this facies is indistinct. If the cause of indistinct Fe-mineral difference can be excluded, it would suggest a predominant bedding thickness smaller than the scanning step size of MS, i.e., 1 cm. The two peaks in the high PC1 score (2 and 4, Figure 2-7A) present a mixture of peat debris/organic material and fine-grained minerogenic matter. The three peaks found for CT density may indicate peat debris, lagoonal mud and few sand grains (from left to right). The bimodal shape of L* backs up these colour changes (Figure 2-7A). The unimodal and narrow shape of the PC2 score with a low value of -3 implies an absence of carbonates since they are dissolved by the acidic environment caused by the degradation of organic matter. This corresponds to the CaCO\textsubscript{3} undersaturation of the water mentioned by Alve and Murray (1995)\textsuperscript{94}. Kolditz et al. (2012)\textsuperscript{55} also mention the carbonate-free characteristics of lagoonal sediments for the island of Langeoog. Furthermore, Dijkema et al. (1980)\textsuperscript{51} and Streif (2004)\textsuperscript{3} describe the existence of lagoons in the transgression cycle (peat - lagoonal clay - tidal flat sands with shells - lagoonal clay - peat) occurring in the Wadden Sea during the early Holocene, which supports the existence of lagoon. Today, this sedimentary environment has largely disappeared, but a few remnants can be found nearby the islands of Amrum and Trischen and near Sankt Peter-Ording\textsuperscript{52}. Ehlers (1988)\textsuperscript{52} describes modern lagoons for the islands of Amrum and Trischen and near Sankt Peter-Ording.
Nevertheless, this facies interpretation needs to be confirmed by additional palaeontological data.

2.4.2.6. Sand flat deposits

The unimodal and wide shape of L* centred at high value of 17 (Figure 2-7B) reflects the pale colour containing grey sand and whitish shell fragments. The unimodal and narrow shape of both PC1 score and MS, centred at low values (Figure 2-7B), indicates the dominance of sand (mostly quartz) in the sediments. The high values of CT density, which are comparable to those of moraine, eolian/fluvial, and beach-foreshore facies, support this explanation. The high PC2 score (Figure 2-7B) implies the existence of carbonates (i.e., shells). These characteristics (few organic matter and rich in carbonates) agree with that as a tidal sand flat by Bulian et al. (2019) 30. However, this is not supported by distinctly higher CT-density data because the density of shell fragments (> 1700 HU) was excluded during CT-density data treatment.

2.4.2.7. Channel fill deposits

Since the subtidal channel receives sediments from both, sand and mud flats, additionally influenced by tidal movements, these deposits show bimodal characteristics (Figure 2-7C) supported by CT density and PC3 score. The unimodal and broad shape of the L* distribution (Figure 2-7C) indicates a darker colour compared to the sand flat, and lower colour contrast between mud and sand in the tidal area. Moreover, this low contrast may be induced by averaging data of the lenticular bedding due to the limits of the photograph (2D) while CT density has 3D data points. Slight increase of the PC1 score and decrease of the PC2 score compared to the sand flat facies imply a subtle signal change caused by the addition of organic matter and dilution of carbonates by the mud flat sediments. We only present one of the sections with this facies in Figure 2-3B. The remaining sections are shown in Figure S 2-2 and Figure S 2-3.
2.4.2.8. Beach-foreshore deposits

Brownish shell fragments mark the bimodal distribution of L* (Figure 2-7D). The peaks represent dark grey sand and shell fragments (left to right), while the remaining results resemble the sand flat facies. However, if we look at the three PCs’ relative positions (Figure 2-7D), we detect small differences. When taking PC3 as an anchor, the decrease of PC1 and the increase of PC2 scores imply that the deposition is less organic and more carbonaceous (marine), probably due to the lack of protection by the barrier island.

2.5. Limits and outlook

Although the combination of scanning results in density plots (Figure 2-6 and Figure 2-7) makes comparisons and interpretations convenient, this mixing of data may cause issues due to different applied techniques’ scanning resolution. Scanning resolutions are defined by integration of two parameters, step size and window size. The step size determines the frequency of scanning points. If, for instance, the step size is larger than lamination thickness, the number of lamination is underestimated. In other words, the sampling rate is lower than the signal frequency. This phenomenon bridging the continuous and discrete signals is addressed by the Nyquist-Shannon theorem. On the other hand, the window size (e.g., the pixel size of images) determines each scanning point’s scanning window. For example, a datapoint obtained with a larger scanning window than the thickness of lamination reflects only an averaged lamination value. With different settings of these two parameters, the resolution varies. Francus and Pirard (2005) reveal that images taken with the same camera and from the same mineral thin-section but with different resolutions can generate a different phase. This issue occurs in lagoonal sediments of this study. Moreover, the averaging process from 2D and 3D to 1D data creates different levels of boundary blur, which has consequences for the characterisation of finely laminated deposits.
In fact, a sedimentary facies is rarely homogenous. There are variations of sedimentological and geochemical properties within each facies. For example, a moraine may contain sections of well-sorted sediments. Peats can be composed of fen and peat bogs according to nutrient availability. Soils have commonly different horizons resulting from soil-forming processes. Due to the regional sampling scale of this study and a limited amount of core sections available for analyses, this study cannot include all variations in each facies. Grain size is one of the most important factors to determine sediment facies. This study includes the grain-size discussion based on lithological descriptions and PCA interpretations, but it is not supported by any conventional grain-size measurements. Consequently, facies are simplified to general categories instead of providing a detailed classification, which needs a spatially more diverse sampling database and more quantitative data, such as palaeontological and grain-size analyses. Nevertheless, our approach is the first practical step to analyse the data of different core scanning techniques to evaluate their potential for facies characterisation.

Machine learning has progressed considerably in various disciplines over the past two decades. Recently, there have been studies developing automatic facies classification on geological records. These deploy a vast variety of variables including seismic reflection data, petrophysical logging data, hyperspectral imaging or geochemical measurements to discriminate facies or classify sedimentary structures. These studies show that the application of machine learning in sedimentology is still at an early stage. Often, input data are limited and applications are restricted to a small study area or few cores since they are experimental studies. Our study contributes to broader facies coverage and data variety (element data, CT-density, L* and MS variations). The density plots combine these scanning data and illustrate the sediment characteristics of each facies visually. The differences among facies confirm the ability to reproduce the sedimentological observations in a digitised
perspective. Therefore, there is a high potential to develop automatic facies classification successfully in the near future.

The goal of machine learning is to train computers to use exemplary data for solving a given problem. Based on sedimentological expertise, machine learning builds a facies discrimination model in the digital world. The scheme of developing an automatic facies classification using digitised information will be applied on a local scale with general facies classification first, and subsequently progresses to a larger scale and finer classification to cover a higher facies variability. With extended data coverage, inconsistencies and conflicts between results of different studies may appear. For instance, different facies recognitions are made based on different approaches. Nevertheless, we anticipate that future facies classification will be less time-consuming and allow sedimentologists to focus on other critical scientific questions.
2.6. Conclusions

This study demonstrates that eight ‘a priori’ recognised sediment facies (moraine, eolian/fluvial, soil, peat, lagoonal, sand flat, channel fill, and beach-foreshore) are (semi)quantitatively characterised and differentiated by their physical and chemical properties obtained by scanning techniques (MS, CT, µ-XRF, digital photography). The application of density plots offers a comprehensive way of presenting these properties and reveals distinct differences between facies. We document that conventional lithological descriptions can be reproduced by time- and cost-efficient (semi)quantitative and high-resolution digital measurements. However, some facies (lagoonal/salt marsh sediments and eolian/fluvial deposits) remain arguable, as scanning data show differences that were not previously recognized by conventional facies analysis. After all, digital scanning data is useful for further studies. Based on these results, an automatic facies classification model will be developed by applying machine learning techniques. In the end, a wealth of sedimentary information will be released from the shackles of expensive and observer-dependent data in the past.
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2.8. Supplementary materials

The raw data can be found on https://doi.pangaea.de/10.1594/PANGAEA.920071.

Table S 2-1. General information about the studied sediment cores.

<table>
<thead>
<tr>
<th>Core Section</th>
<th>Longitude</th>
<th>Latitude</th>
<th>Northing</th>
<th>Easting</th>
<th>Zone</th>
<th>Length (cm)</th>
<th>Facies</th>
</tr>
</thead>
<tbody>
<tr>
<td>N14-2</td>
<td>7.13431</td>
<td>53.71048</td>
<td>5952926</td>
<td>376,864.37</td>
<td>32</td>
<td>100</td>
<td>channel fill, moraine, eolian/fluvial</td>
</tr>
<tr>
<td>N27-2</td>
<td>7.182342</td>
<td>53.6976533</td>
<td>5951418</td>
<td>379,997.65</td>
<td>32</td>
<td>95</td>
<td>channel fill</td>
</tr>
<tr>
<td>N33-2</td>
<td>7.217895</td>
<td>53.6938717</td>
<td>5950937</td>
<td>382,334.11</td>
<td>32</td>
<td>99</td>
<td>channel fill</td>
</tr>
<tr>
<td>N35-4</td>
<td>7.167479</td>
<td>53.6914642</td>
<td>5950754</td>
<td>378,998.73</td>
<td>32</td>
<td>108</td>
<td>sand flat</td>
</tr>
<tr>
<td>N41-4</td>
<td>7.232223</td>
<td>53.6931083</td>
<td>5950829</td>
<td>383,277.96</td>
<td>32</td>
<td>99</td>
<td>channel fill</td>
</tr>
<tr>
<td>N59-1</td>
<td>7.17137</td>
<td>53.75187</td>
<td>5957467</td>
<td>379,428.59</td>
<td>32</td>
<td>107</td>
<td>channel fill</td>
</tr>
<tr>
<td>N72-2</td>
<td>7.14738</td>
<td>53.6951296</td>
<td>5951196</td>
<td>377,682.42</td>
<td>32</td>
<td>109</td>
<td>eolian/fluvial</td>
</tr>
<tr>
<td>VVC16-3</td>
<td>7.130155</td>
<td>53.68284</td>
<td>5949859</td>
<td>376,509.28</td>
<td>32</td>
<td>117</td>
<td>soil, eolian/fluvial</td>
</tr>
<tr>
<td>VVC16-4</td>
<td>7.130155</td>
<td>53.68284</td>
<td>5949859</td>
<td>376,509.28</td>
<td>32</td>
<td>119</td>
<td>peat, lagoonal</td>
</tr>
<tr>
<td>VVC20-3</td>
<td>7.111546</td>
<td>53.7598445</td>
<td>5958457</td>
<td>375,508.10</td>
<td>32</td>
<td>25</td>
<td>beach-foreshore</td>
</tr>
</tbody>
</table>
Table S 2-2. Data points obtained by X-ray fluorescence core scanning (XRF), CT core scanning (CT), digital photography ($L^*$) and magnetic susceptibility scanning (MS) for each sediment facies.

<table>
<thead>
<tr>
<th>Sediment facies</th>
<th>XRF</th>
<th>CT</th>
<th>$L^*$</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>moraine</td>
<td>511</td>
<td>3878</td>
<td>24745</td>
<td>116</td>
</tr>
<tr>
<td>eolian/fluvial</td>
<td>814</td>
<td>5495</td>
<td>34397</td>
<td>166</td>
</tr>
<tr>
<td>soil</td>
<td>29</td>
<td>193</td>
<td>1234</td>
<td>6</td>
</tr>
<tr>
<td>peat</td>
<td>278</td>
<td>1992</td>
<td>12562</td>
<td>61</td>
</tr>
<tr>
<td>lagoonal</td>
<td>437</td>
<td>2972</td>
<td>19065</td>
<td>86</td>
</tr>
<tr>
<td>sand flat</td>
<td>506</td>
<td>3651</td>
<td>23070</td>
<td>110</td>
</tr>
<tr>
<td>channel fill</td>
<td>1992</td>
<td>13983</td>
<td>87735</td>
<td>415</td>
</tr>
<tr>
<td>beach-foreshore</td>
<td>116</td>
<td>857</td>
<td>5283</td>
<td>26</td>
</tr>
</tbody>
</table>

Figure S 2-1. Scree plot of the explained variance ratio for each principal component (PC).
Figure S 2-2. Core N72-2 (A) and N27-2 (B): Facies labels (a), digital photograph (b), radiograph (c), and sediment constituents (golden: high-density sediments and lithic clasts, peach: low-density sediments, white: shell (fragments) separated using CT data (d). Scores of PC1-PC3 (dimensionless) from elemental intensities, lightness ($L^*$), ranging from 0 (black) to 100 (white), CT density (CT in $10^3$ HU), and magnetic susceptibility (MS in $10^6$ SI). Blue lines represent an 8 mm moving average, while grey lines represent raw data. No moving average is applied to MS.
Figure S 2-3. Core N59-1 (A) and N41-4 (B): Facies labels (a), digital photograph (b), radiograph (c), and sediment constituents (golden: high-density sediments and lithic clasts, peach: low-density sediments, white: shell fragments) separated using CT data (d). The sediment constituents (d) reveals the intercalated layer structures and bioturbations. Scores of PC1-PC3 (dimensionless) from elemental intensities, lightness (L*), ranging from 0 (black) to 100 (white), CT density (CT in 10^3 HU), and magnetic susceptibility (MS in 10^-6 SI). Blue represent an 8 mm moving average, while grey lines represent raw data. No moving average is applied to MS.
Figure S 2-4. Histograms of PC1 to PC3 scores for each facies. X-axis stands for the score value and y-axis shows the count.
Figure S 2-5. Histogram of CT-density values for each facies. X-axis stands for the CT-density value (HU) and y-axis shows the count.
Figure S 2-6. Histogram of $L^*$ values for each facies. X-axis stands for the $L^*$ value and y-axis shows the count.
Figure S 2-7. Histogram of MS values for each facies. X-axis stands for the MS value (10^6 SI) and y-axis shows the count.
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Abstract

The delineation of sediment facies provides essential background information for a broad range of investigations in the geosciences but is often constrained in quality or quantity. Two state-of-the-art evolutions in different disciplines (machine learning and sediment-core scanning) create innovative possibilities to cope with more comprehensive observations through computation, promoting a novel approach for automatic sediment-facies classification. This approach was developed using a regional-scale and high-resolution elemental dataset from sediment cores covering various sediment facies typical for the southern North Sea tidal flat, Germany. By accurately simulating the observational behavior of sedimentologists, an optimal machine-learning-built classification model (78% accuracy) involving a simple but powerful feature engineering is proposed. The model classifies the majority of sediment facies and highlights critical sections for further investigation. Research resources can thus be allocated more efficiently. Ultimately, it is expected to provide a generalizable blueprint to inspire more interdisciplinary research discovering findings at unprecedented depth.
3.1. Introduction

Sediment facies is defined as an assemblage of sediments that records specific characteristics of a depositional environment. It hence provides fundamental sedimentological information in space and time, which builds the necessary geological background for studying past surface processes on Earth. For instance, the change of sediment facies through time assists scientists in reconstructing the evolution of paleoenvironments. Moreover, the knowledge of sediment facies makes available a proper selection of geochemical proxies for a better interpretation of paleoclimatic variations. Exploring geological resources, such as for methane hydrates, oil and gas or offshore wind parks, also requires regional investigations of sediment facies. Basically, all research initiatives rely on the classification of sediment facies as a preliminary step.

Evolutions in computer science and computing power have brought machine learning (ML) techniques to various disciplines over the past two decades. Research has started to include ML to achieve in-depth scientific findings previously constrained by conventional methods and data resolutions. ML applications also have been introduced to the geoscience community, such as support vector machine, random forest and artificial neural networks. However, applications are still at an early stage. The sample size usually remains small and studies rarely apply a wide variety of classes (i.e., sediment facies or geochemical zones). Input data are mostly geophysical measurements (e.g., seismic profiles and borehole logging data) or laborious measurements (e.g., grain-size variation and quantitative element concentrations), which have resolution limits (tens of centimeters to meters in scale). Target classes are thus often homogeneous sediments (e.g., unique tephra layers) instead of complex units.
laminated stream channel deposits). Furthermore, the ML models’ decision commonly depends on individual data points rather than on comprehensive observations including adjacent data points, which compare much better to the way how sedimentologists work and investigate. All these factors limit its applicability; the same is true for the fact that developing codes are rarely open-source.

Evolution in core scanning techniques (e.g., X-ray fluorescence (XRF) core scanner, computed tomography and multi-sensor core logger) provides the possibility of acquiring near-continuous (μm-scale resolution), non-destructive and rapid measurements covering both geophysical and geochemical data from natural archives. A larger quantity of sediment investigation is thus integrated with higher spatial resolution and much more measuring details. Thus, data variety and size ascend to a new level, which helps resolve previously unachievable scientific questions (e.g., paleoclimatic variation and anthropogenic interaction with the natural environment). Moreover, this evolution facilitates the preservation of geoscientific knowledge since investigations are recorded digitally and promote the FAIR principles (especially reusability).

This approach aims at enhancing the automatic sediment-facies classification by overcoming most restrictions. This is inherited to the successes of two evolutions: ML and core scanning techniques. High-resolution elemental profiles obtained by XRF core scanning were acquired under the interdisciplinary WASA project from the UNESCO World Heritage-listed Wadden Sea in Northern Germany. This region belongs to a dynamic geological setting, where the environment varied due to the rapidly rising sea level during the Holocene from glacial (terrestrial) to shallow marine. Thus, the studied sediments provide comprehensive geochemical signals and broad coverage.
sediment facies, 53 core sections, 19k data points, for details: Figure 3-1 and Methods), spanning the Late Pleistocene throughout the Holocene. Instead of effortlessly applying ML algorithms, we tested different feature engineering methods (data transformations, principal component analysis - PCA) to simulate the sedimentologists’ observational behavior by extending the model’s single-point analysis to a multi-point analysis. Simple (logistic regression - LR) and complex (kernel support vector machine - SVC, random forest - RF) ML algorithms were included to compare their feature engineering-integrated performance. Careful evaluations involving cross-validation (CV) and tailor-designed measures were carried out during these steps to guarantee the generalization of the models.

The results indicate a noticeable benefit of feature engineering that empowers the use of simple ML algorithms, giving enhanced performance (78% accuracy) and applicability to a standard computer. In addition, the optimal model provides an outcome with a confidence level, which highlights critical parts of the sediment records to allocate more resources for analyzing and saving resources from the remaining sediments. The approach is expected as a blueprint to inspire further studies in geosciences regardless of data type, region and objective. More importantly, this is bringing interdisciplinary research to a new era based on state-of-the-art technological innovations.
Figure 3-1. Information (abbreviation, age and sedimentary environment) for facies occurring in the study area, a tidal flat in the northern German Wadden Sea (adopted from Capperucci et al. (2022)). The positions of the facies in relation to sea level and age are only for illustration. For details see: Table S 3-1.
3.2. Results

3.2.1. Contribution of feature engineering

A series of models were built to classify sediments using the high-resolution elemental profiles automatically. The performances from each combination of feature engineering and ML algorithms were evaluated by the mean accuracy of 5-fold cross-validation (CV) scores. The output and visualization of the grid search are presented in Supplementary Figure S3-5. The highest CV scores for each combination are illustrated in Figure 3-2a. The CV scores increase after data representations, and the rolling representation results in best scores. Only 5 out of 9 comparisons between using or not using PCA transformation indicate “including PCA” as the better feature engineering. Thus, there is no clear advantage of using a PCA transformation. After data representation, the complex ML algorithms (SVC and RF), which have the enhanced learning power of non-linearity, provide no noticeable advantage over the simple algorithm (LR).

Furthermore, the best models using each kind of data (Figure 3-2a, raw data: SVC with PCA, rolling data: LR without PCA, 2D data: LR with PCA) were evaluated in the test set. Figure 3-2b shows that the model using rolling data provides the highest accuracy (78%) and fewest boundaries (98). Its boundary amount is about 20 times of that given by sedimentologists (5), which is still significantly lower compared to the model using raw data output (591). The model using 2D data does not perform as well as the one with rolling data but is still better than raw data. When considering the large size of 2D data (9 times of rolling data), creating a burden for computing, the preference for the rolling data approach is confirmed.

The optimal model built on the best ML combination (LR learned from rolling data without PCA) indicates its increasing performance on laminated facies. When
comparing its accuracies of channel fill deposits (especially hcf, Figure 3-2c), to those of the model using raw data (Figure 3-2d), the misclassification to sand and mud flats is remarkably reduced. This points out that the rolling representation well describes the laminated characteristic of channel fill deposits, comprising two kinds of homogeneous sublayers (sand and mud). The optimal model does not classify those sediments separately but together as one facies to recognize a specific deposition environment. The simple algorithm is thus allowed to surpass more complex algorithms to the benefit of feature engineering. This finding offers an efficient way of applying automatic sediment-facies classification by demanding less computing power due to less model complexity.
Figure 3-2. (a) The best cross-validation (CV) score of each combination of feature engineering (data representations and principal component analysis - PCA) and ML algorithms (logistic regression - LR, kernel support vector machine - SVC, random forest - RF - classifiers). The CV score is relevant to the mean accuracy during CV iterations. (b) The fragmentation, quantified by the number of boundaries, and accuracy of the optimal model built from each data representation in the test set. (c-d) The modified confusion matrices describe the performance of the optimal models built from (c) rolling data and (d) raw data when applied to the test set. The y-axis represents the facies from lithological description by sedimentologists. The x-axis stands for the model-classified facies. The numbers represent the percentages of data in each row, i.e., recall in statistical terminology. For instance, at the top left of (d), only 3% of data points recognized as hcf by sedimentologists are correctly classified by the model while 51% of these data points are misclassified as mf by the model. For abbreviations refer to Figure 3-1.
3.2.2. Misclassification of the model

Besides the improvements that benefited from feature engineering, the optimal model has limitations causing misclassifications. Error analysis summarizes four main error-causing categories (Figure 3-3a). The first category with 63.6% occurrence frequency describes the situation that the predictions could be correct, but this facies change is omitted to fit a general picture of environmental interpretation by sedimentologists. This is because the capture of composite characteristics is limited by the initially defined (fixed) window size during the rolling representation. For those laminations or sediment sections having a thickness >32 mm (window size: 17 data points), the optimal model cannot identify them as composite facies. These misclassifications are often considered as minor sedimentary structures. For instance, minor low energy channel fill deposits are misclassified to high energy channel-fill deposits in core section N31-1 (Figure 3-3b), which might reveal a small-scale channel deepening. In fact, sedimentologists have a flexible observation window to identify facies, but our ML-based optimal model can only start from a local measurement and joins with nearby information. Therefore, these misclassifications should be considered as “the model looks too detailed” rather than classification problems.

Another error category is the transition boundary problem, having 41.2% occurrence frequency (Figure 3-3a). Figure 3-2c shows that the accuracies in peat, soil, Pleistocene eolian/fluvial deposits and Pleistocene marine sediments are relatively low compared to the other facies. In most cases, the boundaries between these facies are gradual and/or indistinct. It is difficult for sedimentologists to draw a clear separation between them via macroscopic observation and elemental variation. For example, soils developed from Pleistocene sediments, which makes them similar in their elemental
composition and causes confusion to the model. This cause of misclassification can be found in the boundaries of pt-so-pef (lower part of N71-4, Figure 3-3b).

The third category having 21.4% occurrence frequency (Figure 3-3a) is related to the limitation of macroscopic observation by sedimentologists. Sedimentologists describe these misclassified sediments with doubts since they are visually similar to several sediment facies. For instance, in N18-2 (Figure 3-3b) around 0.6 m depth, structureless sediments are described as eolian/fluvial deposits like its neighbors by sedimentologists. However, according to their elemental profiles, the optimal model classified them differently from the neighbors as Pleistocene marine sediments. This is reasonable because the Pleistocene sand flat sediments might be visually identical to the structureless eolian/fluvial deposits unless checking their diatom and geochemical data.

Subjective and opposing judgments also happen between sedimentologists. Our model provides a consistent judgment through its fixed and relatively small observation window. Only a few cases like wood fragments are misclassified as high energy shallow marine sediment, are out of the model’s ability. This material (3.7% occurrence frequency, Figure 3-3a) is not in the facies list of training data for model building. The detailed error-analysis result and comparison results are listed in Table S 3-2, Figure S 3-6 and Figure S 3-7.
Figure 3.3. (a) Error categories and their frequency in misclassifications of the test set. The sum of the frequency is not 100% because categories may co-exist. (b) Test set comparison between sedimentologists’ descriptions (blue) and predictions (orange) of the optimal model built using LR from the rolling data without PCA transformation. The core images and error category labels (marked in the color code of (a) are attached. For abbreviations refer to Figure 3-1.
3.2.3. Highlighting critical segments

Our optimal model estimates the confidence level of each classification. Figure 3-4a demonstrates an example of the probability distribution along the core depth of one selected core section. If the model has low confidence in its classification, the probability values are dispersed along the facies. In contrast, the high probability in a specific facies stands for the model’s confident decision. To more conveniently recognize the confidence level of our model, the maximum probability among facies for each data point is extracted (Figure 3-4b). The higher the maximum probability value, the more confident the decision is.

The relation between the model’s confidence level and its error rate is illustrated in Figure 3-4c. The misclassifications (labeled as incorrect) mainly have a low maximum probability, suggesting that the more uncertain our model is, the more likely it is wrong. Empirically, the model’s classification has a higher chance of being wrong when the maximum probability value is <0.3. Therefore, sedimentologists can focus on sediment sections with a low maximum probability to carry out further examinations, such as microscopic observations or quantitative geochemical analyses, while adopting the automatic classification done by the model if the maximum probability is >0.3. This provides a valuable outcome by highlighting the critical part where the expertise and experience of sedimentologists are needed for correct facies classification. When applying the model to the whole dataset of WASA (all 92 cores, 383 sections, 159k data points), only 1% of the sediments are marked as critical requiring further analysis.
Figure 3-4. (a) Probability along core section N31-1. The probability of each facies in each data point is visualized in bars and projected to a heatmap above (the deeper the blue, the higher the probability). (b) The maximum probability for each data point is plotted along with the core image. For abbreviations refer to Figure 3-1. (c) Bi-plots of (1) distribution of the maximum probability in the groups of correct and incorrect classifications and (2) error rate for each interval of the maximum probability in the test set.
3.3. Discussion

Our study provides not only a model to automatically classify sediments from the Wadden Sea in Germany, but can also be considered as a methodological blueprint for projects, regardless of the type of data and the region investigated. Compared to other studies developing automatic classification of geological records\textsuperscript{25, 36, 37}, our approach has elevated the application to a new level, which is neither restricted by the dimension of input data nor its spatial coverage and facies variability. A simple but powerful recipe of feature engineering (centred log-ratio transformation and rolling representation) is proposed to fit the specific needs of sedimentological applications after testing several combinations of feature engineering methods. The best model does not need complex ML algorithms (SVC and RF), thus reducing computation time and model size.

A possible reason explaining the usefulness of rolling representation is its combination of measurements (i.e., geochemical properties) and heterogeneities from the sample and adjacent sediments. This data representation moves from a single-point observation to a multi-point (window-sized) observation, which simulates human observation by considering the context of sedimentary features to define the sediment facies. The rolling mean draws an overall elemental fingerprint of the sediments, while the rolling standard deviation describes heterogeneity within this fingerprint.

The comprehensive evaluation of the model is estimated by using robust cross-validation in the training set as well as boundary amount and balanced accuracy in the test set. Based on a performance of 78% accuracy, most misclassifications – often described as unavoidable bias\textsuperscript{113} – are discussible and acceptable. More importantly, the quantified confidence level helps sedimentologists invest more effort in the critical parts of the sedimentological record by saving resources from rather simple but often vast
sediment sections. This progress may redistribute resources more efficiently in future studies.

As mentioned for the model’s limitations, our approach has not yet fully simulated the sedimentologist’s behavior. With a flexible observational window and a bigger picture of environmental interpretations in mind, the complex or customized architecture of neural network algorithms, like long short-term memory, may cause improvements. In addition, elemental profiles may not be sufficient. The data dimension could be enlarged, e.g., by including image data or developing a higher data coverage. Also, more sediment facies can be considered, which should boost the success of automation.
3.4. Methods

3.4.1. Data acquisition

This study was developed under the framework of the interdisciplinary Wadden Sea Archive (WASA) project. Ninety-two sediment cores (length: up to 6 m, diameter: 8 and 10 cm) were recovered from tidal flats, channels, and offshore around the island of Norderney. A team of sedimentologists carried out lithological descriptions and sediment-facies interpretation through macroscopic observation. High-resolution elemental profiles were acquired from a COX Itrax-XRF core scanner at the GEOPOLAR lab, University of Bremen, scanned at a fixed setting and subsequently processed by the Q-spec software (version 2015; COX Analytical Systems). Twelve elements (Si, S, Cl, K, Ca, Ti, Fe, Br, Rb, Sr, Zr, Ba) were chosen based on signal reliability. All data and information were adopted from a previous study that compiled the geochemical and geophysical measurements of the sediment cores. Fifty-three representative sediment core sections (length: <1.2 m, locations: Figure S 3-1a, with 19,823 data points) covering 11 sediment facies (Figure 3-1) were selected for this approach in order to constrain computing time. Data points representing cracks and rough or uneven sediment surfaces were excluded. The facies labels extracted from lithological descriptions and elemental profiles were aligned according to their depth.

3.4.2. Feature engineering

The developing scheme of this study is demonstrated in Figure S 3-2a. The dataset was randomly split into training and test sets for a robust evaluation. The test set contains one section for each facies while the remaining sections were used for training. A series of feature engineering methods (i.e., data transformations in ML terminology) were deployed to enhance the performance of the models built by supervised ML algorithms.
Then, combinations of these methods were tested to find the most useful one. The steps are the following:

Elemental data were normalized by the geometric mean in each data point to eliminate the variance caused by the machine and the sediment itself, such as XRF tube aging, water content and grain size, to achieve a better prediction. In addition, the logarithm was applied to free the normalized data from asymmetry and closed-sum effects. Together, this data treatment is called centred log-ratio transformation, which is commonly applied to compositional data.

To capture the composite characteristic of sediment facies, the neighboring information of each data point needs to be included to the data point. We propose two data representations for comparison. The first is rolling representation, where the dataset is represented by a centered moving mean and its standard deviation (Figure S 3-2b) for each element. The moving window size was set to 17 data points since the step-size resolution of the Itrax XRF core scanner is 2 mm and the thickness of beddings is predominantly <1 cm for studied sediments. The second is called 2D representation. It collects adjacent data points as a chunk of data (17 data points * 12 elements) and raveled them to an array of new dimension (Figure S 3-2c). This approach is common in image analysis, which transforms a 2D pixel data matrix to a 1D array. These representations were implemented for each core section individually to prevent the model building from data snooping.

In the next step, the represented dataset was standardized to zero mean and unit standard deviation, which is essential for some ML algorithms. Principal component analysis (PCA) with correlation matrix and whitened settings was included in the workflow to discuss its need in feature engineering. Yet, the standardization was not
applied to the dataset for the combination of random forest classifier (RF) without PCA because RF is not sensitive to the variable’s scale difference.

### 3.4.3. Model building and evaluation

After feature engineering, three algorithms were applied to learn the dataset and to build models to classify sediments into facies by analyzing elemental profiles automatically. Logistic regression classifier (LR) using ‘lbfgs’ as solver and L2 regularization was selected from linear algorithms. Kernel support vector machine (SVC) and RF classifiers were selected from sophisticated non-linear algorithms. The kernel technique of SVC allows exploring data relations in the infinite space, which includes element ratios. The algorithms were implemented with the balanced class (i.e., facies) weights to deal with our imbalanced facies distribution (Figure S 3-1b).

Prior to the final evaluation, an exhaustive search for parameters using 5-fold cross-validation (CV) was utilized to (1) assess the usefulness of data representation, (2) evaluate the need of using PCA and (3) fine-tune parameters (LR: C, SVC: C and γ, RF: n_estimators and max_depth) for building models. In brief, those parameters control the regularization strength of an algorithm to achieve a better generalization.

During each iteration of CV, the training set was split into two sets (2nd training and validation sets) following the splitting strategy mentioned above. The 2nd training set was learned by a pipeline composed of feature engineering and algorithm with specific parameters to build a model. The model’s performance was evaluated by its accuracy for the validation set. Instead of using simple accuracy, which calculates the overall percentage of the correct predictions, we used “balanced accuracy”, a macro-average of recall scores per class or, equivalently, the mean of accuracies from 11 facies for evaluation. This helps with the search for optimal parameters that build models predicting
all facies fairly well rather than predicting the dominant facies only. A mean validation accuracy (CV score) was calculated after iterations, which is more robust in facing data heterogeneity. In total, 18 CV scores were collected from the best CV scores of each combination (3 kinds of data, with or without PCA, 3 algorithms).

Once the optimal parameters were decided based on CV results, these algorithms learned the whole training set to build optimal models. The test set was then used for evaluating the models’ performances. The performance was described by balanced accuracy, demonstrated in a modified confusion matrix, and the number of boundaries, describing the fragmentation problem of predicted facies.

Error analysis was also carried out on the test set to investigate the underlying causes of misclassifications and consequently prioritize possible improvements. Misclassifications were thoroughly checked via both elemental profiles and images to summarize error categories. Each misclassification was given one or multiple error categories. In the end, the occurrence amount of each category was divided by the total amount of misclassification as frequency, i.e., the category’s contribution.

All computations and visualizations were conducted using the SciPy ecosystem in Python. The function of providing model probability was adopted from the well-developed Scikit-learn package.
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3.6. Supplementary materials

Data Will be available on Pangaea. All computer codes and instructions are open-access on https://github.com/dispink/WASA_faciesXRF.

3.6.1. Material and methods

Table S3-1. Description of sedimentary facies occurring in the sediments of the northern German Wadden Sea (adopted from Capperucci et al. (2022)).

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Facies</th>
<th>Abbreviation</th>
<th>Sea level</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holocene</td>
<td>high energy shallow marine</td>
<td>hsm</td>
<td>marine</td>
<td>subtidal, coarse-grained sediments, e.g. shoreface, foreshore and channel lag</td>
</tr>
<tr>
<td></td>
<td>high energy channel fill</td>
<td>hcf</td>
<td>rising sea-level</td>
<td>subtidal, laminated coarse-grained sediments</td>
</tr>
<tr>
<td></td>
<td>low energy channel fill</td>
<td>lcf</td>
<td>subtidal, laminated fine-grained sediments</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sand flat</td>
<td>sf</td>
<td>fine-grained sediments</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mud flat</td>
<td>mf</td>
<td>intertidal environment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>lagoon</td>
<td>la</td>
<td>brackish environment/salt marsh</td>
<td></td>
</tr>
<tr>
<td></td>
<td>peat</td>
<td>pt</td>
<td>terrestrial</td>
<td>including different peat types</td>
</tr>
<tr>
<td></td>
<td>soil</td>
<td>so</td>
<td>terrestrial</td>
<td>developed on Pleistocene material</td>
</tr>
<tr>
<td>Late Pleistocene</td>
<td>intertidal/marine</td>
<td>pm</td>
<td>marine</td>
<td>marine sediments</td>
</tr>
<tr>
<td></td>
<td>eolian/fluvial</td>
<td>pef</td>
<td>terrestrial</td>
<td>structureless / unclear</td>
</tr>
<tr>
<td></td>
<td>moraine</td>
<td>mo</td>
<td>terrestrial</td>
<td>glacial sediments</td>
</tr>
</tbody>
</table>
Figure S 3-1. (a) Location of coring sites in northern Germany with selected coring locations (orange dots in inserted map). (b) Number of data points and core sections for each facies. There are 19,823 data points and 53 sections in the selected dataset. Some sections have multiple facies. For abbreviations refer to Table S 3-1.
Figure S3-2. (a) Developing scheme of this study. Illustrations of data representation for (b) rolling and (c) 2D approaches. The exemplary moving window contains raw data points of two element intensities (Fe and Si) in three depths. In (b), the raw data points are represented by the rolling mean and standard deviation (s. d.) of adjacent data points. In (c) the raw data points are represented by directly including the adjacent data points like a 2D image and raveled.
3.6.2. Grid searching results

The grid searching for optimal parameters of 18 combinations (3 kinds of data, with or without PCA, 3 supervised ML algorithms) are visualized in Figure S 1-3. The table of the compiled grid search results is stored as r_grid_all_20221020.csv. The optimal parameters are located either at the peak or plateau of the CV scores.

Figure S 3-3. Visualizations of the grid search using raw data. (a) LR, (b) RF without PCA, (c) RF with PCA, (d) SVC without PCA and (e) SVC with PCA.
Figure S 3-4. Visualizations of grid searching using rolling data. (a) LR, (b) RF without PCA, (c) RF with PCA, (d) SVC without PCA and (e) SVC with PCA.
3.6.3. Test set results

The test set has 11 core sections. Their comparisons between sedimentologists’ descriptions and predictions of the optimal model built using LR from the rolling data without PCA transformation are visualized in Figure S 3-6 and Figure S 3-7. Table S 3-2, stored in an excel file due to the large size, lists the error analysis result.
Figure S 3-6. Test set comparing sedimentologists’ recognitions (blue) and classifications (orange) of the optimal model built using LR from the rolling data without PCA transformation. The core images are attached. For abbreviations refer to Table S 3-1.
Figure S 3-7. Test set comparing sedimentologists’ recognitions (blue) and classifications (orange) of the optimal model built using LR from the rolling data without PCA transformation. The core images are attached. For abbreviations refer to Table S 3-1.

Table S 3-2. Error analysis result: error_analysis_20220406.xlsx
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Abstract

Geochemical variations of sedimentary records contain vital information for studying Earth’s history and to facilitate climate modeling and prediction. To obtain quantitative geochemical data in the laboratory is laborious, ultimately restricting their temporal and spatial resolution. Quantification based on fast-acquired and high-resolution X-ray fluorescence (XRF) core scanning data provides a solution to lift this restriction. Our study involves machine learning (ML) and powerful computing techniques to advance the quantifying progress. We target at calcium carbonate (CaCO$_3$) and total organic carbon (TOC) for quantification. The input data is raw XRF spectra instead of software-based extraction of elemental intensities to avoid bias and increase information. Our dataset consists of marine sediment samples retrieved from high- to mid-latitudes of the Pacific Ocean to extend the applicability of our quantification model from a core-specific to a multi-regional scale. The ML-built models are carefully evaluated in training and test sets as well as by a case study. The resulting models’ performance ($R^2$, CaCO$_3$: 0.96 and TOC: 0.78) is estimated with uncertainty. This allows us to generate high-resolution bulk chemistry records without losing accuracy in the study area.
4.1. Introduction

4.1.1. Importance and limitations of bulk geochemistry

The oceans collect an extensive output from continental weathering. These dissolved elements and particulate products are eventually deposited on the seafloor due to biological and geochemical processes. Therefore, seafloor sediments record the history of continents and oceans. Qualitative and quantitative analyses of sedimentary components and their physical properties are fundamental to provide information for reconstructing paleoenvironmental changes of continents and oceans. For example, calcium carbonate (CaCO$_3$) as one of the most important biogenic components of pelagic marine sediments has drawn growing attention during the past decades in fields like paleoceanography and marine biology. Deep-sea carbonates act as the main sink and source of regulating the atmospheric CO$_2$ concentration. In order to continue interpretation and further investigations, laboratory analyses to obtain the principal data are essential. In this case, the determination of CaCO$_3$ content (wt%) is commonly calculated from the difference between total carbon content and total organic carbon content (TOC wt%; see Materials and methods). However, these laboratory analyses require sufficient time and labor. The temporal and spatial resolution is hence restricted. As an analog, a ten-meter-long marine sediment core normally takes 1 to 1.5 week to acquire bulk geochemistry measurements in 10 cm resolution.
4.1.2. Advantages of XRF core scanning and its quantification

With the advantages of high-resolution ($\geq 100\mu m$), non-destructive and rapid measurements, XRF core scanning techniques may lift the restriction of resolution. A ten-meter-long and opened marine sediment core can be scanned in 3 days to obtain elemental profiles with a 1 cm spatial resolution and replicates. This method has thus contributed significantly to systematically recording high-resolution geochemical profiles in sediments. Moreover, its applicability covers from soft sediments to speleothems, corals, rocks and tree sections. Despite its advantages, the method has one major disadvantage: it only provides semi-quantitative measurements. The non-linear relation between quantitative and XRF measurements is caused by physical and matrix effects and a general lack of control on measurement geometry. As a result, quantification of XRF measurements has become a heated demand.

There are many stepstones on the path of quantifying XRF measurements. Several attempts to quantify elemental concentration from the XRF intensity via direct regression (i.e., Ordinary Squares Regression) have achieved moderate success (e.g., Weltje and Tjallingii (2008)). Weltje and Tjallingii (2008) improved the quantification by introducing the Additive log-ratio and the Main Axis Regression to the workflow. The relation between elemental concentration and XRF elemental intensities is carefully dealt with by using detailed mathematic derivation (XRF spectrometry theory and statistical theory of compositional data) and empirical tests. However, the power of quantification is limited to “relative” element concentration, which is constrained by the input element assemblage. As a follow-up, Weltje et al. (2015) proposed a next level of improvement to increase the accuracy and quantify “absolute” elemental concentrations. They modified the previous workflow by implementing Centred log-ratios and Partial Least Squares Regression.
The idea of covariance between matrix elements is hence included. Furthermore, it introduces Cross-validation (CV) to more rigorously evaluate the model’s predictive power. To make this workflow easier to be applied, the software Xelerate was developed supported by a statistically robust sampling scheme (http://www.mennobloemsma.nl/software.php).

Based on thriving computing power and machine learning (ML) techniques, a further stepstone of quantifying XRF measurements is reached. First, the application should not be limited to element concentration since there are other proxies, which are of interest for the scientific community and will benefit from high resolution, such as grain size, terrigenous input, opal, CaCO₃ and organic matter. Second, the elemental intensity to be quantified can be substituted by the emitted fluorescence energy and wavelength spectrum (in short: XRF spectrum, i.e., raw data), which records comprehensive information of scanned sediments but is a jump of two orders of magnitude in data dimension. The commonly used elemental intensity is generated after by processing the XRF spectrum. Fine-tuning of the related software settings needs care and experience. To produce semi-quantitative data rapidly, this procedure often receives less attention than necessary. Consequently, using the XRF spectra may avoid this manual bias, especially when dealing with a high quantity of sediment cores. Third, the data space of logarithm can be extended to an infinite non-linearity space efficiently by a mathematical trick, kernel function. It is expected to give learning algorithms higher capability to cope with the non-linear relation between semi-quantitative XRF and desired quantitative elemental measurements. Fourth, the application of a model was often considered as site- or even core-specific. Having a larger quantity data from a number of cores, a kernelized
learning algorithm may lift this limitation to build a large regional quantification model, which smoothens the process of acquiring high-resolution quantitative data.

Herein, we propose an approach of building models quantifying two commonly used geochemical proxies (CaCO₃ and TOC contents) from XRF spectra and involving ML techniques and high-performance computing, by using marine sediment cores that cover multiple regions from the northern and southern pelagic Pacific Ocean (Figure 4-1). Two preprocessing algorithms, Principal Component Analysis (PCA) and Non-negative Matrix Factorization (NMF), and three supervised ML algorithms, Ridge Linear Regression (LR), kernel Support Vector Machine (SVM) and Random Forest (RF), are included for searching the optimal model. PCA and NMF allow the extraction of essential information for facilitating the following learning process. SVM and RF are the algorithms capable of learning non-linear relation, while LR is a linear algorithm for comparison. The workflow is schematically shown in Figure 4-2. Hopefully, it will provide kick-off opportunities to include more measurements to cover extensive application of quantification, such as different proxies’ measurements and scanner types. Meanwhile, all the executive codes are open source. The users can easily adopt and modify the codes for their own study, rather than being restricted to a certain software.
Figure 4-1. Map of selected pelagic sediment cores, marked by colored dots related to individual labelled cruises. The yellow rhombus represents the case study core PS75/056-1.

Figure 4-2. Workflow for the approach.
4.2. Results

4.2.1. Determination of optimal models

The pilot test shows the workflow using SVM to learn from the NMF-transformed data provides the most promising results. The linear algorithm (LR) has disadvantages in giving good predictions compared to the SVM workflow. Consequently, this workflow was carried out for the training set. After grid searching for the parameters, the optimal models were built using the settings listed in Table 4-1. Details of the grid search results are provided with Supplementary Material.

Table 4-1. Parameter settings and scores for the optimal model of the analytes calcium carbonate (CaCO₃) and total organic carbon (TOC). n_components is for NMF. C and gamma are for SVM. Cross-validation (CV) score stands for the learning performance in the training set. N describes the data amount in each subset. \( R^2 \), 95% confidence interval (CI) and root-mean-square error (RMSE) estimate the performance and uncertainty of the optimal models in the test set and case study (core PS75/056-1). CI and RMSE both have unit as wt%. *Negative \( R^2 \) is considered as 0.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>n_components</th>
<th>C</th>
<th>gamma</th>
<th>CV score (( R^2 ))</th>
<th>Test set R²</th>
<th>95% CI</th>
<th>Case study</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaCO₃</td>
<td>4</td>
<td>100</td>
<td>1000</td>
<td>0.87</td>
<td>0.96</td>
<td>[-7.04, 7.00]</td>
<td>0.82, 6.66</td>
</tr>
<tr>
<td>TOC</td>
<td>13</td>
<td>10</td>
<td>1000</td>
<td>0.79</td>
<td>0.78</td>
<td>[-0.13, 0.13]</td>
<td>0*</td>
</tr>
</tbody>
</table>

4.2.2. Evaluations of test set and case study

As approaches tend to enhance the accuracy of the model in the training data only, this causes a common mistake while evaluating a built model. For example, there are 20 CaCO₃ and 100 XRF measurements in a core. Operators often try to find a regression between these 20 CaCO₃ and corresponding XRF measurements giving the highest \( R^2 \). They hence overestimate the regression’s accuracy outside of the training data. This is called overfitting in ML tasks. The model’s generalization beyond the training data should be equally important.
Our optimal model accuracies in the training set is evaluated by CV scores. Then, they were evaluated again in the test set. Table 4-1 shows our models have delicate accuracy in both training and test sets as represented by $R^2$. The test scores are equal or even higher compared to the CV scores, which excludes the effects of overfitting during training. The 95% confidence intervals estimate narrow and constrained uncertainties of the models. The goodness of fitting is visualized in Figure 4-3 (a).

The measurements and predictions with uncertainty in the case study are shown as a whole core variation example in Figure 4-3 (b). Some obvious errors appear in Figure 4-3 (b), but mostly they stay within the confidence interval. The models’ $R^2$ in the case study drops while comparing to the test set (Table 4-1). Yet, the root-mean-square errors (RMSE) remain in low values (CaCO$_3$: 6.66 wt% and TOC: 0.06 wt%), which are within the confidence interval calculated from the test set.
Figure 4-3. Measured versus predicted CaCO$_3$ and TOC contents in (a) the test set and (b) the case study of core PS75/056-1. The predictions are displayed with 95% confidence interval, which is shown in Table 4-1.
4.2.3. Outcome: quantified data of CaCO$_3$ and TOC

As the optimal models have satisfactory accuracy during evaluation, they were implemented to quantify the whole dataset of cores. The total number of data points with bulk geochemistry is increased from <2,000 to 57,240. As a result, for the core intervals which have not sampled for bulk geochemistry now have quantified values. All these high-resolution (1 cm) quantified CaCO$_3$ and TOC contents in the study area are available in Supplementary Material. In the whole quantified data, only 410 data points (0.72 %) are over 100 wt% and no negative value. Figure 4-3 (b) illustrates the improved resolution of bulk chemistry.

4.3. Discussion

There are two possible reasons to explain the good performance of our approach. First, the direct use of XRF spectra instead of elemental intensities after software processing helps the ML algorithms to learn the information without any bias caused by manual fine-tuning. This fine-tuning of software settings needs sufficient experience to adjust for sediment-property changes. For instance, the change of water content or organic matter acquires corresponding adjustments of the settings. However, these adjustments are commonly ignored due to the lack of experience or tedious labor when encountering long records, which leads to biased elemental intensities. Secondly, compared to software-processed elemental intensities or element ratios, the spectrum provides more hidden information recorded in the whole fluorescence signals (e.g., water content, organic matter). With the help of increasing computing power and non-linear ML techniques \textsuperscript{22, 23}, this information should no longer be waived. As a result, after learning from a certain amount of data points covering the entire variation of sediment properties,
our ML-built models are able to determine unbiased multi-elemental and matrix information and capable of quantifying the bulk measurements.

Although the $R^2$ of TOC in the case study is actually off when compared to the test set, it does not imply the degraded performance. The denominator of $R^2$ is the total sum of squares, which makes $R^2$ sensitive to the variance of the actual measurements. Hence, the dropping $R^2$ is misled by the limited variance in the case study (0.004) comparing to the variance in the test set (0.019) while its numerator (the sum of squares of residuals) remains stable. The steady RMSE in the case study proves this explanation. In fact, 0.06 wt% of TOC might actually below the detection limit of quantitative measurements.

Unlike conventional quantification methods (e.g., 16, 115 e.g., 16, 115 e.g., 16, 115 e.g., 13, 112 e.g., 13, 109 e.g., 13, 109 e.g., 13, 99 e.g., 13, 99 e.g., 11, 95 e.g., 11, 95), which build site- or core-specific models, our approach shows that general models can be constructed for quantifying CaCO$_3$ and TOC to multi-region synchronously. Our models have the ability of generalization, i.e., they are able to be implemented on cores other than those with bulk chemistry measurements. Thus, the demand of repeated building model is eliminated. Eventually, our models would be able to apply on the rest of the cores from the specified cruises which cover multiple sectors of Pacific Ocean. Our demand of conventional laboratory measurements is reduced noticeably. In this study, the laboratory measurements take only 3.5% of the total data amount (i.e., measurements in 1 cm interval). The needed amount laboratory measurements for building quantification model is greatly reduced.
4.4. Guidelines for applications

The concept of machine learning is data-driven, which means extrapolations might be risky for the models. Although SVM compared to tree-based algorithms (e.g., Decision Tree and RF) does not severely suffer from this issue and our data coverage is not small, it is better to be cautious. Another notable point is the boundary conditions of the data including the sediment type, sediment age range, XRF core scanner, X-ray tube and scanning settings while directly applying our models. Any changes of these categories might result different XRF spectra and lead to a mistaken prediction. An efficient way of examining boundary conditions is making sure that XRF spectra are produced with the same setting and scanner fall into our spectral range, which is listed in Supplementary Material. The rest boundary conditions of our dataset are stated in Materials and methods section for future applications.

For studies retrieving sediment cores in nearby regions: our models are ready to use as long as the cores are scanned by the same type of XRF core scanner, X-ray tube and settings. No laboratory measurement and high-performance computing is necessary. A common personal computer or laptop with capability of basic Python coding is sufficient for adopting our models. For the studies having cores far from our study area or using different core scanners: our workflow to build models is suitable for developing own models. The models and the developing codes are all opened on Github (https://github.com/dispink/CaCO3_NWP).
4.5. Conclusions

This approach successfully builds models that can quantify bulk chemistry directly from XRF spectra. The usage of XRF spectra reduces manual bias and increases input information for the ML algorithms. The wide data coverage and the power of ML and computing techniques lift the model’s limitation off the site-specific scale. Moreover, quantification of CaCO$_3$ and TOC contents is novel. Our optimal models’ generalization is guaranteed by carefully evaluating training and test sets and the case study. The uncertainty of predictions is estimated in 95% confidence interval from the test set.

All the retrieved cores from the northern and southern pelagic Pacific Ocean now could have quantified high-resolution (1 cm) bulk measurements, which can be adopted for further investigation like mass-balance and flux calculation. With enhanced resolution, the variation gives us possibilities to interpret more details and features from the records.

Guidelines are provided for future users. To make our multi-region models thoroughly inclusive, we are eager to incorporate more measurements, such as different core locations, scanner types and settings. Hopefully, this approach brings future studies a step forward to retrieve high-resolution quantitative bulk chemistry without losing accuracy.
4.6. Materials and methods

4.6.1. Sediment cores and bulk measurements

In this study, spectra of 27 XRF-scanned marine sediment cores, including published and unpublished records, together with their corresponding bulk chemistry measurements were examined (in total, 2285 TOC samples and 2222 TC samples; Supplementary Material). The investigated cores are mostly retrieved from two expeditions: cruise SO264 in the subarctic Northwest Pacific with R/V SONNE in 2018 and cruise PS97 in the central Drake Passage with RV Polarstern in 2016. Another four cores and the case study core were recovered in the Pacific sector of the Southern Ocean during PS75 in 2009/2010. Further two cores were recovered in the Okhotsk Sea during cruise KOMEX II with R/V Akademik Lavrentyev in 1998 and cruise SO178 in 2004. The cover area of all investigated cores is mainly spreading over the high- to mid-latitude Northwest Pacific (37°N-52°N) and the Pacific sector of the Southern Ocean (53°S-63°S), with a water depth coverage from 1211 m to 4853 m.

The investigated cores are dominated by pelagic sediments and mainly consist of calcareous and siliceous ooze, and non-carbonaceous fine-grained sediments. We use cores from the pelagic ocean instead of cores close to the shore to avoid influences of coastal erosion and fluvial input (organic matter, terrigenous input). The age range of the majority of the sediments spanned from Holocene to mid-Pleistocene $^{129-135}$. To determine bulk sediment parameters, immediately after opening of the sediment cores on board, we took syringe samples of 10 cubic centimeters in 10 cm intervals from the working halves of the core into pre-weighed glass vials. All samples were stored at 4°C until further shore-based processing. The samples in this study were weighed before and after freeze-drying, homogenized and measured for TC and TOC by
a CNS-analyzer (Elementar vario EL III) and a carbon/sulfur analyzer (Eltra CS-800) in the laboratories at AWI in Bremerhaven. The CaCO$_3$ content was then calculated from the difference between TC and TOC as follows:

$$CaCO_3 \text{ wt\%} = (TC - TOC) \times 8.333 \times 100\%$$

4.6.2. Setting of the Avaatech XRF scanning and data compilation

All XRF-scanning measurements were carried out with an Avaatech XRF core scanner at the AWI in Bremerhaven. The X-ray excitation scanning settings were 10 kV at 150 mA with no filter for a count time of 10 s, and a rhodium target X-ray tube was deployed. Sample distance was 10 mm, with a 10x12 mm slit size. In order to include comprehensive information and avoid the software bias, which could be caused by manual operation, the raw spectrum (2048 channels) for each scanning point was chosen instead of processed elemental intensities. The XRF spectra were normalized by the sum of channel signals for each data point to prevent bias from X-ray tube aging. The bulk geochemistry (CaCO$_3$, TOC) were collected and nature-logarithm transformed to avoid predicting negative contents later in the model. The XRF spectra were aligned to the bulk chemistry measurements by depth.
4.6.3. Pilot test

Quantifying the XRF spectra to bulk geochemistry is a regression task carried out by ML algorithms to learn the relation between both data. To find a suitable combination for preprocessing and supervised learning algorithms, the XRF spectra and CaCO$_3$ content from one of the recently retrieved cores (SO264-15-2) were selected as pilot data (data amount: 38). We tested two preprocessing algorithms (Principal Component Analysis - PCA and Non-negative Matrix Factorization - NMF) and three supervised learning algorithms (Ridge Linear Regression – LR, kernel Support Vector Machine - SVM and Random Forest - RF). PCA and NMF are commonly applied for source separation, extracting vital information from the data $^{27, 28, 136}$. SVM has abilities to explore data relations in the infinite non-linear space and tolerate data noise $^{120}$. RF provides a well-regularized learning power in non-linear space based on its tree-based design $^{119, 137}$. LR is an L2 regularized Ordinary Least Squares regression $^{117}$, included as a reference for the performance of the linear algorithm.

The n_component parameter for NMF was initially set following the PCA’s result (explained variances of principal components). The parameters (alpha for LR, C and gamma for SVM, max_depth and n_estimators for RF) control the regularization level of the algorithms, which affect under- and over-fitting issues $^{21, 73}$. There is no universally suitable value for them, so we intuitively grid searched parameters and found a set of optimal parameters, which builds a model with best performance. Since the data is not noise-free, this grid search was integrated with 5-fold cross-validation (CV) $^{117}$ to be robust. The score (performance) is presented by an averaged coefficient of determination ($R^2$) in CV.
4.6.4. Model training and evaluation

After specifying the workflow with the best score for the pilot test, the training set, split from the whole dataset (random 80% of data points, Figure 4-4), was used to train our model. The grid search was implemented again for finding optimal parameters, but integrated with 10-fold CV to increase the score’s statistic robustness. The final models for quantifying CaCO₃ and TOC were subsequently built by adopting the optimal parameters. Details of the grid search strategy are provided by Supplementary Material I.

Evaluating their performance in a pristine data subset is essential to understand the models’ generalization, i.e., how good our models are in quantifying bulk chemistry from other cores. The test set comprises the data left after partitioning the training set from the whole dataset (Figure 4-4). Since it is a set of random data, it cannot illustrate a comparison between measurement and prediction in a manner of whole core with uncertainty. This study also preserved a core of data, as a case study (PS75/056-1, Figure 4-4), to evaluate the built models’ performance. During evaluation, the models read the XRF spectra of this subset of data to predict CaCO₃ and TOC contents. The performance was calculated by $R^2$ and root mean squared error (RMSE) between actual and predicted values. Meanwhile, errors in the test set were used to construct 95% confidence interval based on the t-distribution. The uncertainty of our models was thus estimated.

All computations and visualizations were conducted using the SciPy ecosystem in Python.

---

73, 79, 80, 83, 124, 125.
Figure 4-4. Data distributions of CaCO3 and TOC for the whole dataset, training set, test set and case study.
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4.8. Supplementary materials

4.8.1. Detailed grid search results

During the pilot test, the number of components was chosen at 5 before the explained variance flattened (Figure S 4-1-(Left)). This number was also adopted later for the initial grid searching of Non-negative Matrix Factorization (NMF). Figure S 4-1(Right) indicates that the combination of NMF and kernel Support Vector Machine (SVM) gives the best performance ($R^2 = 0.91$). The Ridge Linear Regression LR) shows the slightly worse performance, while the Random Forest (RF) has the worst performance.

There are three parameters need to be fine-tuned in building models, n_components for NMF, C and gamma for SVM. Based on the Principal Component Analysis (PCA) result of the pilot test (Figure S 4-1), we initially tried n_components from 5. In each setting of component, ranges of C and gamma have been searched in logarithm to find the model having best performance. When the optimal combination of parameters locates away from the edge of plot (Figure S 4-2 and Figure S 4-3, i.e., ranges of parameters), it is chosen to build the optimal model. The optimal component amount for TOC model was set to 13, at the edge of searching range. The reason why not kept searching upwards is that the model’s fitting time extends noticeably after increasing it.
Figure S 4-1. Results in the pilot test. Left: Explained variance of each principal component. Right: The best performance ($R^2$) of each workflow.

Figure S 4-2. Visualization of CaCO3e’s grid search results. Left: Best CV score in each setting of $n_{\text{components}}$ for NMF. Right: CV score grid of the pair of SVM parameters under $n_{\text{components}} = 4$. The optimal pair of SVM parameters is marked by green circle.
**Dataset S1.** Grid search results in the pilot research:

pilot_grid_ridge_20210823.csv

pilot_grid_svr_20210318.csv

pilot_grid_rf_20210822.csv

**Dataset S2.** Grid search result of building models for CaCO$_3$ and TOC:

grid_caco3+toc_compile_20210823.csv

4.8.2. Info and exported data

**Dataset S3.** High-resolution quantified CaCO$_3$ and TOC: predict_20220104.csv

**XRF setting:** Avaatech XRF core scanner with the X-ray excitation scanning settings, 10 kV at 150 mA with no filter for a count time of 10 s, and a rhodium target X-ray tube was deployed.

**Dataset S4.** Spectral range of our dataset: spectral_range_20220104.csv
Supplementary Table. Station list of the studied cores for the whole dataset, and the relevant information including amount of measurements, dating methods, core age and reference: supplementary table_station list and info.xlsx
5. Concluding remarks and outlook

5.1. Trials of core scanning techniques

This work selected representative core sections in the Wadden Sea area to demonstrate data analysis using unsupervised ML (PCA) on multiple core scanning data (MS, CT, XRF, digital photography). A novel data visualization, density plot, was presented to characterize these scanning data in 8 ‘a priori’ recognized sediment facies (moraine, eolian/fluvial, soil, peat, lagoonal, sand flat, channel fill, and beach-foreshore). The result shows these sediment facies can be differentiated by their physical and chemical properties from the scanning data, which confirms that the human-made lithological descriptions can be reproduced by time- and cost-efficient (semi)quantitative and high-resolution digital measurements. Therefore, it gives the possibility to implement ML for further automatic facies classification using scanning data.

5.2. Automatic sediment facies classification

As a follow-up approach, more sediment core sections and facies were included. A series of feature engineering and supervised ML algorithms were implemented to develop an optimal model that can automatically classify sediment facies by reading elemental profiles acquired from the XRF core scanning. A simple but powerful feature engineering that elevates the efficiency of ML algorithm and simulates the behavior of sedimentologists is proposed. The model’s performance was carefully evaluated by involving domain knowledge (i.e., sedimentology). It has a promising accuracy (78%) and a minor issue of fragmentation. The restrictions of small data dimensions and target class variety were overcome in this approach by involving 20k data points and 11 sediment facies varying from late Pleistocene terrestrial deposits to Holocene shallow
marine sediments. Furthermore, the model offers a valuable ability, highlighting critical sediment sections for sedimentologists. This would increase the classification capacity by redistributing resources more efficiently.

Even though the errors made by the model are primarily unavoidable bias, we can still optimize our model to be more human by better simulation of sedimentologists’ behavior. With a flexible observational window and a bigger picture of environmental interpretations in mind, neural network algorithms’ complex or customized architecture, like long short-term memory, may cause improvements. In addition, more kinds of scanning data, like digital images and hyperspectral imaging, can be included for comparing performance. The result is expected to be a stepstone for developing a commercialized automation protocol including both the front-end data acquisition and back-end classification in the near future.

5.3. Bulk chemistry quantification

Besides the classification problem, the thesis presents another field of ML application, regression problem. High resolution of CaCO$_3$ and TOC variations in deep-sea sediments can now be acquired with less labor cost via this approach. The direct usage of XRF spectra to quantify these two bulk chemistry measurements reduces manual bias during software tuning. It also increases input information for the ML algorithms, which results in promising accuracies in the test set (R$^2$ of CaCO$_3$: 0.96, TOC: 0.78). The degradation of TOC model’s R$^2$ in the case study is misled by the extremely small variance of TOC values in the case study. When considering the RMSE, the model's performance is still acting within the 95% CI calculated from the test set. In addition, the broad data coverage (multiple regions from the high latitude of the Pacific Ocean) and
the power of ML techniques lift the model’s limitation off the site-specific scale that commonly happens in previous studies.

In the future, the power of quantification will be escalated by extending the data coverage in sediment type and core scanner settings. The information of these variances also needs to be included in the input data to assist machine learning. Moreover, the target class can be enriched to other useful proxies, such as diatom, opal contents and grain size, which we believe are in heavy demand.

**In summary**, the hypothesis proposed in the beginning is proved by including a more comprehensive database. The performance of automation empowered by ML is therefore enhanced by overcoming the limitation of small data coverage and applicability. Rigorous evaluation is simultaneously achieved to guarantee the progress. This thesis provides generalizable and fully open-source methodological blueprints for the presented works in order to facilitate the ML application in various geoscience subjects. The sustained advance of our capability for studying the Earth is then guaranteed. More groundbreaking discoveries will fuel the evolutions of science and civil community.
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