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Abstract

Turbulence in porous media is an important phenomenon in the industry. While turbulence reinforces heat and mass transfer, it also leads to more losses of kinetic energy. Turbulent flows can be calculated with direct numerical simulation (DNS) by solving the transient Navier-Stokes equations and hence accounting for all scales of turbulent motions without using any turbulence model. However, it’s impractical to apply DNS in engineering questions since DNS is too computationally expensive. Therefore, macroscopic equations in which the detailed geometry is not resolved are often used to compute convection in porous media.

The purpose of this thesis is to develop a macroscopic model for convection in porous media taking the effect of momentum dispersion into account. The developed model is based on the pore-scale prevalence hypothesis (PSPH) which states that the size of turbulent eddies is restricted by the pore size. A Laplacian term is applied to approximate the effects of macroscopic velocity gradient on momentum transport. The ratio of effective viscosity to molecular viscosity is expanded as a Taylor series concerning the local Reynolds number $Re_d$. The pore size as the characteristic length and the mixing velocity as the characteristic velocity make up the local Reynolds number $Re_d$. The pore size is identified by the square root of permeability (the ability of a porous media to transmit fluids). The two leading order terms of the Taylor series are adopted in the present PSPH momentum-dispersion model. The corresponding coefficients are determined by fitting the DNS results for flows in a regular porous medium bounded by a wall.

To validate the macroscopic model, three types of porous media (a porous medium bounded by two walls, a porous medium with two porosities, and a porous medium with two length scales) are applied. The macroscopic equations are solved with a finite volume method (FVM) while the DNSs are performed by using a Lattice-Boltzmann method (LBM). In the macroscopic simulations, the porous matrix is modeled with geometric parameters, whereas all detailed geometries of porous matrix are taken into account in DNS. The results imply that the momentum dispersion generally only affects the first
representative elementary volume (REV) near the wall boundary and is independent of the Darcy number $Da$ (the ratio of the permeability to the cross-sectional area). A series of test cases with a wide range of the Reynolds number, Darcy number, and porosity are performed. The results show that the model results are in good agreement with the DNS results.

To complement the PSPH and thus know the application boundary of our macroscopic model, the possibility of survival of macroscopic turbulence at high porosity is studied by using DNS and macroscopic simulations. The porous matrix with one or two length scales is applied. The large porous elements made of staggered arrays of square cylinders can stimulate strong macroscopic (large-scale) turbulence, while the small porous elements made of aligned arrays of spheres or cubes suppress the advent of macroscopic turbulence. The analyses are performed for various values of the Reynolds number, Darcy number $Da_n$ (the ratio of the permeability to the element size squared), pore-scale ratio, geometry of the porous matrix, and porosity. Instantaneous Q iso-surfaces, turbulent two-point correlations, integral length scales, premultiplied energy spectra, and turbulent kinetic energy are calculated from the DNS and macroscopic simulation results to measure the size of turbulent structures quantitatively and qualitatively. In all cases, the turbulent flow is fully developed. However, the length scale of turbulence is not considerably affected by the Reynolds number, Darcy number $Da_n$, and pore-scale geometry. The PSPH is valid when the porosity has small or medium values. At a sufficiently large Reynolds number, large-scale turbulence survives if the porosity is larger than a critical value. The DNS and macroscopic simulation results suggest that the critical porosity $\phi_c$ for the survival of macroscopic turbulence is between 0.93 and 0.98.
Zusammenfassung


Um das makroskopische Modell zu validieren, werden drei Arten von porösen Medien (ein poröses Medium, das von zwei Wänden begrenzt wird, ein poröses Medium mit zwei

und makroskopischen Simulation legen nahe, dass die kritische Porosität $\phi_c$ für das Überleben makroskopischer Turbulenzen zwischen 0.93 und 0.98 liegt.
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Nomenclature

Abbreviations

BGK Bhatnagar-Gross-Krook operator
CFD Computational fluid dynamics
DNS Direct numerical simulation
FVM Finite volume method
GPM Generic porous matrix
LBM Lattice-Boltzmann method
PISO Pressure-Implicit scheme with Splitting of Operators
PSPH Pore-scale-prevalence hypothesis
REV Representative volumetry element
REVs Representative volumetry elements

Dimensionless variables

$c_{B1}, c_{B2}, \cdots, c_{Bn}$ the coefficients of the Taylor series with respect to $Re_d$

$c_F, c_{F1}, c_{F2}, \cdots, c_{Fn}$ the coefficients of the Taylor series with respect to $Re_K$

$Da$ Darcy number about the ratio of the permeability to its cross-sectional area

$Da_n$ Darcy number about the ratio of the permeability to the element size

$L_x, L_y$ the longitudinal integral length scales in the parallel ($x_1$-) and transverse ($x_2$-) directions

$\bar{L}_i$ the dimensionless Laplacian terms

$Re_{cl}$ Reynolds number based the half channel height $H$

$Re_d = \frac{K|s_{D(i)}|}{\nu}$ Reynolds number based on permeability and magnitude of the strain rate
\[ Re_K = \frac{\sqrt{K_u D}}{v} \] Reynolds number based on the square root of permeability and the superficial velocity

\[ Re_p = \frac{u_m}{v}, Re_1 = \frac{u_a}{v}, Re_2 = \frac{u_b}{v} \] Reynolds number based on the pore size

\[ Re_s = \frac{u_m d_s}{v}, Re_l = \frac{u_m d_l}{v} \] Reynolds number based on the element size

\[ \bar{R}_i \] dimensionless drag terms

\[ \bar{u}_{Di} \] dimensionless superficial velocity

\[ \bar{x}_i \] dimensionless distance

\[ \bar{p} \] dimensionless pressure gradient

**Discretization**

\[ c \] velocity vector of particles

\[ c_i \] velocity vector of particles along with \( i \) direction

\[ c_s \] lattice speed of sound

\[ f(r, c, t) \] the probability of particles

\[ f_i(r, c_i, t) \] the probability of particles along with \( i \) direction

\[ f^{eq} \] collision distribution function

\[ f^{eq}_i \] collision distribution function along with \( i \) direction

\[ H(\cdot) \] the finite-difference representation of the spatial convective and diffusive fluxes of the momentum

\[ h \] uniform mesh size in LBM

\[ n \] time step

\[ N \] the number of cell centers in FVM

\[ p^* \] first corrected pressure

XX
$p^{**}$ second corrected pressure

time step

$u_f$ velocity at the interfaces of the grid cells

$u^*$ tentative velocity

$u^{**}$ first corrected velocity

$u^{***}$ second corrected velocity

$w_i$ the weight factor for $i^{th}$ direction

$\Omega$ collision operator

$\tau$ relaxation factor

**Hydrodynamic variables**

$A_i$ surface areas of pores

d element size

$d_l$ element size of large porous elements

d_s element size of small porous elements

$D_e$ size of the bed

$D_{ij}$ asymmetric tensor

$D_{P2}$ effective average particle or fiber diameter

$g_i$ applied pressure gradient

$H$ channel height

$K$ permeability

$L_i$ Laplacian term

$n$ unit vector normal to the surface areas of pores
$n_i$ unit vector

$p$ pressure

$r$ distance vector

$R_i$ total drag

$\hat{R}_i$ total drag far away from wall

$R_{Di}$ drag due to Darcy term

$R_{Fi}$ drag due to Forchheimer term

$R_{ij}$ overall two-point correlation

$\tilde{R}_{ij}$ non-turbulent two-point correlation

$\hat{R}_{ij}$ true two-point correlation

$s$ the pore size

$s_l$ the pore size of large porous elements

$s_s$ the pore size of small porous elements

$s_{Dij}$ the strain rate of the superficial velocity $u_D$

$S$ surface of the porous elements

$u_i$ fluid velocity

$u_D$ superficial velocity vector

$u$ velocity vector

$u_{Di}$ superficial velocity component

$u_{cl}$ mean velocity away from the wall in the channel

$u_m$ mean seepage velocity

$u'_i$ velocity fluctuation component
\( \bar{\mu} \) effective dynamic viscosity

\( \nu \) kinematic viscosity

\( \bar{\nu} \) effective viscosity

\( V \) cell volume

\( x_i, r_i \) distance

\( \rho \) density

\( \phi, \phi_s \) fraction of pore space to the total volume of porous media

**Other symbols/Notation**

\( e_i \) unit vector

\( \mathcal{E}_{ij} \) energy spectra

\( k \) macroscopic turbulence kinetic energy

\( k_i \) wavenumber along with \( i \) direction

\( Q = -\frac{1}{2} \frac{\partial u_i}{\partial x_j} \frac{\partial u_j}{\partial x_i} \) the second invariant of the instantaneous velocity gradient tensor

\( R_{ij}(r, x_0) = \langle u'_i(x_0, t)u'_j(x_0 + r, t) \rangle_t \) the averaged two-point correlation over time

\( \alpha, \beta \) model coefficients of Ergun’s equation

\( \Lambda = 2\pi/k_1 \) the maximum of wavelength

**Mathematical operators**

\( \langle \phi \rangle^V \) the averaging value over the whole volume

\( \langle \phi \rangle^i \) the averaging value over the fluid volume

\( \langle p \rangle^i \) the averaging pressure over the fluid volume

\( \langle u_i \rangle^i \) the averaging velocity over the fluid volume

\( \langle \langle u_i u_j \rangle^i \rangle^l \) the averaging momentum dispersion over the fluid volume
$\langle \cdot \rangle_t$  time-averaging
List of Figures

1.1 Examples of natural porous materials: (a) beach sand, (b) sandstone, (c) limestones, (d) rye bread, (e) wood, (f) human lung (Nield & Bejan, 2017) ................................................... 2

1.2 Schematic view of biological tissue ............................................................................. 5

1.3 Schematic view of the submerged canopies .................................................................. 6

1.4 Schematic view of CO₂ transfer from the soil ................................................................. 7

2.1. (a) Schematic geometry of the porous matrix; (b) one REV. ...................................... 16

2.2. Schematic geometry of the porous matrix ................................................................. 23

2.3. Applied pressure gradient $g_1$ versus Reynolds number $Re_K$. The porous matrix is made of arrays of spheres. $\phi = 0.48 \; (s/d = 1), \; K = 0.0026, \; c_{F1} = 0.049$, and $c_{F2} = 0.003$. The DNS solutions from a high-resolution mesh ($81^3$ grid points for each REV) and from a low-resolution mesh ($71^3$ grid points for each REV) are compared to indicate the numerical error. ......................................................... 24

2.4. Permeability $K$ versus porosity $\phi$ for porous matrices composed of spheres and cubes. The $K$ values obtained from DNS results are compared with the results from the Carman-Kozeny (Eq. 2.23) and Ergun (Eq. 2.26) equations ........................................... 25

2.5. The Forchheimer coefficient $c_F$ versus $Re_K$. The porous matrix is composed of spheres ($\phi = 0.48$) or cubes ($\phi = 0.42$). The values of $c_F$ in this study are calculated using $c_F = c_{F1} + c_{F2}Re_K$. $c_{F1}$ and $c_{F2}$ are determined from the DNS results. They are compared with the range 0.1-0.55 suggested by Nield and Bejan (2017) and the predictions of the Ergun equation (Eq. 2.26) ................................................................. 26

2.6. $c_B1$ versus porosity $\phi$ for different geometries of porous elements ......................... 27

2.7. $c_B2$ versus porosity $\phi$ for different geometries of porous elements ......................... 27

3.1. Interpolation stencils of face-neighboring cells ......................................................... 30
3.2. Grid structure and velocities with the D3Q19 discretization (Jin et al. 2015). 34
3.3. (a) bounce back scheme I; (b) bounce back scheme II. 36

4.1. Schematic geometry of the porous matrix. (a) The porous matrices made of 3-dimensional aligned-distributed spheres for DNS; (b) the porous matrices made of 3-dimensional aligned-distributed cubes for DNS; (c) the porous matrices for macroscopic simulations. 39

4.2. Instantaneous velocity magnitude. In (a) and (b), the porous matrix is composed of spheres, $\phi = 0.48$. (a) $Re_{ct}=98$, laminar; (b) $Re_{ct}=1730$, turbulent. In (c) and (d), the porous matrix is composed of cubes, $\phi = 0.49$. (c) $Re_{ct}=127$, laminar; (d) $Re_{ct}=2339$, turbulent. 42

4.3. $u_{D1}/u_{cl}$ and $\langle u_{D1}\rangle / u_{cl}$ versus the normalized distance from the wall $x_2/H$. The porous matrix is composed of cubes, $\phi = 0.49$, $Re_{ct} = 127$. Lines: $u_{D1}/u_{cl}$ obtained from continuous PSPH model results; hollow symbols: $u_{D1}/u_{cl}$ from REV-averaged PSPH model results; solid symbols: $u_{D1}/u_{cl}$ from REV-averaged DNS results. 42

4.4. $u_{D1}/u_{cl}$ and $\langle u_{D1}\rangle / u_{cl}$ versus the normalized distance from the wall $x_2/s$. The porous matrix is composed of cubes, $\phi = 0.49$, $Re_{ct} = 127$. 43

4.5. Streamwise velocity $\langle u_{D1} \rangle$ versus the normalized distance from the wall $x_2/s$ for different values of $Re_{ct}$. The porous matrix is composed of spheres (a) and cubes (b). Hollow symbols: PSPH model results; solid symbols: DNS results. Mesh1: $101^3$ grid points for each REV; mesh 2: $76^3$ grid points for each REV. 44

4.6. $\langle u_{D1} \rangle$ in the first REV next to the wall versus the applied pressure gradient $g_1$. The porous matrix is composed of cubes. (a) the whole range of values of the applied pressure gradient; (b) zoomed results in the turbulent regime. 46

5.1. Schematic geometry of a porous matrix with two porosities. (a) the domain for microscopic simulation, (b) the domain for macroscopic simulation. 48
5.2. Instantaneous velocity magnitude. The porous matrix is composed of cubes, $\phi_1 = 0.42, \phi_2 = 0.49$. (a) $Re_1 = 30$ and $Re_2 = 60$ (laminar flow); (b) $Re_1 = 454$ and $Re_2 = 860$ (turbulent flow).

5.3. REV-averaged streamwise velocity $\langle u_D \rangle^v$ versus the normalized distance from the wall $x_2/s$. The porous matrix is composed of cubes, $\phi_1 = 0.42, \phi_2 = 0.49$. (a) $Re_1 = 30, Re_2 = 60$ (laminar flow); (b) $Re_1 = 454, Re_2 = 860$ (turbulent flow). Mesh 1: $151^3$ grid points for each REV; mesh 2: $91^3$ grid points for each REV.

5.4. $\langle u_D \rangle^v$ in the first REV next to the wall versus applied pressure gradient $g_1$. (a) Cubes, $\phi_1 = 0.42$ and $\phi_2 = 0.49$; (b) cubes, $\phi_1 = 0.42$ and $\phi_2 = 0.54$.

6.1. Porous matrices used in the DNS study. (a) A porous matrix with two length scales (made of spheres); (b) a REV for the small porous element.

6.2. A porous matrix with only a large pore scale (made of bars) for macroscopic study.

6.3. Instantaneous velocity magnitude for porous medium with two length scales, $\phi_s = 0.70, Re_s = 620$. (a) DNS result; (b) macroscopic simulation result.

6.4. Applied pressure gradient $g_1$ versus Reynolds number $Re_l$, DNS results. The porous matrix is made of staggered arrays of bars. FVM and LBM results with different mesh resolutions are compared.

6.5. Distribution of $\langle \bar{u}_1 \rangle^{v,x_3}$ and $\langle \bar{u}_2 \rangle^{v,x_3}$ along the streamwise ($x_1$-) lines at $x_2/s_s = 0.5$ (squares), 2.5 (circles), 4.5 (up-pointing triangles) and 6.5 (down-pointing triangles). Solid symbols indicate DNS results and hollowed symbols indicate macroscopic simulation results. The porous matrix is “bars+spheres” with $\phi_s = 0.70$. The Reynolds number $Re_s$ is 436 (a, b) or 620 (c, d).

7.1 Porous matrices used in the study. (a) A porous matrix with two length scales (made of cubes and spheres); (b) a REV for the small porous element; (c) a porous matrix with only small pore scale (made of spheres); (d) a porous matrix with only large pore scale (made of bars).
7.2 Instantaneous turbulence structures for DNS results, color coding showing the instantaneous value of the vertical velocity \( u_2 \), \( Q/Q_M = 2 \times 10^{-2} \). Possible large-scale structures are indicated by circles. (a) Bars, \( \phi_s = 1.0 \), \( Re_l = 641 \), \( Q_M d_l^2 / u_m^2 = 4.8 \times 10^3 \); (b) Spheres, \( \phi_s = 0.70 \), \( Re_s = 545 \), \( Re_l = 1308 \), \( Q_M d_l^2 / u_m^2 = 2.04 \times 10^4 \); (c) Bars and spheres, \( \phi_s = 0.70 \), \( Re_s = 536 \), \( Re_l = 1286 \), \( Q_M d_l^2 / u_m^2 = 1.35 \times 10^4 \); (d) Bars and spheres, \( \phi_s = 0.98 \), \( Re_s = 564 \), \( Re_l = 3384 \), \( Q_M d_l^2 / u_m^2 = 2.01 \times 10^5 \)

7.3 Instantaneous velocity magnitude for macroscopic simulation results, “bars+spheres”. (a) \( \phi_s = 0.93 \), \( Da_n = 0.07 \), \( Re_K = 1302 \), \( Re_l = 5060 \); (b) \( \phi_s = 0.98 \), \( Da_n = 0.39 \), \( Re_K = 1225 \), \( Re_l = 1969 \); (c) \( \phi_s = 0.99 \), \( Da_n = 1.26 \), \( Re_K = 1135 \), \( Re_l = 1009 \); (d) \( \phi_s = 1.0 \), \( Re_l = 630 \)

7.4 Correlation points in two parallel planes (Uth et al., 2016)

7.5 Turbulent two-point correlations in the streamwise \( x_1 \) direction (a) and transverse \( x_2 \) direction (b) for DNS results

7.6 Turbulent two-point correlations in the streamwise \( x_1 \) direction (a) and transverse \( x_2 \) direction (b) for DNS results. Solid lines: “bars+spheres”, \( \phi_s = 0.98 \), \( Re_s = 564 \), \( Re_l = 3384 \); Dashed lines: “spheres”, \( \phi_s = 0.98 \), \( Re_s = 727 \), \( Re_l = 4362 \); Dash dotted lines: “bars”, \( \phi_s = 1.0 \), \( Re_l = 641 \)

7.7 Turbulent two-point correlations in the streamwise \( x_1 \) direction (a) and transverse \( x_2 \) direction (b) for macroscopic simulation results. The porosity \( \phi_s \), Reynolds number \( Re_l \) and \( Re_K \) are varied

7.8 Turbulent two-point correlations in the streamwise \( (x_1-) \) direction (a) and transverse \( (x_2-) \) direction (b). The porous matrix is made of staggered arrays of bars. FVM and LBM results are compared

7.9 Effects of the Reynolds number on the integral length scales for DNS results. (a) \( L_x/s_l, \phi_s = 0.70 \); (b) \( L_y/s_l, \phi_s = 0.70 \); (c) \( L_x/s_l, \phi_s = 0.98 \); (d) \( L_y/s_l, \phi_s = 0.98 \)

7.10 Effects of \( s_l/s_s \) on the averaged integral length scales, \( \phi_s = 0.70 \) for DNS results. The length scales are averaged in the range \( Re_s \in [436, 649] \). (a) \( \langle L_x \rangle/s_l \); (b) \( \langle L_y \rangle/s_l \)
7.11 Effects of the porosity $\phi_s$ on the averaged integral length scales for DNS results. (a) $\langle L_x \rangle / s_t$; (b) $\langle L_y \rangle / s_t$. ................................................................. 79
7.12 The averaged integral length scales for “bars+cubes” for DNS results. (a) $\langle L_x \rangle / s_t$; (b) $\langle L_y \rangle / s_t$. ................................................................. 80
7.13 Turbulent two-point correlations in the streamwise ($x_1$-) direction and transverse ($x_2$-) direction, “bars+spheres” for macroscopic simulation results. (a) $L_x$; (b) $L_y$. ........... 81
7.14 Pre-multiplied energy spectra for “bars+spheres”, “bars” and “spheres” for DNS results, $s_t/s_s = 4$. The peaks with the lowest wave numbers are indicated with solid circles. The values of $Re_s$ are 536 for “bars+spheres” with $\phi_s = 0.7$, 564 for “bars+spheres” with $\phi_s = 0.98$ and 545 for “spheres”, respectively. The value of $Re_l$ for “bars” is 641. ................................................................. 83
7.15 Pre-multiplied energy spectra for “bars+spheres” for macroscopic simulation results. The peaks with the lowest wave numbers are indicated with solid circles .......... 84
7.16 Pre-multiplied energy spectra. The porous matrix is made of staggered arrays of bars. FVM and LBM results are compared. ................................................................. 84
7.17 Normalized macroscopic turbulence kinetic energy $2\langle k \rangle / u_m^2$ versus porosity versus, $Re_l \rightarrow \infty$, $Da_n \in [0.3, 1.2]$, “bars+GPM”. ................................................................. 86
7.18 Reynolds number $Re_K$ versus normalized kinetic energy of macroscopic turbulence $2\langle k \rangle / u_m^2$, $\phi_s = 0.98$. ................................................................. 87
List of Tables

4.1. Main parameters for the DNS cases, LBM. The characteristic velocity is from the first REV near the wall boundary. The lowest and highest mesh resolutions for each porous matrix are shown. ................................................................. 40

4.2. Main parameters for the cases of macroscopic simulation, FVM. The characteristic velocity is from the first REV near the wall boundary. ......................................................... 40

5.1. Main parameters for the DNS cases and the macroscopic simulation. The characteristic velocity is from the first REV near the interface. The lowest and highest mesh resolutions for each porous matrix are shown. ............................................. 48

7.1. Main parameters for the DNS cases, LBM. The lowest and highest mesh resolutions for each porous matrix are shown. ................................................................. 63

7.2. Main parameters for the cases of macroscopic simulation, FVM. The lowest and highest mesh resolutions for each porous matrix are shown. ................................. 64

A1. Main parameters for the typical DNS cases, LBM. ........................................... 93
Chapter 1

Introduction

1.1 Scope of the study

This Ph.D. thesis is committed to macroscopic modeling of laminar and turbulent flows in porous media. Flow in porous media occurs in a range of engineering applications, such as compact heat exchangers, geothermal power plants, grain storage, heat sinks, and waste management (Nield and Bejan, 2017; Vafai, 2015; Ingham and Pop, 1998). However, the DNS accounting for the detailed geometry of the porous medium is often too expensive and the macroscopic model is more convenient. Therefore, a PSPH momentum-dispersion model (Rao et al., 2020) was developed to study turbulent convection in the porous media since turbulence is crucial to industry applications. This model is derived by volume-averaging the Navier-Stokes equations. The effects of the porous matrix on the losses of mechanical energy are approximated by the Darcy and Forchheimer terms. In this thesis, a Laplacian term is applied to model the effects of the macroscopic velocity gradients on momentum transport, which were ignored in the previous papers. The corresponding geometric parameters concerning the pore matrix are determined by fitting the DNS results.

The simulations are carried out using a finite volume method (FVM) and a Lattice-Boltzmann method (LBM). FVM is used to solve the macroscopic equations, whereas LBM is issued to indirectly solve the Navier-Stokes equations (DNS). The macroscopic PSPH model results and DNS results are compared to validate and verify mutually the two approaches.

Furthermore, the cheap, feasible, and efficient PSPH model and DNS are used to investigate the possibility for the survival of macroscopic turbulence. When the porosity (the fraction of pore space to the total volume of the porous medium) approaches 1, the macroscopic turbulence will emerge without the restriction of the porous matrix. The flow in the investigated porous media with periodic boundary conditions is fully developed. Multiple methods including turbulent two-point correlations, integral length scales, premultiplied energy spectra, and turbulent kinetic energy are adopted in this thesis to confirm the macroscopic turbulence in porous media with high porosity.
1.2 Relevance

A porous medium consists of a solid matrix with interconnected voids (Nield & Bejan, 2017). The solid matrix is assumed as rigid or undergoes negligible deformation. The voids among the solid matrix allow one single fluid or more fluids to flow through the porous media. In natural porous media, the solid matrix concerning the geometry and size is irregular. Examples include beach sand, sandstone, limestone, rye bread, wood, human lung, hair, coal, rock, and soil, see Fig. 1.1. For natural porous media, the porosity is normally lower than 0.6 (Nield & Bejan, 2017). Manmade porous media include cement, ceramics, composite materials, and high-porosity metallic foams. For manmade porous media, the porosity could approach 1, such as metallic foams (Nield & Bejan, 2017). At the University of Bremen, there is a graduate school working on porous media-related topics.

Figure 1.1. Examples of natural porous materials: (a) beach sand, (b) sandstone, (c) limestones, (d) rye bread, (e) wood, (f) human lung (Nield & Bejan, 2017).

Flows in porous media are often laminar due to their low pore-scale Reynolds number (the characteristic length is the pore size), such as seepage through saturated and unsaturated layers. However, at certain conditions, the Reynolds number based on the pore-scale might exceed its critical value for laminar-turbulence transition and thus the flow can become turbulent. Turbulent flow in porous media is welcome in many processes (Bruant et al., 2002; Taheri, 2014) since it significantly enhances heat and mass transfer.
Understanding the flow in the porous media can help make contributions to the fast-growing global energy demand. Recently, the energy demand is increasing dramatically due to population growth and industrialization. Although renewable energy including solar, wind, geothermal, wave, and biofuels energy is receiving more attention and develops fast, it only accounts for around 10% of the primary energy production (Pickl, 2019). Traditional fossil oil and gas are still the main sources of energy and are strongly reliable. However, due to the limited resources, how to extract, transport, and store these valuable resources efficiently becomes considerably imperative. For example, the common methods to displace oil from the reservoir into the well are carbon dioxide and water injection. Multiphase flow in porous media is important in these processes. Understanding these effects of porous media on the flows could increase traditional crude oil production recovery efficiency. Experiments are performed to investigate the transport abilities of liquid in porous media (Grebenyuk et al., 2016, 2017). Another application is how to store the hydrogen in porous media for safe and efficient large-scale energy storage, see e.g. Heinemann et al. (2021). This would help enable a hydrogen-related economy and protect the environment. In general, understanding the effects of the flow in the porous media deeply could contribute to the optimization in industrial processes including oil recovery and gas storage.

Turbulence in porous media has important applications in industry, such as compact heat exchangers, geothermal power plants, grain storage, heat sinks, and waste management (Nield and Bejan, 2017; Vafai, 2015; Ingham and Pop, 1998). For example, since macroscopic turbulence in porous media increases effective thermal conductivity, the charging process of the thermal storage tank in the adsorption heat pump cycle can be improved (Taheri, 2014). And the energy efficiency of heat sinks is improved by turbulence, which could be wildly used in heating or cooling systems to save energy (Siavashi et al., 2019). For example, heat exchangers with open-cell aluminum foams are more efficient to dissipate large amounts of heat (Boomsma, 2003) due to the dramatically increasing overall effective thermal conductivity (Calmidi and Mahajan, 1999). Hsu et al. (1993) argue that the turbulence inside an inert porous matrix contributes to the combustion process, such as higher burning speed and volumetric energy release rates, higher combustion stability and the ability to burn gases, and low energy content. de Lemos (2009) investigated reactive turbulence flow in porous media to determine the effects of turbulence in smoothing temperature distributions.
The effects of porous media on the flow are also applied to the cooling system of gas turbines (Cerri et al., 2007). During the transpiration cooling process, the porous media wall separates the coolant gas and hot gas stream on each side of the wall. The coolant gas flows through the porous media and mixes with the hot gas. The mixed gas layer reduces the heat flux from the hot gas to the porous media wall, which increases the thermodynamic efficiency. Dahmen et al. (2014) used numerical simulations to research cooling efficiency using porous media models, which could be applied to cool rocket thrust chambers. The geometry of porous media was investigated in detail to increase the performance of the cooling system (Scrittore et al., 2007).

Flows in porous media are also relevant to heat transfer in human tissues. The tissues can be considered as pores, whereas the blood is seen as the fluid through the voids between the pores, see Fig. 1.2. Blood convection and metabolic heat generation in the human body cause heat transfer which is referred to as bioheat (Khaled & Vafai, 2003). If the tissue temperature is over 50°C, tumor tissue is destroyed while the surrounding healthy tissue is protected (Tucci et al., 2021). Therefore, bioheat is the basis for the human thermotherapy and thermoregulation system (Sanyal & Maji, 2001; Khaled & Vafai, 2003). Fan & Wang (2011) attempted to set up an accurate model for bioheat by the porous media theory. The porous media theory is most appropriate to treat bioheat because it makes fewer assumptions compared to other bioheat transfer approaches (Khaled & Vafai, 2003; Khanafer & Vafai, 2006). Volume averaging theory is adopted in the field of fluid-saturated porous media to present a general set of bioheat transfer equations for blood flows and its surrounding biological tissue (Nakayama & Kuwahara, 2008; Roetzel & Xuan, 1998).
Turbulence in porous media is also relevant to canopy flows. Examples include the flows in porous canopies made of trees, vegetation, or buildings (Meroney, 2007). These canopies usually have large porosities (typically >90%, see Ghisalberti & Nepf, 2009) and high permeability (the ability of a porous media to transmit fluids, $10^{-4} - 10^{-1}$ m$^2$, see Rubol et al., 2018). Whether macroscopic turbulence can survive or not in porous media is a significant question for these applications. Macroscopic turbulence might enhance pollutant removal in the wetland (Serra et al., 2004), benefit vegetation by augmenting nutrient uptake and/or gas exchange (Nepf, 2012), influence biological and ecological mechanisms (de Langre, 2008). One type of macroscopic turbulence is generated due to Kelvin-Helmholtz stability which occurs at the canopy interface, see Fig. 1.3. Many studies about this type of macroscopic turbulence can be found, see Breugem et al. (2006); Suga (2016); Kim et al. (2020) as examples. Nepf (2012) indicated that the lower canopy, which is far below the interface, is associated with pore-scale turbulence. However, when the lower canopy has more than one length scale, the large-scale turbulence stimulated by the large porous elements (e.g. tree trunks in a forest canopy) can be also interpreted as macroscopic turbulence.
This macroscopic turbulence might survive if it cannot be suppressed by the small porous elements (e.g. tree leaves, stems, or grass).

In addition, turbulence in porous media can be applied in urbanization, where the city is seen as a porous medium. Hang and Li (2010) considered the buildings as porous matrix and the distance between buildings as void space. Macroscopic turbulence can help blow air pollutants in a city away efficiently, which is essential to people's health. Antohe & Lage (1997) derived a two-equation turbulence model of incompressible flow to study the macroscale flows in the city. A turbulent flow model was developed to study airflow in an urban canopy by macroscale flow experiments and numerical simulations (see Brown, 2001; Lien et al., 2004). Besides, macroscopic turbulence can enhance the diffusion capacity of the heat environment and contributes to addressing global warming, particularly in cities. The mechanism of buoyancy and turbulence-driven atmospheric circulation between low-level inflow and outflow in the upper mixed layer are studied by simulating the urban canopy (Fan et al., 2017). The effect of street aspect ratios on flow and heat transmission on the street (Chen et al., 2020a) and building heat storage on urban heat transfer (Chen et al., 2020b) are researched by a series of field experiments.

Another important application is how CO$_2$ is transported from the soil or snow to the atmosphere since soil and snow are essentially porous media (Winston et al., 1995), see Fig. 1.4.
Due to the increasing level of CO\textsubscript{2} in the atmosphere, global warming is becoming worse and the ecosystem is deteriorating. The understanding of the process that CO\textsubscript{2} is transferred in the upper layers of soil or snow is significant to geological studies regarding glacial ice and climatology. During the process, the atmospheric turbulence can affect soil gas transport greatly by inducing the pressure gradients (Bowling and Massman, 2011; Maier \textit{et al.}, 2012).

![Figure 1.4. Schematic view of CO\textsubscript{2} transfer from the soil.](image)

### 1.3 Research Motivation

Turbulence in a porous media can be calculated using direct numerical simulation (DNS), in which all geometrical details of the porous matrix and all scales of turbulent motion down to the viscous (Kolmogorov) scale are taken into account. However, DNS is often too computationally expensive and provides much more information than is usually needed, which is not practical in engineering applications. Therefore, flows in porous media are more often studied by solving macroscopic equations.

Macroscopic equations for simulating flow in a porous medium can be derived by time- and volume-averaging the Navier-Stokes equations (Pope, 2000; de Lemos, 2005). The effect of the porous matrix on the losses of mechanical energy is often approximated by the Darcy term $\frac{\nu}{K} u_{Di}$ when the flow velocity is low, which defines as:

$$\frac{1}{\rho} \frac{\partial p_i}{\partial x_i} = -\frac{\nu}{K} u_{Di}.$$  \hspace{1cm} (1.1)

Eq. 1.1 includes pressure $p_i$, distance $x_i$, the kinematic viscosity of the fluid $\nu$, permeability $K$ and the seepage velocity $u_{Di}$. The Forchheimer term $\frac{c_F}{K}|u_{Di}|u_{Di}$ is used to correct the Darcy equation when the velocity is high, which defines as:
\[
\frac{1}{\rho} \frac{\partial p_i}{\partial x_i} = -\frac{v}{K} u_{Di} - \frac{c_F}{\sqrt{K}} |u_{Di}| u_{Di},
\]

where \(c_F\) is a dimensionless coefficient. In a recent study, Lasseux et al. (2019) proposed a more accurate and complicated model that involves two effective coefficients for accounting for the time-decaying influence of the flow initial condition. However, the Darcy-Forchheimer equation is still the most widely used model for solving engineering problems.

Another alternative to the Darcy equation is known as the Brinkman equation, which defines as:

\[
\frac{1}{\rho} \frac{\partial p_i}{\partial x_i} = -\frac{v}{K} u_{Di} + \bar{\mu} \frac{1}{\rho} \frac{\partial^2 u_{Di}}{\partial x_j^2},
\]

where \(\bar{\mu}\) is the effective dynamic viscosity. A Laplacian term is introduced in the macroscopic momentum equation to model the effects of the velocity gradient, including the effects of momentum dispersion and molecular diffusion. In early papers, the effective dynamic viscosity \(\bar{\mu}\) in the Brinkman equation was assumed to have the same value as the molecular dynamic viscosity \(\mu\), see Brinkman (1947). However, the experiments by Givler and Altobelli (1994) show that \(\bar{\mu}\) may be different from \(\mu\), and the effects of this difference were investigated e.g. by Kuznetsov (1997). Later, Valdes-Parada et al. (2007) argued the effective dynamic viscosity is different from the fluid dynamic viscosity only for high porosity cases. By performing a series of numerical simulations, Vafai (2015) concluded that whether \(\bar{\mu}/\mu\) is larger or smaller than unity depends on the type of a porous medium. Ochoa-Tapia and Whitaker (1995) suggested that a value of \(\bar{\mu}/\mu\) can be approximated as \(1/\phi\), where \(\phi\) is the porosity of the porous medium. Thus, \(\bar{\mu}/\mu\) is larger than unity. Bear and Bachmat (1990) suggested \(\bar{\mu}/\mu\) to be equal to \(1/(\phi \tau^*)\), where \(\tau^*\) is the tortuosity of the porous medium and depends on the geometry of a porous matrix. Saez et al. (1991) also suggested that \(\bar{\mu}/\mu\) is close to the tortuosity which is thought to be less than unity. Based on the earlier work by Vafai and Tien (1981, 1982) and without strict validation, Hsu and Cheng (1990) proposed a momentum equation that models the momentum dispersion by the Brinkman term, in which \(\bar{\mu}/\mu\) is set to 1.

Some studies examined the validity of the Brinkman equation. Using the Green’s function approach, Durlofsky and Brady (1987) suggested that the Brinkman equation is valid for \(\phi > 0.95\). Rubinstein (1986) argued that the Brinkman equation can be used when \(\phi\) is as small as 0.8. Nield...
and Bejan (2017) argued that the Brinkman model breaks down when a large value of $\frac{\bar{\mu}}{\mu}$ is needed to match theory and experiment. Gerritsen et al. (2005) suggested that the Brinkman equation is not uniformly valid as the porosity tends to unity. Auriault (2009) stated that the Brinkman equation appears to be valid for flows through fixed beds of particles or fibers at very low porosity because it cannot be physically justified for classical porous media with connected porous matrices. However, in another recent study, Kuznetsov and Kuznetsov (2017) showed that the Brinkman model can fit experimental data when $\frac{\bar{\mu}}{\mu}$ is as large as 8 and reported the confidence intervals for the effective dynamic viscosity. In summary, it is still not clear whether a Laplacian term, such as one used in the Brinkman model, can be used as a reasonable approximation of momentum dispersion, especially when the porosity is small.

Some other studies suggested that the Brinkman term does not need to be taken into account in many applications since its effect is significant only in a thin boundary layer, see Nield et al. (2017), Tam (1969), and Levy (1981). However, in a recent DNS study, Jin and Kuznetsov (2017) showed that the Brinkman term may have an important effect near a wall when the flow is turbulent.

Jin et al. (2015) and Uth et al. (2016) studied turbulent flows in porous media using DNS and proposed the pore-scale-prevalence hypothesis (PSPH). The PSPH states that the size of turbulent eddies is restricted by the pore size. Jin and Kuznetsov (2017) further indicated that both turbulent motions and momentum dispersion are characterized by the pore size. Chu et al. (2018) confirmed the PSPH if the porous matrix is not sparsely packed. However, the effect of the pore size on momentum dispersion is not explicitly accounted for in previous models (Brinkman, 1947; Ochoa-Tapia and Whitaker, 1995; Hsu and Cheng, 1990).

Therefore, the first part of this thesis is to develop a PSPH model taking into account momentum dispersion based on the PSPH. Results of the PSPH model will be validated by the DNS results in which the detailed pore-scale geometry is accounted for. Through this study, whether the effects of the velocity gradient on momentum transport can be reasonably well approximated by using the Laplacian term will be answered.

The first part of this thesis focuses on a macroscopic model based on the PSPH, in which it is assumed that no macroscopic turbulence survives in porous media. However, the possibility for survival of macroscopic turbulence in porous media has been intensively studied in the past years. There are two distinct views on this question. According to the first view, macroscopic turbulence
in porous media is believed to be possible, see Lee & Howell (1991), and Antohe & Lage (1997). As a consequence, the transport of turbulence kinetic energy should be accounted for when there is macroscopic turbulence. Examples include the models by Prescott and Incropera (1995); Antohe & Lage (1997); Getachew et al. (2000); de Lemos (2012a). Macroscopic turbulence models have also been used to simulate flow in a porous matrix represented by a periodic array of square cylinders (Kazerooni & Hannani, 2009; Kundu et al., 2014). Belcher et al. (2012) suggested that canopy flows are characterized by the drag length scale rather than the depth of the canopy. However, it is not clear if the drag length scale is related to macroscopic turbulence.

In the second view, macroscopic turbulence is considered impossible because of the limitation on the size of turbulent eddies imposed by the pore scale, see Nield (1991, 2001), Nakayama & Kuwahara (1999), and Kuwahara et al. (1998) as examples. Using an experimental method, Tanino & Nepf (2008) suggested that the integral length scale of turbulence is determined by the minimum value of the surface-to-surface distance between cylinders and the cylinder diameter, both of which belong to pore-scales. They further proposed that only turbulent eddies with mixing length scale greater than the cylinder diameter contribute significantly to dispersion, which is the transportation of solute due to both time fluctuations and spatial deviations of microscopic velocity and species concentration. Through a direct numerical simulation (DNS) study of turbulent flows in a porous medium made of square cylinders, Jin et al. (2015) concluded the turbulent eddies are generally restricted by the pore size, leading to the pore-scale prevalence hypothesis (PSPH). Uth et al. (2016) and Jin & Kuznetsov (2017) confirmed the PSPH with the DNS results for different geometries of the porous matrix.

However, the PSPH has a certain limit of validity. If the porosity approaches 1, the effect of the porous matrix on the flow will disappear and macroscopic turbulence can survive under such a condition. In Uth et al. (2016), a second (large) element is imposed in the porous matrix, which stimulates strong large-scale turbulence. Their DNS results show that, when the porosity for the porous matrix made of small length scales is large enough, the macroscopic turbulence seems to survive. Chu et al. (2018) and Srikanth et al. (2018) also confirmed the existence of large turbulent structures for flows with large porosities. Therefore, the PSPH should have a critical value of porosity, beyond which macroscopic turbulence might survive.
The second part of this thesis is to find out in what conditions the large turbulent structures might survive. The macroscopic turbulence in porous media is studied deeply, which is helpful to canopy flow, urbanization, and heat transfer. In addition, the PSPH theory can be complemented and the accuracy of the PSPH model can be further confirmed and refined.

1.4 Utilized Numerical Framework

In this work, a Lattice-Boltzmann method (LBM) and a finite volume method (FVM) are both applied to complement and verify each other. The microscopic equations (DNS) are solved with LBM, whereas the macroscopic equations are solved with the FVM. The DNS results and macroscopic results reinforce mutually.

The FVM is an integral scheme by integrating across the area, whereas the finite difference method (FDM) is a differential scheme by approximating a local Taylor expansion. Therefore, the FVM scores over the FDM when the mesh is irregular. The computational domain is discretized into finite volumes and the different variables are stored in the cell or face centers in the FVM (Hirsch, 2007). These characters allow the FVM to tackle complex geometries. The solver is developed based on the open-source computational fluid dynamics (CFD) code OpenFOAM 18.12 (OpenFOAM, 2018) which is made up of an open-source C++ library that includes domain discretization, equation implementation, and numerical equation discretization separately.

Unlike the FVM which is a general method to solve nonlinear partial differential equations in integral form, the LBM indirectly is equivalent to solving the Navier-Stokes equations by a discretized form of the Boltzmann equation. The probability of the density is simulated by streaming and collision processes over a discrete lattice. Then, the physical velocity is calculated by the probability of the density. The algorithm, uniform mesh, and efficiency on massively parallel architectures make the LBM competent to deal with complicated environments. The LBM is implemented in the Palabos library 2.2.0 which is written in C++ (Latt et al., 2020). Its programming interface is comparatively friendly and easy to set up various fluid simulations. Furthermore, it allows for extended libraries and new models.

Both the LBM and FVM solvers have received intensive validations and verifications in the previous studies (Jin et al., 2015, 2017; Uth et al., 2016). Therefore, these numerical methods are directly used in this study. Typical DNS cases are calculated using different meshes to estimate the
uncertainty of the DNS solutions due to mesh dependence. Furthermore, the typical DNS results are compared with macroscopic results for validation of the PSPH model. Details about verification and validation are presented in chapters 4-7 and appendix A.

1.5 Goal & Achievements

The first purpose of this work is to derive a PSPH model for turbulent and laminar flows in porous media. Instead of expensive DNS, this cheap, accurate, and efficient model can be widely applied in industrial applications, such as compact heat exchangers, geothermal power plants, grain storage, heat sinks, and waste management (Nield and Bejan, 2017; Vafai, 2015; Ingham and Pop, 1998). Hence this thesis could contribute to alleviating the global energy crisis by increasing the efficiency of energy transport and storage. The bioheat could be understood deeply so that thermotherapy and thermoregulation systems can be enhanced by this PSPH model which takes both laminar and turbulent flows into account.

The second goal of this work is to find under what conditions large turbulent structures might survive and the PSPH might be invalid. This research complements the PSPH and confirms further the capability of the PSPH model. This research contributes to the study of canopy flow (Meroney, 2007) and urbanization where macroscopic turbulence influences biological and ecological mechanisms, helps blow air pollutants in a city away efficiently, and enhances the diffusion capacity of the heat environment. The optimization of the spread of canopy and urbanization could be strengthened.

1.6 Structure of the thesis

Chapter 2 focuses on the derivation of the macroscopic equations for flows in porous media. Firstly, the Navier-Stokes equations are volume averaged. Then, the Darcy-Forchheimer term is used to model the losses of the mechanical energy which is caused by the porous matrix. Furthermore, the process that a PSPH model is developed for flows in porous media is shown. Finally, how to determine the corresponding coefficients of the PSPH model is shown.

Chapter 3 is devoted to the numerical methods applied in the study. The FVM discretizes the Navier-Stokes equations by linear interpolation for spatial discretization and PISO algorithms for correcting the velocity. The LBM adopts the particle distributions to solve the Navier-Stokes
equations indirectly. The bounce-back model applied in the boundary conditions is to give second-order numerical accuracy.

Chapters 4-6 are devoted to the validation of the macroscopic equations. To validate the proposed PSPH model, the flow simulations are performed in three types of porous media including a porous medium bounded by two walls, a porous medium with two porosities, and a porous medium with two length scales. The macroscopic equations are solved with the FVM, whereas the microscopic equations (DNS) are solved with the LBM. The model results are compared with the DNS results in a wide range of the Reynolds number, Darcy number, and porosity.

In chapter 7, the microscopic equations (DNS) and the developed PSPH macroscopic model are used to find the critical value of porosity above which the large turbulent structures might emerge. The turbulent flow with various values of the Reynolds number, pore-scale ratio, geometry of the porous matrix, Darcy number, and porosity is simulated in porous matrices with one or two length scales. Turbulent two-point correlations, integral length scales, premultiplied energy spectra, and turbulent kinetic energy are adopted to find the critical value. At the end of the chapter, the capability of using this PSPH model is further investigated by comparing DNS results and macroscopic results.

Finally, in chapter 8 the main conclusions in the dissertation are shown and the outlooks of further work are discussed.
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Chapter 2

Mathematical models and equations

2.1 Introduction

In this chapter, the derivation of the PSPH model is introduced in detail. Although the DNS takes into account all scales of turbulent motions, it is too expensive to apply in industrial applications. Therefore, turbulence models in porous media are more popular. However, in previous studies (e.g. Brinkman, 1947; Ochoa-Tapia and Whitaker, 1995; Hsu and Cheng, 1990), the effect of the pore size on momentum dispersion was ignored. In this chapter, the effects of the macroscopic velocity gradient on momentum transport are accounted for and approximated by a Laplacian term. A Taylor expansion is made for the effective viscosity with respect to the local Reynolds number. The corresponding model constants are determined by fitting a series of DNS cases in chapter 2.

2.2 The properties of porous media

Porous media are widely spread in nature, such as beach sand, sandstone, and the human lung. Fluid flow through the void of porous media is important in many applications, such as waste storage in deep geological formations, water, and contaminants in aquifers. To deprive macroscopic models for fluid flows in porous media, it's necessary to study the main properties of porous media first.

2.2.1 Porosity

The porosity $\phi$ of a porous medium is defined as the fraction of pore space to the total volume of the porous medium, precisely

$$\phi = \frac{V_f}{V_s + V_f}$$

(2.1)
where $V_s$ and $V_f$ are the solid and fluid volumes, respectively, and $V_s + V_f$ is the total volume of the porous medium. According to the definition, the value $\phi$ is between 0 and 1. The smallest porosities in common materials can be around 0.012, as in coal and concrete. The largest porosities can approach the value 1, as in porous canopies (Meroney, 2007) and metallic foams. In this work, the porous medium is considered a rigid or non-deformable domain. Thus, the porosity is a non-changing value.

2.2.2 Permeability

The permeability $K$ is the ability of a porous media to transmit fluids. It is commonly estimated by the ratio of the flow rate to the applied pressure according to Darcy law. Its dimension is (length)$^2$. The coefficient $K$ is independent of the nature of the fluid but depends on the geometry of the porous medium. In isotropic porous media, the permeability is independent of the direction. In this thesis, the considered porous media are assumed isotropic and the permeability is hence a scalar.

2.2.3 REVs

In porous media, representative elementary volumes (REVs) are the smallest volumes that can represent properties (such as porosity and permeability) of the whole domain. For homogeneous, regular porous media and laminar flow, the size of REVs is of the order of the pore scale which is the smallest relevant geometric scale. For the same porous media but in turbulent flow, Jin et al. (2015) argued that the size of REVs is as same as the one for laminar flow when the porosity has small or moderate values. In this work, the REVs refer to the smallest relevant geometric cell, as shown in Fig. 2.1.
2.2.4 Tortuosity

In porous media, tortuosity refers to the diffusion in the fluid flow (Epstein, 1989). The simplest mathematical method to get tortuosity is the arc-chord ratio which is the ratio of the length of the curve to the distance between its ends. Hart et al. (1999) approached the tortuosity as the integral of the square of the curvature. Further, Grisan et al. (2003) suggested that the curve was divided into several parts with the fixed curvature. The integral of the square of derivative of curvature was applied to measure the tortuosity in Patasius et al. (2005). Despite its widespread use in industry, the definition of tortuosity remains ambiguous.

2.3 Governing equations for microscopic DNS

The governing microscopic equations for incompressible flows in porous media are the transient Navier-Stokes equations. They read

\[
\frac{\partial u_i}{\partial x_i} = 0, \quad (2.2)
\]

\[
\frac{\partial u_i}{\partial t} + \frac{\partial u_i u_j}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 u_i}{\partial x_j^2} + g_i. \quad (2.3)
\]
The dimensions of the velocity \( u_i \), distance \( x_i \), time \( t \), density \( \rho \), pressure \( p \), kinematic viscosity of the fluid \( \nu \), and negative of the applied pressure gradient \( g_i \) (assumed to be a constant value) in Eqs. (2.2) and (2.3) are \([LT]\), \([L]\), \([T]\), \([ML^{-3}]\), \([ML^{-1}T^{-2}]\), \([L^2T^{-1}]\), and \([LT^{-2}]\), respectively, where L, T and M can be any units of length, time, and mass.

The purpose of performing microscopic DNS is to determine the model coefficients and to obtain the data for model validation. Because the detailed geometry of the porous matrix is accounted for in microscopic DNS, no additional model is necessary and the results are physically correct, provided that all scales of turbulent motion down to the Kolmogorov scale are resolved.

### 2.4 Governing equations for macroscopic simulation

#### 2.4.1 Local volume averaging

To get macroscopic equations, volume averaging the Navier-Stokes equations over the representative elementary volumes (REVs) is applied. The volumetric averaging value of the general fluid property \( \varphi \) over a REV can be written as

\[
\langle \varphi \rangle^V = \frac{1}{\Delta V} \int_{\Delta V} \varphi dV,
\]

(2.4)

Where \( \varphi \) could be any variable under consideration and \( \langle \cdot \rangle^V \) denotes the average of a REV of size \( \Delta V \) including the solid and fluid volumes. The relationship between this averaging value and the intrinsic average is

\[
\langle \varphi \rangle^V = \phi \langle \varphi \rangle^i,
\]

(2.5)

where \( \langle \cdot \rangle^i \) only denotes the average of the fluid volumes and \( \phi \) is the porosity.

Based on the Theorem of Local Volumetric Average (Slattery, 1967; Whitaker, 1969, 1999; Gray and Lee, 1977), the volumetric averaging values of the derivatives are written as

\[
\langle \nabla \varphi \rangle^V = \nabla \langle \varphi \rangle^i + \frac{1}{\Delta V} \int_{A_i} \mathbf{n} \varphi dS,
\]

(2.6)

\[
\langle \nabla \cdot \varphi \rangle^V = \nabla \cdot \langle \varphi \rangle^i + \frac{1}{\Delta V} \int_{A_i} \mathbf{n} \cdot \varphi dS,
\]

(2.7)

\[
\langle \frac{\partial \varphi}{\partial t} \rangle^V = \frac{\partial}{\partial t} \langle \varphi \rangle^i - \frac{1}{\Delta V} \int_{A_i} \mathbf{n} \cdot (\mathbf{u}_i \varphi) dS.
\]

(2.8)
where \( A_i, u_i \) and \( n \) are the surface areas of pores, the fluid velocity and the unit vector normal to \( A_i \), respectively.

### 2.4.2 Macroscopic equations

Based on the Theorem of Local Volumetric Average, the Macroscopic equations for flows in porous media are derived by volume averaging the Navier-Stokes equations. The approach of derivation is similar to that used by de Lemos (2012a, 2012b), who averaged the governing equations (2.2)-(2.3) over volume and time. By contrast, only volume averaging was used in our derivation. The macroscopic equations are expressed as

\[
\frac{\partial \langle \phi(u) \rangle}{\partial t} = 0, \quad (2.9)
\]

\[
\frac{\partial \langle \phi(u) \rangle}{\partial x_i} + \frac{\partial \langle \phi(u) u_j \rangle}{\partial x_j} = -\frac{1}{\rho} \frac{\partial (\phi(p) \rho)}{\partial x_i} + \phi g_i - \phi R_i + \nu \frac{\partial^2 \langle \phi(u) \rangle}{\partial x_j^2} - \frac{\partial \langle \phi(u) u_j \rangle}{\partial x_j}. \quad (2.10)
\]

\( R_i \) denotes the total drag caused by the effect of the porous matrix.

It should be noted that an undetermined tensor \( \phi \langle u_i u_j \rangle \), which corresponds to momentum dispersion, appears in Eq. (2.10). The spatial deviation \( \langle \varphi \rangle \), where \( \varphi \) could be any variable under consideration, is the difference between the real value and its intrinsic average, calculated as

\[
\langle \varphi \rangle = \varphi - \langle \varphi \rangle, \quad (2.11)
\]

\( \phi \langle u_i u_j \rangle \) needs to be closed before the macroscopic equations (2.9)-(2.10) can be solved.

### 2.4.3 Total drag

Far away from wall boundaries, the total drag \( R_i \) is usually approximated by the Forchheimer extension of the Darcy equation \( R_i \) (Lage and Antohe, 2000),

\[
R_i = \tilde{R}_i = R_{Di} + R_{Fi} = \frac{\nu}{K} u_{Di} + \frac{c_F}{\sqrt{K}} |u_D| u_{Di}, \quad (2.12)
\]

\( u_{Di} \) denotes the seepage velocity \( \phi(u_i) \). \( u_D \) is the superficial velocity vector and \( c_F \) is a dimensionless coefficient, which accounts for the nonlinear increase of the form-drag with the velocity. Masuoka and Takatsu (1996) and Wood et al. (2020) stated that the Darcy–Forchheimer law appears to be valid for both laminar (\( c_F = 0 \)) and turbulent flows. The permeability \( K \) is a measure of the ability of a porous medium to allow fluids to pass through it. For isotropic,
homogeneous porous media, $K$ is traditionally determined by the ratio of $\nu u_{D1}$ and $g_1 \frac{\Delta p}{\rho \Delta x}$ as the flow velocity is small (approaches 0), where $\Delta p$ is the increase of pressure over the length $\Delta x$.

Some studies show that $c_F$ is not a constant but is related to the superficial (filtration) flow velocity, see Lage et al. (1997). Here, a Taylor expansion is made for $\hat{R}_i$ with respect to a local Reynolds number, $Re_K$, calculated as

$$\hat{R}_i = \frac{\nu}{K} u_{Di}(1 + c_{F1} Re_K + c_{F2} Re_K^2 + \cdots + c_{Fn} Re_K^n + O(Re_K^{n+1})).$$

(2.13)

$c_{F1}, c_{F2}, \cdots, c_{Fn}$ are the coefficients of the Taylor series. $Re_K$ is the local Reynolds number based on the permeability, calculated as

$$Re_K = \frac{\sqrt{K|u_{D}|}}{\nu}.$$

(2.14)

Comparing Eqs. (2.13) and (2.12), it is evident that $c_F$ is calculated as

$$c_F = c_{F1} + c_{F2} Re_K + \cdots + c_{Fn} Re_K^{n-1} + O(Re_K^n).$$

(2.15)

In this study, $\hat{R}_i$ is approximated with the three leading order terms of Eq. (2.13), as

$$\hat{R}_i \approx \frac{\nu}{K} u_{Di}(1 + c_{F1} Re_K + c_{F2} Re_K^2).$$

(2.16)

The dependence of $c_F$ on the velocity is taken into account in Eq. (2.16).

### 2.4.4 PSPH model for momentum dispersion

The gradient of macroscopic velocity might affect the momentum dispersion $\phi(l u_i l u_j)^l$, molecular diffusion $2\nu s_{Dij}$, and total drag $R_i$. A Laplacian term $L_i$ is used to account for the effect of the gradient of $u_{Di}$ on the momentum dispersion $\phi(l u_i l u_j)^l$, molecular diffusion $2\nu s_{Dij}$, and total drag $R_i$, expressed as

$$L_i = \phi(R_i - \hat{R}_i) + \nu \frac{\partial^2 u_{Di}}{\partial x_j^2} - \frac{\partial(\phi(l u_i l u_j)^l)}{\partial x_j} = \tilde{\nu} \frac{\partial^2 u_{Di}}{\partial x_j^2}.$$ 

(2.17)

A symmetric tensor $D_{ij} = 2\tilde{\nu} s_{Dij}$ is introduced to account for its effects, where $s_{Dij}$ is the strain rate of the superficial velocity $u_D$ and $\tilde{\nu}$ is an effective viscosity.

The macroscopic equation (2.10) becomes
\[
\frac{\partial u_{Di}}{\partial t} + \frac{\partial(u_{Di}(u_{Dj}/\phi))}{\partial x_j} = -\frac{1}{\rho} \frac{\partial (\phi p)^j}{\partial x_i} + \phi g_i - \phi R_i + \frac{\partial D_{ij}}{\partial x_j},
\]
(2.18)

and \(\bar{v}/v\) is often treated as a constant or a function of the porosity (Brinkman, 1947; Ochoa-Tapia and Whitaker, 1995). However, the DNS results by Jin et al. (2017) showed that the magnitude of \(\bar{v}\) increases with increasing local Reynolds number, as the momentum dispersion becomes more important. A new Reynolds number that characterizes the strength of the local momentum dispersion is proposed. According to the PSPH, the characteristic length scale of the flow in a porous medium is the pore size \(s\). In a review paper, Wood et al. (2020) suggested that the pore size can be characterized by the mean particle diameter for a generic porous matrix (GPM). In this study, \(\sqrt{K}\) is used to characterize the pore size \(s\), because \(\sqrt{K}\) has a linear relationship with \(s\) when the shape of the porous matrix is fixed. \(\sqrt{K}\) is also used as the length scale because it is easy to determine \(K\) for a porous matrix.

Jin and Kuznetsov (2017) suggested that the characteristic velocity for flows in porous media close to the wall is the product of \(\sqrt{K}\) and the magnitude of the strain rate \(|s_{Di}|\), calculated as

\[
|s_{Di}| = (2s_{Di}s_{Di})^{1/2}.
\]
(2.19)

This is similar to the mixing length model of Prandtl (1925), in which the fluid is assumed to mix within the mixing length due to turbulent fluctuations.

Using \(\sqrt{K}\) and \(|s_{Di}|\sqrt{K}\) as the characteristic length and velocity, respectively, \(Re_d\) is defined as

\[
Re_d = \frac{K|s_{Di}|}{v}.
\]
(2.20)

For a one-dimensional wall-bounded flow, \(Re_d\) represents the ratio between the inertial force \(u|du/dy|\) and the resisting force according to the Darcy law, \(\frac{v}{k}u\), where \(u\) is the macroscopic streamwise velocity and \(y\) is the distance from the wall.

The ratio \(\bar{v}/v\) approaches a constant value \(c_{B1}\) when the Reynolds number \(Re_d\) approaches 0. A Taylor expansion with respect to \(Re_d\) can be made for \(\bar{v}/v\), as follows

\[
\bar{v}/v = c_{B1} + c_{B2}Re_d + \cdots + c_{Bn}Re_d^{n-1} + O(Re_d^n),
\]
(2.21)
where $c_{B1}, c_{B2}, \cdots, c_{Bn}$ are the coefficients of the Taylor series. In this study, the two leading order terms of Eq. (2.21) are taken, i.e.,

$$\frac{\bar{v}}{v} \approx c_{B1} + c_{B2}Re_d. \quad (2.22)$$

The effective viscosity $\bar{v}$ in Eq. (2.18) can be determined using Eq. (2.22).

### 2.5 Model coefficients

The model coefficients $K$, $c_{F1}$, $c_{F2}$, $c_{B1}$, and $c_{B2}$ are geometric parameters which are independent of the flow condition. They need to be determined before the macroscopic equations (2.9)-(2.10) can be solved. Various empirical and half-empirical correlations exist for calculating these coefficients.

In the case of beds of particles or fibers, the permeability $K$ can be approximated by the Carman–Kozeny equation (Kozeny, 1927; Carman, 1956)

$$K = \frac{D_{p2} \phi^3}{180(1-\phi)^2}, \quad (2.23)$$

where $D_{p2}$ is an effective average particle or fiber diameter.

$c_{F}$ is often set to a constant in previous studies, so $c_{F}$ is identical to $c_{F1}$ and $c_{F2}$ is 0 according to Eq. (2.15). Ward (1964) suggested that $c_{F}$ is a universal constant, with a value of approximately 0.55. In a later study, Beavers et al. (1973) showed that for the case in which the solid matrix is made out of spheres, $c_{F}$ can be better expressed as

$$c_{F} = 0.55 \left(1 - 5.5 \frac{d}{D_e}\right), \quad (2.24)$$

where $d$ is the sphere diameter and $D_e$ is the size of the bed. Nield and Bejan (2017) suggested that $c_{F}$ depends on the nature of the porous medium, and can be as small as 0.1. Irmay (1958) suggested an alternate equation for calculating the total drag $R_i$, i.e.,

$$R_i = \frac{\beta(1-\phi)^2}{D_{p2}^2 \phi^3} u_{Di} + \frac{\alpha(1-\phi)}{D_{p2}^2 \phi^3} |u_D| u_{Di}, \quad (2.25)$$

which is known as Ergun’s equation. The model coefficients $\alpha$ and $\beta$ are set to 1.75 and 150, respectively. $K$ and $c_{F}$ in Eq. (2.25) are calculated as
\[ K = \frac{D_{p_2}^2 \phi^3}{\beta(1-\phi)^2}, \quad c_F = \alpha \beta^{-1/2} \phi^{-3/2}. \quad (2.26) \]

To my knowledge, \( c_{B2} \) has never been accounted for in the previous studies; Brinkman (1947) set \( c_{B1} \) to 1. Thus, \( D_{ij} \) in Eq. (2.18) is calculated as

\[ D_{ij} = \nu \frac{\partial u_{pi}}{\partial x_j}, \quad (2.27) \]

which neglects momentum dispersion. The same assumption is also used in the macroscopic equations proposed by Hsu and Cheng (1990).

The results of Ochoa-Tapia and Whitaker (Ochoa-Tapia & Whitaker, 1995) suggest that \( c_{B1} = \frac{1}{\phi} \). \( D_{ij} \) is then calculated as

\[ D_{ij} = \nu \frac{\partial u_{pi}}{\phi \partial x_j}. \quad (2.28) \]

In practice, it’s found that the correlations above may produce considerable errors since these model coefficients are related to the geometry of the porous matrix. The concept of tortuosity was introduced in some studies to account for the variation of pore-scale geometries. However, it is hard to determine the tortuosity. Also, I have not found a clear relationship between the model coefficients and the tortuosity. Therefore, the concept of tortuosity is not used in this thesis.

With the fast development of high-performance computers, it is possible to determine the model coefficients directly from the CFD results. To determine the model coefficients, DNS is used to compute the flow in porous media bounded by two walls. Periodic boundary conditions are used in the streamwise and transverse directions. The number of REVs in the wall-normal direction should be large enough so that the flow near the central region is not affected by the walls.

Two types of porous matrices are utilized in this study; they are composed of arrays of spheres or cubes. A schematic geometry of a porous matrix is shown in Fig. 2.2. The porous matrix is composed of 128 \( (4 \times 8 \times 4) \) REVs. The domain size is \( 4s \times 8s \times 4s \), where the pore size \( s \) is defined as the distance between two adjacent solid elements. The viscosity \( \nu \) is set to 0.002 \( L^2T^{-1} \). \( g_1 \) is varied to obtain different Reynolds numbers. The simulations are performed using the LBM. The grid points are uniformly distributed. \((41s/d)^3\) grid points are used in each REV for laminar
flows. $d$ is the size of the porous element. $(81s/d)^3$ grid points are used in each REV for turbulent flows. Up to 161 million grid points are used in the study.

![Diagram of porous matrix]

Figure 2.2. Schematic geometry of the porous matrix.

Since a wall is expected to affect the flow in a few REVs next to it, the macroscopic equation in the central region of the channel can be simplified to

$$g_1 - R_1 = g_1 - \frac{v}{K} u_{D1} (1 + c_{F1} Re_K + c_{F2} Re_K^2) = 0.$$  \hfill (2.29)

In order to determine the value of $K$, $g_1$ is specified firstly and then calculate the seepage velocity $u_{D1}$. I then calculate the approximate value of $K$ by fitting the DNS results with $g_1 = \frac{v}{K} u_{D1}$ for $1 \leq Re_p \leq 20$, where $Re_p$ is the Reynolds number based on the pore size $s$. The corresponding values of $Re_K$ are in the range 0.04-0.8. Ward (1964) suggested that the transition from the Darcy regime to the Forchheimer regime occurs in the $Re_K$ range 1-10, so the flow is still in the Darcy regime. I did not determine $K$ for very small values of $Re_p$ because it leads to a considerable error for flows with large $Re_K$ values. I then set $c_{F2}$ in Eq. (2.29) to 0, and adjusted the values of $K$ and $c_{F1}$ by fitting the microscopic DNS results with Eq. (2.29) for $Re_K \leq 3$. After $K$ and $c_{F1}$ are determined, the value of $c_{F2}$ is obtained by fitting the microscopic DNS results for $Re_K > 3$. The solution of Eq. (2.29) and the microscopic DNS results for the porous matrix composed of spheres are compared in Fig. 2.3. Typical turbulent cases are recalculated using a different resolution ($71^3$ grid points for each REV) to estimate the uncertainty due to the mesh resolution. It can be seen
that our DNS solutions are generally mesh-independent. It is evident that $c_{F2}$ has significant effects at large $Re_K$ values.
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Figure 2.3. Applied pressure gradient $g_1$ versus Reynolds number $Re_K$. The porous matrix is made of arrays of spheres. $\phi = 0.48$ ($s/d = 1$), $K = 0.0026$, $c_{F1} = 0.049$, and $c_{F2} = 0.003$. The DNS solutions from a high-resolution mesh ($81^3$ grid points for each REV) and from a low-resolution mesh ($71^3$ grid points for each REV) are compared to indicate the numerical error.

The values of $K$ for different geometries of porous elements are shown in Fig. 2.4. It can be seen that the geometry of the porous matrix has significant effects on the model coefficients. The correlations proposed in the previous studies produce considerable errors, particularly for large values of $\phi$. Therefore, instead of using the correlations in the references, the values of $K$ are determined by fitting with the DNS results obtained in this study.
Figure 2.4. Permeability $K$ versus porosity $\phi$ for porous matrices composed of spheres and cubes. The $K$ values obtained from DNS results are compared with the results from the Carman–Kozeny (Eq. 2.23) and Ergun (Eq. 2.26) equations.

The values of $c_F = c_{F1} + c_{F2}Re_K$ for the porous matrices composed of spheres and cubes are shown in Fig. 2.5. Values of $c_{F1}$ and $c_{F2}$ are also obtained directly by fitting the DNS results. It can be seen that the values of $c_F$ for a porous matrix composed of spheres are close to the lower limit of the values suggested by Nield and Bejan (2017). The values of $c_F$ for a porous matrix composed of cubes are even lower.
Figure 2.5. The Forchheimer coefficient $c_F$ versus $Re_K$. The porous matrix is composed of spheres ($\phi = 0.48$) or cubes ($\phi = 0.42$). The values of $c_F$ in this study are calculated using $c_F = c_{F1} + c_{F2}Re_K$. $c_{F1}$ and $c_{F2}$ are determined from the DNS results. They are compared with the range 0.1-0.55 suggested by Nield and Bejan (2017) and the predictions of the Ergun equation (Eq. 2.26).

When the flow is developed fully and keeps steady, the macroscopic equation near the wall can be simplified to

$$
\phi g_1 - \phi R_1 + \frac{d}{dx_1}(\bar{v}D_{12}) = 0.
$$

(2.30)

The coefficients for calculating $R_1$ have already been determined above. $c_{B1}$ and $c_{B2}$ are determined by fitting the solution of Eq. (2.30) near the wall to the DNS results. The error of $R_1$ in the central region may affect the accuracy of $c_{B1}$ and $c_{B2}$. To avoid this uncertainty, the value of $c_{F2}$ is adjusted so that the calculated velocity at the center line $u_{cl}$ is identical to the DNS results.

$c_{B2}$ is firstly set to 0. $c_{B1}$ is adjusted until the solution of Eq. (2.30) averaged in the first REV close to the wall is identical to the DNS results. The DNS results for $Re_K \leq 1$ are used to determine $c_{B1}$. The values of $c_{B1}$ for different geometries of porous elements are shown in Fig. 2.6.
Figure 2.6. $c_{B1}$ versus porosity $\phi$ for different geometries of porous elements.

It can be seen that $c_{B1}$ approaches 1 as $\phi$ increases asymptotically to 1, while it approaches infinity as $\phi$ decreases asymptotically to 0. This agrees with physical expectations. $c_{B1}$ does not change significantly when the geometry of the porous matrix is changed. It can be reasonably approximated as

$$c_{B1} = 49.63 \times \frac{(1-\phi)^2}{\phi^{0.5}} + 1.\quad (2.31)$$

$c_{B2}$ is determined by fitting the model results to the DNS results for $Re_K > 1$, see Fig. 2.7.
$c_{B_2}$ for porous matrices composed of cubes or spheres can be approximated by the following correlation

$$c_{B_2} = 0.79 \times \frac{(1-\phi)^2}{\phi^3}.$$  \hfill (2.32)

$c_{B_2}$ approaches 0 as $\phi$ increases asymptotically to 1, while it approaches infinity as $\phi$ decreases asymptotically to 0. Eqs. (2.31) and (2.32) are the fitting formulas that best fit the DNS results. Only two geometries of the porous elements are considered in this study. Our numerical results show that values of $c_{B_1}$ and $c_{B_2}$ are not affected significantly when the pore-scale geometry is changed.

### 2.6 Conclusions

A PSPH model for flows in porous media is proposed based on the PSPH, which states that the characteristic length scale for flows in porous media is the pore size. The porosity and the permeability are assumed constant, which corresponds to the assumption that the considered porous media are isotropic and homogeneous. Volume-averaging is applied to the Navier-Stokes equations. The Darcy–Forchheimer term is adopted to approximate the total drag when it is far away from the wall boundary. Near the wall boundary, the effects of macroscopic velocity gradients are modeled with a Laplacian term in the macroscopic momentum equation. The local Reynolds number $Re_d = \frac{K|s_{Dij}|}{\nu}$, which describes the strength of the local momentum dispersion, is introduced using the pore size (identified by $\sqrt{K}$) as the characteristic length and the mixing velocity, $\sqrt{K|s_{Dij}|}$, as the characteristic velocity. The effective viscosity is expanded as a Taylor series with respect to $Re_d$. The model coefficients are determined by fitting the DNS results for flows in a wall-bounded porous medium made of the REVs. The coefficients are expected to be only related to the geometry of the REV.
Chapter 3

Numerical methods

3.1 Introduction

In this study, a finite-volume method (FVM) and a Lattice-Boltzmann method (LBM) are employed. The FVM is used in macroscopic simulations. The LBM is used for the DNS, which approximates the solution of the Navier-Stokes equations by computing particle distributions. These two methods are introduced in detail in this chapter.

3.2 Finite volume method

The FVM is used for solving the macroscopic equations (2.9)-(2.10). The FVM is used to discretize the partial differential equations in space and thus approximate the solution. The values located in each grid point surrounded by a small cell are calculated on a meshed geometry. Therefore, the FVM could handle irregular geometries. Besides, the FVM can conserve the variables on the coarse mesh easily, which is important in many physical problems. The solver is developed based on the open source computational fluid dynamics (CFD) code OpenFOAM 18.12.

3.2.1 Gauss integral theorem

Eq. (3.1) is the momentum conservation.

\[
\frac{\partial u_{Di}}{\partial t} + \frac{\partial (u_{Di} u_{Dj} / \phi)}{\partial x_j} = -\frac{1}{\rho} \frac{\partial (\phi(p)^i)}{\partial x_i} + \phi g_i - \phi R_i + \frac{\partial D_{ij}}{\partial x_j}. \tag{3.1}
\]

Integrating this equation over a spatially fixed control volume \(V\), leads to

\[
\frac{1}{V} \int_V \frac{\partial u_{Di}}{\partial t} dV + \frac{1}{V} \int_V \frac{\partial (u_{Di} u_{Dj} / \phi)}{\partial x_j} dV = -\frac{1}{V} \int_V \frac{1}{\rho} \frac{\partial (\phi(p)^i)}{\partial x_i} dV + \frac{1}{V} \int_V \phi g_i dV - \frac{1}{V} \int_V \phi R_i dV + \frac{1}{V} \int_V \frac{\partial D_{ij}}{\partial x_j} dV. \tag{3.2}
\]
Gauss’s theorem is used to transform volume integrals into surface integrals,

\[ \int_V \nabla \cdot \varphi \, dV = \int_S \varphi \cdot n \, dS, \]  
(3.3)

\[ \int_V \nabla \cdot (u \varphi) \, dV = \int_S (u \varphi) \cdot n \, dS, \]  
(3.4)

\[ \int_V \nabla \cdot (\nabla \varphi) \, dV = \int_S \nabla \varphi \cdot n \, dS. \]  
(3.5)

Where \( S \) is the surface of volume \( V \) and \( n \) is the unit vector normal to the surface \( S \). Applying Gauss’s theorem, Eq. (3.2) is formulated as

\[ \frac{1}{V} \int_V \frac{\partial u_i}{\partial t} \, dV + \frac{1}{V} \int_S u_D i u_D j n_j / \phi \, dS = \frac{1}{V} \int_S \phi (p) i n_i dS + \phi g_i - \phi R_i + \frac{1}{V} \int_S v \frac{\partial u_{Dj}}{\partial x_j} n_j dS. \]  
(3.6)

### 3.2.2 Numerical scheme

To compute the variables at the surface of the control volume in Eq.(3.6), linear interpolation is applied as shown in Fig. 3.1 and Eq. (3.7).
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**Figure 3.1.** Interpolation stencils of face-neighboring cells

\[ u_f = \frac{V_N}{V_{N-1}+V_N} u^{N-1} + \frac{V_{N-1}}{V_{N-1}+V_N} u^N \]  
(3.7)

where the subscript \( f \) refers to the interface center and \( N \) denotes the number of cell centers.
3.2.3 Pressure-velocity coupling

The pressure at the new time level is determined by solving a Poisson equation. The time step is set to $10^{-3}T$. The velocity is corrected by the Pressure-Implicit scheme with Splitting of Operators (PISO) pressure-velocity coupling. In the following, the PISO method is introduced in detail.

According to Issa (1986), Eq. (3.6) can be changed into

$$\frac{u^{n+1} - u^n}{\Delta t} - H(u^{n+1}) = -\frac{1}{\rho} \nabla p^{n+1} + g.$$  

(3.8)

Where $n$ is the time step and $H(\cdot)$ stands for the finite-difference representation of the spatial convective and diffusive fluxes of the momentum. The Euler implicit temporal difference scheme is applied. The tentative velocity field $u^*$ can be obtained by replacing unknown $\nabla p^{n+1}$ by known $\nabla p^n$ from the previous time step, as shown in Eqs. (3.9)-(3.10),

$$\frac{u^* - u^n}{\Delta t} - H(u^*) = -\frac{1}{\rho} \nabla p^n + g,$$  

(3.9)

$$u^* = \Delta t \left( -\frac{1}{\rho} \nabla p^n + g + H(u^*) \right) + u^n.$$  

(3.10)

However, the velocity $u^*$ doesn’t satisfy the discretized continuity equation. Therefore, the first corrector step is applied. It’s assumed that a new pressure field $p^*$ and new velocity $u^{**}$ satisfy the following equations in the first corrector step

$$\nabla u^{**} = 0,$$  

(3.11)

$$\frac{u^{**} - u^n}{\Delta t} - H(u^*) = -\frac{1}{\rho} \nabla p^* + g.$$  

(3.12)

By solving Eq. (3.11)-(3.12), the unknown variables $p^*$ and $u^{**}$ can be obtained. In order to increase accuracy, the second corrector step is adopted. It is similar to the first corrector step. A new pressure field $p^{**}$ and new velocity $u^{***}$ are assumed to satisfy the following equations

$$\nabla u^{***} = 0,$$  

(3.13)

$$\frac{u^{***} - u^n}{\Delta t} - H(u^{**}) = -\frac{1}{\rho} \nabla p^* + g.$$  

(3.14)

In these equations, the velocity $u^{**}$ is obtained in the first corrector step. Therefore, there are only two unknown variables $p^{**}$ and $u^{***}$ that can be obtained easily by solving Eqs.(3.13)-(3.14).
Although further corrector steps can be performed, the velocity \( u^{***} \) meets the accuracy requirement and is used as the final solution in general.

The basic steps for PISO are summarized as follows:

1. Set the initial pressure field \( p^n \) and velocity field \( u^n \).
2. Solve the Eq. (3.10) to obtain the tentative velocity field \( u^* \).
3. The first corrector step:
   a. Solve the Eqs. (3.11)-(3.12) to update the pressure field.
   b. Correct the velocity field by Eq. (3.12).
4. The second corrector step:
   a. Repeat the first corrector step by Eqs. (3.13)-(3.14) to obtain the pressure field \( p^{**} \).
   b. Correct the velocity field by Eq. (3.14) for the velocity field \( u^{***} \).
5. Return to step (1) until convergence.

### 3.3 Lattice-Boltzmann method

Unlike the traditional FVM, which focuses on the conservative form of nonlinear partial differential equations, LBM statistically models the particle streaming along with the fixed directions and the collision at the lattice site. The fictive particles simulate the fluid by performing consecutive propagation and collision processes. The explicit character of the LBM facilitates the parallel processing computation. On top of that, the LBM can deal with complicated boundary conditions well. The bounce-back model applied in non-slip wall conditions contributes to the accuracy. In this thesis, the LBM is used to compute the velocity field by fully resolving the fluid flow in the porous media. This is equivalent to resolving the Navier—Stokes equations with no-slip boundary conditions at the solid matrix. The results are used to determine the model coefficients and obtain the validation data.
3.3.1 The Boltzmann equation

The LBM method approximates the continuous Boltzmann equation by discretizing physical space with uniformly lattice nodes and velocity space by the probability of particles. The basic equation for the LBM is made up of the distribution function \( f(\mathbf{r}, \mathbf{c}, t) \) and collision operator \( \Omega \), which reads (see Aidun & Clausen, 2009)

\[
\frac{\partial f}{\partial t} + \mathbf{c} \cdot \nabla f = \Omega.
\]  

(3.15)

\( f(\mathbf{r}, \mathbf{c}, t) \) is the probability of particles with velocities between \( \mathbf{c} \) and \( \mathbf{c} + d\mathbf{c} \), positioned between \( \mathbf{r} \) and \( \mathbf{r} + d\mathbf{r} \) at time \( t \). The collision term \( \Omega \) is the function of \( f(\mathbf{r}, \mathbf{c}, t) \) and needs to be determined before the Boltzmann equation is solved.

A simplified model named BGK operator approaching the collision operator \( \Omega \) is introduced by Bhatnagar et al. (1954).

\[
\Omega = \frac{1}{\tau}(f^{eq} - f).
\]  

(3.16)

\( \tau \) is the relaxation factor and determines the viscosity of the fluid. \( f^{eq} \) is the collision distribution function which originates from the normalized Maxwell’s distribution function.

Submitting Eq. (3.16) into Eq. (3.15), the basic equation becomes

\[
\frac{\partial f_i}{\partial t} + \mathbf{c}_i \nabla f_i = \frac{1}{\tau}(f_i^{eq} - f_i).
\]  

(3.17)

\( i \) denotes the streaming direction of the particles. Eq. (3.17) can be further simplified as

\[
f_i(\mathbf{r} + \mathbf{c}_i \Delta t, t + \Delta t) = f_i(\mathbf{r}, t) + \frac{\Delta t}{\tau} [f_i^{eq}(\mathbf{r}, t) - f_i(\mathbf{r}, t)].
\]  

(3.18)

In this discrete equation, the left-hand side represents the streaming process, while the right-hand side denotes the collision process. The simplicity of LBM promotes its wide applications for many fluid mechanics problems. With the help of the Chapman–Enskog expansion (Chen & Doolen, 1998), the compressible Navier–Stokes equations can be derived from the Lattice Boltzmann equation. Eq. (3.18) is equivalent to the compressible Navier–Stokes equations (2.2)-(2.3) for small Mach numbers, \( i.e. \) for small compressibility of the fluid (Chen & Doolen, 1998).
In this study, the D3Q19 grid is shown in Fig. 3.2. D3 stands for 3 dimensions while Q19 denotes 19 discrete velocities. In each time step, a particle travels from one grid point to a neighboring grid point. The probability $f_i$ is gotten by Eq. (3.18) where $f_i^{eq}$ is read by

$$f_i^{eq}(r, t) = w_i \rho(r, t) \left[1 + \frac{c_i \cdot u}{c_s^2} + \frac{1}{2} \frac{(c_i \cdot u)^2}{c_s^4} - \frac{1}{2} \frac{u^2}{c_s^2}\right]. \quad (3.19)$$

Where $u$ is the macroscopic velocity of the node, $c_s = \frac{c_i}{\sqrt{3}}$ is the lattice speed of sound. $w_i$ is the weight factor for $i^{th}$ direction, $w_0 = 0$ for the original grid point, $w_i = \frac{1}{18} (1 \leq i \leq 6)$ for particles streaming to the face-connected neighbors and $w_i = \frac{1}{36} (7 \leq i \leq 18)$ for particles streaming to the edge-connected neighbors. The variables from the Navier-Stokes equations can be obtained by computing the probability $f(r, c, t)$, as follows

$$\rho(r, t) = \sum_{i=0}^{18} f_i(r, c, t), \quad (3.20)$$

$$u(r, t) = \frac{1}{\rho(r, t)} \sum_{i=0}^{18} c_i f_i(r, c, t). \quad (3.21)$$

Eqs. (3.20) and (3.21) are respectively conservation of mass and of momentum.

The basic steps for LBM are summarized as follows:

1. Set the initial $\rho(r, t), u(r, t), f_i(r, t)$ and $f_i^{eq}(r, t)$.

Figure 3.2. Grid structure and velocities with the D3Q19 discretization (Jin et al. 2015).
(2) Streaming step: obtain $f_i(r + c_i \Delta t, t + \Delta t)$ in the direction of $c_i$.

(3) Compute macroscopic variables $\rho(r, t + \Delta t)$ and $u(r, t + \Delta t)$ by Eqs.(3.20)-(3.21).

(4) Compute $f_i^{eq}(r, t + \Delta t)$ by Eq. (3.19).

(5) Collision step: update the particle distribution $f_i(r + c_i \Delta t, t + \Delta t)$ by Eq. (3.18).

(6) Return to step (2) and repeat steps (2)-(5).

### 3.3.2 Boundary conditions

In order to enforce the no-slip boundary condition at the solid walls, the halfway bounce back model is applied in the LBM. In this model, the particles are bounced back to the flow domain without any loss of mechanical energy when they collide with a wall. This model ensures the conservation of mass and momentum at the boundary (Mohamad, 2011).

In this study, two schemes of the bounce-back model are applied: bounce-back scheme I and bounce-back scheme II, as shown in Fig. 3.3. For bounce-back scheme I, the wall is located at half the distance from the lattice sites. $f_7$, $f_4$ and $f_8$ are known from the streaming process. It’s assumed that the particles hit the wall then bounce back into the streaming process. Therefore, $f_5 = f_7$, $f_2 = f_4$, and $f_6 = f_8$. Bounce-back scheme I is widely applied in the external boundary, such as flat walls and channel surfaces. For bounce-back scheme II, the wall is located between the lattice sites. According to the bounce back assumption, $f_5 = f_7$, $f_2 = f_4$, and $f_6 = f_8$ while $f_7$, $f_4$ and $f_8$ are equal to the probability of the corresponding neighbor node by streaming. Bounce-back scheme II provides better performance when dealing with the internal boundary, such as the porous matrix in fluid flow. Both schemes give second-order numerical accuracy (Mohamad, 2011).
Both the FVM and LBM solvers used in this thesis have received intensive validations and verifications in the previous studies (Jin et al., 2015, 2017; Uth et al., 2016). Therefore, these numerical methods are directly used in this study. The DNS solutions can be used to validate the model results. Typical DNS cases are calculated using different meshes to estimate the uncertainty of the DNS solutions due to mesh dependence. This will be discussed in the following chapters when the numerical results are discussed.

### 3.4 Conclusions

The basic equations of FVM and LBM are presented in this chapter. The FVM discretizes the macroscopic equations including the temporal and spatial terms with linear interpolation and PISO algorithms. The LBM indirectly solves discretized form of the Boltzmann equation which is an
approximation to solving the incompressible Navier—Stokes equations. The bounce-back model is applied to achieve second-order numerical accuracy. Both methods complement each other for verification and validation.
Chapter 4
Flows in a porous medium bounded by walls

4.1 Introduction

To validate the PSPH model developed in the previous chapter, macroscopic simulations and DNS are performed to calculate flows in porous media in a wide range of Reynolds numbers, Darcy numbers, and porosities. The macroscopic equations are solved with the FVM while the microscopic equations (DNS) are solved with the LBM. The test cases shown here are about flows in a channel occupied by a regular porous matrix of spheres or cubes. Flows in porous channels are relevant to various fields, such as oil and flow in the reservoir, compact heat exchangers, geothermal power plants, grain storage, heat sinks, and waste management (Nield and Bejan; 2017, Vafai 2015; Ingham and Pop, 1998). The model results and DNS results are compared to validate the developed macroscopic PSPH model.

4.2 Test cases in the study

4.2.1 Geometry of the porous matrix

The porous matrices are composed of 3-dimensional aligned-distributed spheres or cubes in the DNS cases, as shown in Fig. 4.1 (a-b). The wall boundary condition is imposed in the Y direction. Periodic boundary conditions are applied in the other two directions. The whole domain consists of 128 (4s × 8s × 4s ) REVs. The governing equations (2.2-2.3) are solved. In the macroscopic simulation, the geometry is as same size as in the DNS simulation but without porous matrix, because the porous matrix is modeled. The governing equations (2.9-2.10) with the PSPH model are used.

The purpose of this test cases is to show that the PSPH model can be used for wide ranges of Darcy numbers (Da) and Reynolds numbers (Re_{cl}). The Reynolds number Re_{cl} is based on the half channel height \( H \) and the centerline velocity in the channel \( u_{cl} \), and is defined as

\[
Re_{cl} = \frac{u_{cl}H}{\nu}
\] (4.1)
The Darcy number is the ratio of the permeability to its cross-sectional area, and is defined as

$$ Da = \frac{K}{H^2} $$

(4.2)

The main parameters for DNS cases and macroscopic simulation cases are given in Table 4.1 and 4.2, respectively.

Figure 4.1. Schematic geometry of the porous matrix. (a) The porous matrices made of 3-dimensional aligned-distributed spheres for DNS; (b) the porous matrices made of 3-dimensional aligned-distributed cubes for DNS.
### Table 4.1. Main parameters for the DNS cases, LBM. The characteristic velocity of Reynolds numbers is from the first REV near the wall boundary. The lowest and highest mesh resolutions employed for each porous matrix are shown.

<table>
<thead>
<tr>
<th>Porous matrix</th>
<th>$\phi$</th>
<th>Mesh resolution</th>
<th>$Re_p$</th>
<th>$Re_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>“spheres”</td>
<td>0.48-0.84</td>
<td>$161 \times 321 \times 161$</td>
<td>13-512</td>
<td>0.8-53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$481 \times 961 \times 481$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“cubes”</td>
<td>0.42-0.81</td>
<td>$193 \times 385 \times 193$</td>
<td>20-700</td>
<td>0.8-43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$561 \times 1121 \times 561$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4.2. Main parameters for the cases of macroscopic simulation, FVM. The characteristic velocity of Reynolds numbers is from the area of the same size as the first REV near the wall boundary.

<table>
<thead>
<tr>
<th>Porous matrix</th>
<th>$\phi$</th>
<th>$Da$</th>
<th>Mesh resolution</th>
<th>$Re_p$</th>
<th>$Re_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>“spheres”</td>
<td>0.48-0.84</td>
<td>$4.0 \times 10^{-5}$-$5.0 \times 10^{-4}$</td>
<td>$161 \times 321 \times 161$</td>
<td>13-498</td>
<td>0.8-50</td>
</tr>
<tr>
<td>“cubes”</td>
<td>0.42-0.81</td>
<td>$2.1 \times 10^{-5}$-$3.4 \times 10^{-4}$</td>
<td>$161 \times 321 \times 161$</td>
<td>20-700</td>
<td>0.8-43</td>
</tr>
</tbody>
</table>
4.2.2 Instantaneous flow fields

The instantaneous velocity magnitudes for representative Reynolds numbers are shown in Fig. 4.2. It may also be observed that the first REV next to the wall is mainly affected.
Figure 4.2. Instantaneous velocity magnitude. In (a) and (b), the porous matrix is composed of spheres, $\phi = 0.48$. (a) $Re_{el}=98$, laminar; (b) $Re_{el}=1730$, turbulent. In (c) and (d), the porous matrix is composed of cubes, $\phi = 0.49$. (c) $Re_{el}=127$, laminar; (d) $Re_{el}=2339$, turbulent.

4.2.3 Statistical results

I fix the half channel size $H$ and reduce the pore size $s$, which results in three different scale ratios $(H/s)$: 20, 30, and 40. The corresponding Darcy numbers are $8.5 \times 10^{-6}$, $3.8 \times 10^{-6}$, and $2.1 \times 10^{-6}$, respectively. Fig. 4.3 shows that the distribution of $u_{D1}$ is steeper near the wall when $Da$ is smaller. The results of $u_{D1}$ from the PSPH model and DNS are averaged in each REV, so they can be compared quantitatively. The symbol $\langle \ldots \rangle^v$ in Fig. 4.3 denotes the whole REV-averaged velocity $\langle u_{D1} \rangle^v$ obtained from DNS and PSPH model results. It can be seen that the results from the PSPH model are in good agreement with the DNS results.

Figure 4.3. $u_{D1}/u_{el}$ and $\langle u_{D1} \rangle^v/u_{el}$ versus the normalized distance from the wall $x_2/H$. The porous matrix is composed of cubes, $\phi = 0.49$, $Re_{el} = 127$. Lines: $u_{D1}/u_{el}$ obtained from continuous PSPH model results; hollow symbols: $\langle u_{D1} \rangle^v/u_{el}$ from REV-averaged PSPH model results; solid symbols: $\langle u_{D1} \rangle^v/u_{el}$ from REV-averaged DNS results.

The numerical results in Fig. 4.3 are shown again in Fig. 4.4 but the distance from the wall $x_2$ is normalized with the pore size $s$ instead of $H$. The DNS results from the two mesh resolutions are almost identical, indicating the mesh independence of the DNS solution. The profiles of $u_{D1}$
collapse to a single curve, suggesting that the characteristic length of the flow is \( s \); this is in accordance with the PSPH. Figure 4.4 also shows that the PSPH momentum-dispersion model is more accurate than the macroscopic model using Brinkman’s expression (Brinkman, 1947) or Ochoa-Tapia and Whitaker’s expression (Ochoa-Tapia & Whitaker, 1995). It can be seen that the results for the laminar flow are mesh-independent.

![Graph showing \( \frac{u_D}{u_{cl}} \) and \( \frac{\langle u_D \rangle}{u_{cl}} \) versus the normalized distance from the wall \( x/s \). The porous matrix is composed of cubes, \( \phi = 0.49, Re_{cl} = 127. \)](image)

Figure 4.4. \( \frac{u_D}{u_{cl}} \) and \( \frac{\langle u_D \rangle}{u_{cl}} \) versus the normalized distance from the wall \( x/s \). The porous matrix is composed of cubes, \( \phi = 0.49, Re_{cl} = 127. \)

Different Reynolds numbers \( Re_{cl} \) can be obtained by changing the applied pressure gradient \( g_1 \). Fig. 4.5 shows the results for different values of \( Re_{cl} \) in the turbulent regime. Due to the turbulent instability, there are some perturbations of the velocity for the porous medium composed of spheres, this is also observed in Jin and Kuznetsov (2017). These perturbations are not found for the porous medium composed of cubes. The profiles of \( u_D \) for different values of \( Re_{cl} \) collapse to a single curve when they are normalized with \( u_{cl} \). The DNS results are mesh-independent, see Fig. 4.5b. The model results for both porous matrices are in good agreement with the DNS results.
Figure 4.5. Streamwise velocity \( \langle u_{D1} \rangle^p \) versus the normalized distance from the wall \( x_2/s \) for different values of \( Re_{cl} \). The porous matrix is composed of spheres (a) and cubes (b). Hollow symbols: PSPH model results; solid symbols: DNS results. Mesh1: 101^3 grid points for each REV; mesh 2: 76^3 grid points for each REV.
It can be also seen in Fig. 4.5 that, for the porous matrix under consideration, the wall only affects the flow in the first REV next to it. Therefore, in Fig. 4.6, I only compare the macroscopic and microscopic results for volume-averaged value of $u_{D1}$ in the first REV next to the wall. $c_{B2}$ has non-negligible effects when the flow has a large Reynolds number, particularly when the flow is turbulent, see Fig. 4.6 (b). The value of $u_{D1}$ next to the wall may be over-predicted by 10% if $c_{B2}$ is neglected.
Figure 4.6. $\langle u_{D1}\rangle^\nu$ in the first REV next to the wall versus the applied pressure gradient $g_1$. The porous matrix is composed of cubes. (a) the whole range of values of the applied pressure gradient; (b) zoomed results in the turbulent regime.

4.3 Conclusions

The proposed macroscopic equations are used to simulate the flows in a porous medium bounded by two walls. More simulation cases with the laminar and turbulent flow are performed apart from the cases in chapter 2. The model results are in good agreement with the DNS results in wide ranges of the Reynolds number, Darcy number, and porosity. The study shows that the effects of macroscopic velocity gradient on momentum transport in porous media can be reasonably well approximated using a Laplacian term.
Chapter 5

Flows in a porous medium with two different porosities

5.1 Introduction

The flow in a porous medium with two different porosities is simulated to further validate the adequacy of the PSPH model. Since chapter 4 is dedicated to the interface between the porous medium and the wall (the porosity is 0), this chapter focuses on the interface between different porosities, which is more common in nature. Various Reynolds numbers, Darcy numbers, and porosity values are used in the study. The Navier-stokes equations are solved indirectly using the LBM to get the microscopic DNS results accounting for the detailed geometry of the porous matrix. The macroscopic equations solved with the FVM are applied to get the macroscopic results taking into account the model of the porous matrix. The DNS results and macroscopic results are compared.

5.2 Test cases in the study

5.2.1 Geometry of the porous matrix

To further investigate the generality of the proposed PSPH model, flows in porous media consisting of two regions with different porosities are simulated. The geometry of the porous matrix is shown in Fig. 5.1. A constant pressure gradient $g_1$ forces the fluid to flow with two different characteristic velocities. The zone with a higher porosity has a higher velocity. Therefore, this type of flow has two characteristic Reynolds numbers based on the pore size $s$, calculated as

$$Re_1 = \frac{u_a s}{v}; \quad Re_2 = \frac{u_b s}{v}. \tag{5.1}$$

where $u_a$ and $u_b$ are the macroscopic velocities in the two porous medium zones far away from the interface. The computational domain is composed of 128 ($4 \times 8 \times 4$) REVs. The two porous medium regions have the same pore size $s$, but different sizes of solid elements ($d_1$ and $d_2$), leading to two different porosities $\phi_1$ and $\phi_2$. Up to 434 million grid points were used to simulate turbulent...
flows (each REV has $151^3$ points). The main parameters for DNS cases and macroscopic simulation cases are shown in Table 5.1.

Figure 5.1. Schematic geometry of a porous matrix with two porosities for microscopic simulation.

<table>
<thead>
<tr>
<th>Porous matrix</th>
<th>Method</th>
<th>$\phi$</th>
<th>Mesh resolution</th>
<th>$Re_p$</th>
<th>$Re_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>“cubes”</td>
<td>LBM</td>
<td>0.42-0.54</td>
<td>$313 \times 625 \times 313$</td>
<td>32-1193</td>
<td>1.0-66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$601 \times 1201 \times 601$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“cubes”</td>
<td>FVM</td>
<td>0.42-0.54</td>
<td>$161 \times 321 \times 161$</td>
<td>33-1158</td>
<td>1.0-64</td>
</tr>
</tbody>
</table>

Table 5.1. Main parameters for the DNS cases and the macroscopic simulation. The characteristic velocity of Reynolds numbers is from the first REV or the area of the same size as the first REV near the interface. The lowest and highest mesh resolutions for each porous matrix are shown.
5.2.2 Instantaneous flow fields

Typical laminar and turbulent flows in this porous medium are shown in Fig. 5.2. The porosities of the two distinct regions are $\phi_1 = 0.42$ and $\phi_2 = 0.49$, respectively. It can be seen that the effects of the interface are limited to the two REVs in the vicinity of the interface.

Figure 5.2. Instantaneous velocity magnitude. The porous matrix is composed of cubes, $\phi_1 = 0.42$, $\phi_2 = 0.49$. (a) $Re_1 = 30$ and $Re_2 = 60$ (laminar flow); (b) $Re_1 = 454$ and $Re_2 = 860$ (turbulent flow).

5.2.3 Statistical results

Figure 5.3 shows the velocity profiles in the wall normal direction for $g_1 = 0.07$ and $g_1 = 1.1$. Both laminar and turbulent cases are calculated using a lower-resolution mesh (each REV has $91^3$ points). It can be seen that the results for the laminar flow are mesh-independent. The results for the turbulent flow are slightly mesh-dependent. The PSPH model results are compared with the microscopic DNS results. It can be seen that the PSPH model is more accurate than the macroscopic model with Brinkman’s expression (Brinkman, 1947) or Ochoa-Tapia and Whitaker’s expression (Ochoa-Tapia & Whitaker, 1995). When the mesh resolution is improved, the DNS results become

49
closer to the PSPH-model results. Higher mesh resolution is impossible to carry on since DNS is too expensive.

![Graph](image)

Figure 5.3. REV-averaged streamwise velocity $\langle u_{D1} \rangle^v$ versus the normalized distance from the wall $x_2/s$. The porous matrix is composed of cubes, $\phi_1 = 0.42$, $\phi_2 = 0.49$. (a) $Re_1 = 30$, $Re_2 =$
60 (laminar flow); (b) $Re_1 = 454$, $Re_2 = 860$ (turbulent flow). Mesh 1: 151$^3$ grid points for each REV; mesh 2: 91$^3$ grid points for each REV.

The results for more values of $g_1$ and $\phi$ are shown in Fig. 5.4. This figure depicts the values of $\langle u_{D1} \rangle^v$ in two REVs adjacent to the interface. It can be seen that the PSPH model can be used in a wide range of flow conditions, including both laminar and turbulent flows. In general, the errors in velocity distributions predicted by the model for all conditions simulated here are small. The deviation of model predictions from DNS results may increase when the difference between the two porosities increases. The deviation may be related to the errors of both the PSPH model and Darcy-Forchheimer model.
Figure 5.4. \( \langle u_{D1} \rangle \) versus applied pressure gradient \( g_1 \). (a) Cubes, \( \phi_1 = 0.42 \) and \( \phi_2 = 0.49 \); (b) cubes, \( \phi_1 = 0.42 \) and \( \phi_2 = 0.54 \).

5.3 Conclusions

A series of cases to simulate the flows in a porous medium with two porosities are performed by solving the macroscopic equations and the microscopic equations (DNS). The results show that the interface mainly affects the first REV next to it. The comparisons between the macroscopic results and the DNS results in wide ranges of the Reynolds number, Darcy number, and porosity validate the proposed PSPH model.
Chapter 6

Flows in a porous medium with two length scales

6.1 Introduction

The flow in a porous medium with two length scales is simulated in order to expand the validation of the PSPH model. While chapters 4-5 are dedicated to porous medium with only one length scale (the pore size), this chapter is devoted to the double-length scales which are often found in porous canopies made of trees, vegetation, or buildings (Meroney, 2007). The large-scale and small-scale porous matrices are both taken into account in DNS simulation cases. In macroscopic simulation cases, the large-scale porous matrix is accounted for, while the small-scale one is modeled by the geometric parameters. The comparisons between DNS results and macroscopic results are presented.

6.2 Test cases in the study

6.2.1 Geometry of the porous matrix

In the DNS simulation, the porous matrices are composed of 3-dimensional aligned-distributed spheres with the element size $d_s$ and spacing $s_s$ and 2-dimensional staggered-distributed bars with the element size $d_l$ and spacing $s_l$, as shown in Fig. 6.1 (a-b). The computational domain is a representative elementary volume (REV) for the large porous element. The ratio between the large pore size $s_l$ and the bar size $d_l$ has a fixed value ($s_l/d_l = 2$). The whole domain consists of 256 ($8s_s \times 8s_s \times 4s_s$) REVs for small porous elements. The periodic boundary condition is applied in all directions. The governing equations (2.2-2.3) are solved.

The porous matrices are made of the same large porous elements (staggered bars), but different numbers of REVs, which have been studied in Jin et al. (2015). The numerical results show that the computational domain in this study is large enough to calculate the length scale of turbulence at the center of a REV accurately (Jin et al., 2015).
Figure 6.1. Porous matrices used in the DNS study. (a) A porous matrix with two length scales (made of spheres); (b) a REV for the small porous element.

The flow is imposed in $x_1$- direction. The Reynolds numbers for the large and small elements are defined as

$$Re_s = \frac{u_m d_s}{\nu}, \quad Re_l = \frac{u_m d_l}{\nu}. \quad (6.1)$$

where $u_m$ is the mean seepage velocity.

Here $\phi_s$ denotes the porosity for the porous matrix made of small porous elements. For the porous matrix made of spheres, $\phi_s$ is calculated from the geometry as

$$\phi_s = 1 - \frac{\pi}{6} \left( \frac{d_s}{s_s} \right)^3. \quad (6.2)$$

In order to compare, I calculated the flows in porous matrices with only one length scale in the macroscopic simulation. They are made of only large porous elements (Fig. 6.2). The porous
matrix of small elements is modeled. The governing equations (2.9-2.10) with the PSPH model are used.

Figure 6.2. A porous matrix with only a large pore scale (made of bars) for the macroscopic study.

The flow in the geometry of Fig. 6.1(a) is simulated by solving the microscopic equations (DNS) with LBM while the flow in the geometry of Fig. 6.2 is simulated by solving the macroscopic equations with FVM, which is for all test cases in this chapter.

6.2.2 Instantaneous flow fields

The cases “bars+spheres” with $\phi_s = 0.70$ are calculated using both DNS and macroscopic simulation methods. Fig. 6.3 shows instantaneous velocity magnitude. For the DNS case, the Reynolds number is high enough to ensure the turbulent flow is fully developed. However, no turbulence shows in macroscopic results with the same Reynolds number. This is reasonable because the turbulence limited in pore size is modeled based on PSPH.
Figure 6.3. Instantaneous velocity magnitude for porous medium with two length scales, $\phi_s = 0.70$, $Re_s = 620$. (a) DNS result; (b) macroscopic simulation result.

6.2.3 Statistical results

The FVM and LBM methods have been intensively applied and verified in my previous chapters 4-5. Here I make further verification of mesh independence in a porous medium with two length scales. Figure 6.4 shows the relationship between $Re_l$ and the drag coefficient $f_D = \frac{d_1 \rho_1}{u_m^2}$ calculated from different mesh resolutions and solvers (the FVM and the LBM). The porous matrix is “bars+spheres” with $\phi_s = 1.0$. It can be seen that calculated $Re_l$ is only marginally changed as the number of mesh cells is increased. The LBM results for the applied pressure gradient are about 6% higher than the FVM results. The reason is that the bounced back model used in the LBM leads to slightly larger solid region. This is an acknowledged error. Therefore, it can be seen that the results are mesh-independent.
Figure 6.4. Applied pressure gradient $g_1$ versus Reynolds number $Re_l$, DNS and macroscopic results. FVM and LBM results with different mesh resolutions are compared.

In order to further confirm the accuracy of the PSPH model, the flows in a porous medium with two length scales are simulated by solving microscopic equations with LBM and macroscopic equations with FVM. Fig. 6.5 shows the time-, REV-, and spanwise ($x_3$-) averaged velocity components $\langle \bar{u}_1 \rangle^{v,x_3}$ and $\langle \bar{u}_2 \rangle^{v,x_3}$ along the streamwise ($x_1$-) lines. It can be seen that the macroscopic simulation results are in reasonable accordance with the DNS results; the macroscopic simulation model is well validated.
Figure 6.5. Distribution of $\langle \bar{u}_1 \rangle_v$ and $\langle \bar{u}_2 \rangle_v$ along the streamwise ($x_1$) lines at $x_2/s_s =0.5$ (squares), 2.5 (circles), 4.5 (up-pointing triangles) and 6.5 (down-pointing triangles). Solid symbols indicate DNS results and hollow symbols indicate macroscopic simulation results. The porous matrix is “bars+spheres” with $\phi_s = 0.70$. The Reynolds number $Re_s$ is 436 (a, b) and 620 (c, d), respectively.

6.3 Conclusions

The fluid flows in the porous medium with two length scales are simulated by solving microscopic equations (DNS) with LBM and macroscopic equations with FVM. The averaged velocity are compared between DNS and macroscopic results with two different Reynolds numbers.
The comparisons imply that the results are mesh-independent and the macroscopic simulation results are in reasonable accordance with the DNS results and well-validated.
Chapter 7

Limit of the pore scale prevalence hypothesis

7.1 Introduction

In the previous chapters, the PSPH model was derived based and validated. The PSPH asserts that turbulent structures in the porous media are limited to pore size. However, macroscopic turbulence must emerge without the restriction of the porous matrix (when the porosity approaches 1). The purpose of this chapter is to find out under what conditions the large turbulent structures might survive. To achieve this goal, the DNS and macroscopic simulation results of section 6 (flows in a porous matrix with two length scales) are further analyzed in this chapter. Strong large-scale turbulence can be stimulated by the large porous matrix made up of square cylinders. However, the large-scale turbulence is suppressed by the small porous matrix made up of spheres or cubes. The spacing between small porous elements is varied to obtain different porosity values. The analyses are performed for various values of the Reynolds number, pore-scale ratio, porosity, and Darcy numbers. Instantaneous Q iso-surfaces, turbulent two-point correlations, integral length scales, premultiplied energy spectra, and the kinetic energy of macroscopic turbulence are applied to determine the length scale of the turbulent structures from the DNS and the macroscopic simulation results. The capability of the PSPH model is further confirmed with further comparisons between the DNS and macroscopic simulation results.

7.2 Geometry of the porous matrix

The porous matrices of chapter 6 (Fig. 6.1 and 6.2) are used in the chapter. In order to make the comparison, I have also calculated the flows in porous matrices with only one length scale. They are made of only small porous elements (Fig. 7.1). The same domain size \((2s_t \times 2s_t \times s_t)\) is used for all test cases.
The Darcy number $Da_n$ for a generic porous matrix (GPM) made of small porous elements (aligned spheres or cubes) can be defined as

$$Da_n = K/d_l^2.$$  \hspace{1cm} (7.1)

For the porous matrix made of cubes, $\phi_s$ is calculated as

$$\phi_s = 1 - \left(\frac{d_s}{s_s}\right)^3.$$ \hspace{1cm} (7.2)

### 7.3 Macroscopic equations for infinite Reynolds number

To further understand the derived macroscopic equation, inserting Eqs. (2.13) and (2.17) into Eq. (2.10), normalizing with the mean velocity $u_m$ and the element size $d_l$, the following dimensionless macroscopic equations can be obtained:

$$\frac{\partial \bar{u}_{Di}}{\partial \bar{x}_i} = 0,$$

$$\frac{\partial \bar{u}_{Di}}{\partial \bar{t}} + \frac{\partial (\bar{u}_{Di} \bar{u}_{Di}/\phi)}{\partial \bar{x}_j} = - \frac{\partial (\phi \bar{p})}{\partial \bar{x}_i} + \phi \bar{g}_i - \bar{R}_i + \bar{L}_i.$$ \hspace{1cm} (7.4)

where $\bar{\cdot}$ denotes a dimensionless variable. $\bar{R}_i$ is approximated with the first two leading order terms of Eq. (2.13). The dimensionless drag and Laplacian terms are calculated as
\[ \bar{R}_i = \frac{\phi}{D_{a_n} R_e} \bar{u}_D l + \frac{\phi c_{F_1}}{D_{a_n}^{1/2}} |\bar{u}_D| \bar{u}_D, \]  
\[ \bar{L}_i = 2 \frac{\partial}{\partial x_j} \left[ \left( \frac{c_{B_1}}{R_e} + c_{B_2} D_{a_n} |s_D| \right) \hat{s}_{Dij} \right]. \]  

When \( R_e \) is high enough (\( R_e \to \infty \)), Eqs. (7.5) and (7.6) can be simplified as

\[ \bar{R}_i = \frac{\phi c_{F_1}}{D_{a_n}^{1/2}} |\bar{u}_D| \bar{u}_D, \]  
\[ \bar{L}_i = \frac{\partial}{\partial x_j} \left( 2 c_{B_2} D_{a_n} |s_D| \hat{s}_{Dij} \right). \]

Eq. (7.7) is consistent with the momentum equation for canopy flows (Nepf 2012) in which the viscous resistance is neglected. It can be seen that the momentum transport is affected by the geometric parameters \( \phi, c_{F1}, c_{B2} \) and \( D_{a_n} \) when \( R_e \) is high enough. If the correlations and model coefficients for calculating \( c_{B2} \) and the Forchheimer term are generic for all porous matrices, Eqs. (7.7)-(7.8) are determined only by \( D_{a_n} \) and \( \phi \).

### 7.4 Description of the test cases

The main parameters for DNS cases and macroscopic simulation cases are shown in Table 7.1 and 7.2, respectively. The length-scale ratio \( s_s/d_s \) are varied in the DNS cases to obtain the porosity values from 0.61 to 0.98. For \( \phi_s = 0.7 \), the pore-size ratio \( s_l/s_s \) varies between 4 and 12. Relatively large Reynolds numbers are studied (\( R_e_s > 350 \) and \( R_e_l > 500 \)) to ensure the flows are in the turbulent regime; the laminar-turbulent transition is not in the scope of this study. A higher resolution mesh is used for flows with a higher Reynolds number, see table 7.1 for the highest and lowest mesh resolutions for each geometry.

The solid matrix geometry in the first group of test cases is the same as “bars+spheres” in the DNS of the previous chapter. The values of \( s_l/s_s \) are set to 4 and 8 so the macroscopic simulation results can be compared with the DNS results. In another group of cases, I have carried out the macroscopic simulation for \( R_e_l \to \infty \) to exclude the effect of the Reynolds number. The small porous elements are not specified in these cases and the Darcy number is given directly, so this porous matrix is named as “bars+GPM”. Eqs. (7.5) and (7.6) with the drag terms expressed by Eqs. (7.7) and (7.8), corresponding to \( R_e_l \to \infty \), are solved for the calculation of this group of cases.
Typical DNS and macroscopic simulation cases are calculated using two mesh resolutions to perform the mesh-convergence study. In addition, typical macroscopic simulation results are compared with the DNS results for validation. Details about verification and validation are presented in chapters 6 and appendix A.

<table>
<thead>
<tr>
<th>Porous matrix</th>
<th>$\phi_s$</th>
<th>$s_l/s_s$</th>
<th>Mesh resolution</th>
<th>$Re_s$</th>
<th>$Re_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>“bars+spheres”</td>
<td>0.61-0.98</td>
<td>4-12</td>
<td>$353 \times 353 \times 177$</td>
<td>355-704</td>
<td>781-4224</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1153 x 1153 x 577</td>
</tr>
<tr>
<td>“bars+cubes”</td>
<td>0.88-0.98</td>
<td>4</td>
<td>$641 \times 641 \times 321$</td>
<td>614-749</td>
<td>2512-5992</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1281 x 1281 x 641</td>
</tr>
<tr>
<td>“spheres”</td>
<td>0.61-0.98</td>
<td>-</td>
<td>$353 \times 353 \times 177$</td>
<td>391-754</td>
<td>860-4524</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>961 x 961 x 481</td>
</tr>
<tr>
<td>“cubes”</td>
<td>0.88-0.96</td>
<td>-</td>
<td>$641 \times 641 \times 321$</td>
<td>469-689</td>
<td>2352-4137</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>961 x 961 x 481</td>
</tr>
<tr>
<td>“bars”</td>
<td>1.0</td>
<td>-</td>
<td>$161 \times 161 \times 81$</td>
<td>-</td>
<td>528-653</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>201 x 201 x 201</td>
</tr>
</tbody>
</table>

Table 7.1. Main parameters for the DNS cases, LBM. The lowest and highest mesh resolutions for each porous matrix are shown.
Table 7.2. Main parameters for the cases of macroscopic simulation, FVM. The lowest and highest mesh resolutions for each porous matrix are shown.

<table>
<thead>
<tr>
<th>Porous matrix</th>
<th>$\phi_s$</th>
<th>$s_l/s_s$</th>
<th>$Da_n$</th>
<th>Mesh resolution</th>
<th>$Re_K$</th>
<th>$Re_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>“bars+spheres”</td>
<td>0.93-0.99</td>
<td>4, 8</td>
<td>0.07-1.26</td>
<td>$161 \times 161 \times 81$</td>
<td>39-2009</td>
<td>62-5392</td>
</tr>
<tr>
<td>“bars+GPM”</td>
<td>0.93-0.99</td>
<td>-</td>
<td>0.3-1.2</td>
<td>$161 \times 161 \times 81$</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$256 \times 256 \times 256$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“bars”</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
<td>$81 \times 81 \times 81$</td>
<td>-</td>
<td>566-671</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$161 \times 161 \times 161$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7.5 Instantaneous flow field

The $Q$-method (Hunt et al., 1988), where the quantity $Q = -\frac{1}{2} \frac{\partial u_i}{\partial x_j} \frac{\partial u_j}{\partial x_i}$, is the second invariant of the instantaneous velocity gradient tensor is used to identify the turbulent structures in porous media qualitatively. According to the $Q$-method, vortices can be identified by connected fluid regions with positive $Q$ values. Figure 7.2 shows the turbulent structures identified by the isosurfaces of $Q$ in different porous matrices for DNS results. When the porous matrix has only large elements (staggered arrays of square cylinders), it can be seen in Fig. 7.2a that the size of vortices is close to the large pore size $s_l$. 
Figure 7.2. Instantaneous turbulence structures for DNS results, color coding showing the instantaneous value of the vertical velocity $u_2$, $Q/Q_M = 2 \times 10^{-2}$. Possible large-scale structures are indicated by circles. (a) Bars, $\phi_s = 1.0$, $Re_t = 641$, $Q_M d_l^2 / u_m^2 = 4.8 \times 10^3$; (b) Spheres, $\phi_s = 0.70$, $Re_s = 545$, $Re_t = 1308$, $Q_M d_l^2 / u_m^2 = 2.04 \times 10^4$; (c) Bars and spheres,
\( \phi_s = 0.70, Re_s = 536, Re_l = 1286, Q_M d_l^2 / u_m^2 = 1.35 \times 10^4 \); (d) Bars and spheres, \( \phi_s = 0.98, Re_s = 564, Re_l = 3384, Q_M d_l^2 / u_m^2 = 2.01 \times 10^5 \).

For the porous matrix with only small porous elements, fully developed turbulence can be found when \( Re_s \) is about 500. The size of vortices is close to the small pore size \( s_s \), which is much smaller than \( s_l \), see Fig. 7.2b.

If I combine the two porous elements together, I may investigate whether (or in what condition) the vortices with the large length scale \( s_l \) may survive. The values of \( Re_s \) for the cases in Fig. 7.2c and 7.2d are still above 500. The size of turbulent structures is generally close to the small pore size \( s_s \) for a medium porosity value (\( \phi_s = 0.7 \)), see Fig. 7.2c. The vortical tubes are more densely populated in the passage between the two large porous elements. However, any vortices which are larger than \( s_s \) have been not observed. All large vortices are damped by the porous medium made of small porous elements and vanish. This is in accordance with the PSPH. However, when the porosity is increased to \( \phi_s = 0.98 \), some vortical bulks which are larger than \( s_s \) (close to the large element size \( d_l \)) can be found; their locations are indicated by the circles in Fig. 7.2d. The long wakes downstream the large vortical bulks can also be seen. The vortical structures show qualitatively that large scale turbulence survives when \( \phi_s = 0.98 \).

To compare with the DNS results, the instantaneous velocity magnitude of macroscopic simulation results in a cross-section for different values of porosity \( \phi_s \) is shown in Fig. 7.3. The Reynolds number \( Re_l \) is 5060 for \( \phi_s = 0.93 \), which is much higher than the critical value of \( Re_l \) for the onset of macroscopic turbulence when the porous matrix has only large porous elements. The value of \( Re_K \) is 1302, suggesting that the flow is in the Forchheimer regime. However, no macroscopic turbulence is found in this case, see Fig. 7.3 (a), while the microscopic turbulence is modeled. The macroscopic turbulence survives as the porosity \( \phi_s \) is increased to 0.98 (Fig. 7.3 (b)). Similarly, macroscopic turbulence is also found as \( \phi_s \) is further increased, see Fig. 7.3 (c) for \( \phi_s = 0.99 \) and Fig. 7.3 (d) for \( \phi_s = 1 \). The macroscopic simulation results are consistent with the DNS results.
Figure 7.3. Instantaneous velocity magnitude for macroscopic simulation results, “bars+spheres”. (a) \( \phi_s = 0.93, Da_n = 0.07, Re_K = 1302, Re_l = 5060 \); (b) \( \phi_s = 0.98, Da_n = 0.39, Re_K = 1225, Re_l = 1969 \); (c) \( \phi_s = 0.99, Da_n = 1.26, Re_K = 1135, Re_l = 1009 \); (d) \( \phi_s = 1.0, Re_l = 630 \).
7.6 Two-point turbulent correlations

The Q-method should be combined with other statistical results to reach quantitative conclusions. In order to detect the length scale of turbulence quantitatively, the two-point correlation due to turbulence $\hat{R}_{ij}(r, x_0)$ is calculated. The following introduces how to get the true turbulent correlation $\hat{R}_{ij}(r, x_0)$.

Based on Jin et al. (2015) and Uth et al. (2016), the turbulent velocity components $u'_i(x_0, t)$ and $u'_j(x_0 + r, t)$ are correlated, as shown in Fig. 7.4.

![Figure 7.4. Correlation points in two parallel planes (Uth et al., 2016).](image)

The overall two-point correlation $R_{ij}(r, x_0)$ can be directly calculated, it is defined as

$$R_{ij}(r, x_0) = \langle u'_i(x_0, t)u'_j(x_0 + r, t) \rangle_t$$  \hspace{1cm} (7.9)

where the operator $\langle \cdot \rangle_t$ denotes the time-averaging. However, the overall two-point correlation $R_{ij}(r, x_0)$ consists of the true turbulent correlation $\hat{R}_{ij}(r, x_0)$ and non-turbulent correlation $\tilde{R}_{ij}(r, x_0)$. The true turbulent correlation $\hat{R}_{ij}(r, x_0)$ is adopted to analyze a turbulent flow regarding the scales (Jin et al., 2015; Uth et al., 2016). To derive $\hat{R}_{ij}(r, x_0)$, a lateral correlation is calculated as
\[ \tilde{R}_{ij}(r, r_3, x_0) = \langle u_i'(x_0, t)u_j'(x_0 + r + r_3 e_3, t) \rangle_t \]  

(7.10)

where \( e_3 \) is the unit vector in the spanwise direction and \( r_3 \) is the value of distance. Due to the periodicity of the flow in the \( x_3 \) direction, the non-turbulent correlation \( \tilde{R}_{ij}(r, x_0) \) can be approximated by \( \tilde{R}_{ij}(r, r_3, x_0) \) if \( r_3 \) is large enough. Thus, the turbulent two-point correlation can be calculated as

\[ \tilde{R}_{ij}(r, x_0) = R_{ij}(r, x_0) - \tilde{R}_{ij}(r, r_3, x_0) \]

(7.11)

In this thesis, the correlation point \( x_0 \) is at the center of the cross-plane \((s_l, s_l, x_3)\). The distributions of \( \tilde{R}_{11}(r, x_0) \) for turbulent flows in porous matrices with two length scales (“bars+spheres”) or only one length scale (“bars” or “spheres”) are shown in Fig. 7.5. It can be seen that, if the porous matrix has only large porous elements (“bars”), \( \tilde{R}_{11} \) is non-zero as the distance from the center point \( x_1 - x_{10} \) is in the range \([-s_l, s_l]\), while \( \tilde{R}_{22} \) is non-zero as \( x_2 - x_{20} \) is in the range \([-s_l, s_l]\), indicating that the turbulence close to the domain center has the length scale \( s_l \), see the dash-dotted lines in Fig. 7.5. If the porous matrix has also small porous elements (“spheres”) with medium porosity \((\phi_s = 0.7)\), no matter whether the large porous elements (“bars”) are present or not, the non-zero ranges of \( \tilde{R}_{11} \) and \( \tilde{R}_{22} \) are reduced to \( \left[-\frac{1}{4}s_l, \frac{1}{4}s_l\right] \), see the solid and dashed lines in Fig. 7.5. Turbulence has the length scale \( \frac{1}{4}s_l \) which is identical to the small pore size \( s_s = \frac{1}{4}s_l \). The DNS results confirm the PSPH, which states that, for a porous matrix with medium with low porosity, the turbulence length scale is generally determined by the pore size and there is no macroscopic turbulence.
Figure 7.5. Turbulent two-point correlations in the streamwise $x_1$ direction (a) and transverse $x_2$ direction (b) for DNS results.

As the value of $\phi_s$ is increased to 0.98, while the Reynolds number is kept high enough to ensure the flow to be fully turbulent, the non-zero ranges of $\hat{R}_{11}$ and $\hat{R}_{22}$ for “bars+spheres” become wider than $[-\frac{1}{4}s_s, \frac{1}{4}s_s]$, see Fig. 7.6. They are also larger than the non-zero ranges for
“spheres”. The DNS results indicate that macroscopic turbulence might survive at large porosity values.

![Diagram](a)

![Diagram](b)

Figure 7.6. Turbulent two-point correlations in the streamwise $x_1$ direction (a) and transverse $x_2$ direction (b) for DNS results. Solid lines: “bars+spheres”, $\phi_s = 0.98$, $Re_s = 564$, $Re_l = 3384$; Dashed lines: “spheres”, $\phi_s = 0.98$, $Re_s = 727$, $Re_l = 4362$; Dash dotted lines: “bars”, $\phi_s = 1.0$, $Re_l=641$. 
In comparison with DNS results, figure 7.7 shows the turbulent two-point correlation $\hat{R}_{11}(r,x_0)$ calculated from the macroscopic simulation. The test cases have similar values of $Re_K$. $\hat{R}_{11}(r,x_0)$ is equal to 0 when $\phi_s = 0.93$ but has a non-zero range when $\phi_s \geq 0.98$. This non-zero range of $\hat{R}_{11}(r,x_0)$ exceeds $\left[-\frac{1}{4}s_l, \frac{1}{4}s_l\right]$, which corresponds to the microscopic length scale, and becomes wider as $\phi_s$ is increased from 0.98 to 1.
Figure 7.7. Turbulent two-point correlations in the streamwise $x_1$ direction (a) and transverse $x_2$ direction (b) for macroscopic simulation results. The porosity $\phi_s$, Reynolds number $Re_l$ and $Re_K$ are varied.

In order to better show the comparisons, Fig. 7.8 shows the turbulent two-point correlation values of DNS and macroscopic results in the same figures.
Figure 7.8. Turbulent two-point correlations in the streamwise ($x_1$-) direction (a) and transverse ($x_2$-) direction (b). The porous matrix is made of staggered arrays of bars, $\phi_s = 1$. FVM and LBM results are compared.

### 7.7 Integral length scales

In addition to the turbulent two-point correlations, the integral length scales are another way to quantify the length scale of turbulence. Similar to the definitions in Pope (2000), the longitudinal integral length scales in the parallel ($x_1$-) and transverse ($x_2$-) directions $L_x$ and $L_y$ are respectively calculated as

$$L_x = \int_{-\infty}^{\infty} \hat{R}_{11}(r_1 e_1, x_0) / \hat{u}_{1}^2(x_0) dr_1,$$

$$L_y = \int_{-\infty}^{\infty} \hat{R}_{22}(r_2 e_2, x_0) / \hat{u}_{2}^2(x_0) dr_2,$$

where $\hat{u}_{i}^2(x_0)$ is the root-mean-square turbulent velocity component of the original position $x_0$. Here, I assume that the definition of $L_x$ and $L_y$ can still be applied although the flow in the porous medium is neither isotropic nor homogeneous.

$L_x$ and $L_y$ for “bars+spheres” with different Reynolds numbers $Re_s$ are shown in Fig. 7.9. They are compared with the integral length scales in the porous matrices with only large length scale (“bars”) or small length scale (“spheres”). $L_x$ and $L_y$ are averaged in a certain range of Reynolds numbers ($Re_s \in [400, 600]$ for “spheres” and $Re_l \in [528, 653]$ for “bars”) for further analysis. The averaged integral length scales $\langle L_x \rangle/s_l$ and $\langle L_y \rangle/s_l$ for “spheres” are 0.15 and 0.07, respectively. They are much lower than the averaged integral length scales for “bars”, which are 0.46 and 0.56, respectively. It can be seen in Fig. 7.9a and 7.9b that the $L_x/s_l$ and $L_y/s_l$ values for “bars+spheres” change only marginally with the Reynolds number $Re_s$ or $Re_l$. They are close to the values for “spheres”; this suggests that the macroscopic turbulence cannot be stimulated by increasing the Reynolds number. By contrast, $L_x/s_l$ and $L_y/s_l$ become closer to the values for “bars” as the porosity $\phi_s$ is increased to 0.98, suggesting that the macroscopic turbulence occurs in this condition, see Fig. 7.9c and 7.9d.
\[ L_x/s = 0.46 \text{ for "bars"} \]

\[ L_x/s = 0.15 \text{ for "spheres"} \]

\[ L_y/s = 0.56 \text{ for "bars"} \]

\[ L_y/s = 0.07 \text{ for "spheres"} \]
Figure 7.9. Effects of the Reynolds number on the integral length scales for DNS results. (a) $L_x/s_l$, $\phi_s = 0.70$; (b) $L_y/s_l$, $\phi_s = 0.70$; (c) $L_x/s_l$, $\phi_s = 0.98$; (d) $L_y/s_l$, $\phi_s = 0.98$.

Figure 7.10 shows the averaged integral length scales $\langle L_x \rangle/s_l$ and $\langle L_x \rangle/s_l$ for $\phi_s = 0.7$ and the pore-scale ratio $s_t/s_s$ in the range 4-12. The difference between the length scale of macroscopic turbulence and the pore-scale turbulence becomes more evident as the scale ratio $s_t/s_s$ becomes
larger. As $s_l/s_s$ is increased from 4 to 12, $\langle L_x \rangle / s_l$ is decreased from 0.14 to 0.05, while $\langle L_y \rangle / s_l$ is decreased from 0.07 to 0.02. They are almost identical to the integral length values when the porous matrix has only small porous elements (spheres). The DNS results confirm that there is no macroscopic turbulence for this porosity value.

Figure 7.10. Effects of $s_l/s_s$ on the averaged integral length scales, $\phi_s = 0.70$ for DNS results. The length scales are averaged in the range $Re_s \in [436, 649]$. (a) $\langle L_x \rangle / s_l$; (b) $\langle L_y \rangle / s_l$. 
Figure 7.11 shows the relationship between the integral length scales and the porosity $\phi_s$ when the flow is fully turbulent. The DNS results for “bars+spheres” are compared with those for “bars” and “spheres”. $\langle L_x \rangle / s_l$ and $\langle L_z \rangle / s_l$ change only marginally as $\phi_s$ is increased from 0.61 to 0.93, while an abrupt jump can be found for $\phi_s = 0.98$, which indicates the onset of macroscopic turbulence. So, I expect that the critical porosity $\phi_c$ for the survival of macroscopic turbulence lies between 0.93 and 0.98. It should be noted that, up to now, this critical porosity value is only validated for the scale ratio $s_l / s_s = 4$. 

(a)
Another porous matrix has been studied to understand the effects of pore-scale geometry on the critical porosity $\phi_c$. The small porous elements for this porous matrix are made of cubes. Fig. 7.12 shows the averaged integral length scales for different porous matrices. It can be seen that the values of $\langle L_x \rangle / s_l$ and $\langle L_y \rangle / s_l$ for “bars+cubes” are close to the values for “cubes” as $\phi_s$ is increased from 0.86 to 0.96. They jump abruptly and become close to the values for “bars” as $\phi_s$ is increased to 0.98. The DNS results suggest that the critical value for the onset of macroscopic turbulence lies between 0.96 and 0.98. Again, this critical porosity is only validated for the scale ratio $s_l / s_s = 4$.  

Figure 7.11. Effects of the porosity $\phi_s$ on the averaged integral length scales for DNS results. (a) $\langle L_x \rangle / s_l$; (b) $\langle L_y \rangle / s_l$. 

(b)
Figure 7.12. The averaged integral length scales for “bars+cubes” for DNS results. (a) $\langle L_x \rangle / s_l$; (b) $\langle L_y \rangle / s_l$.

The longitudinal integral length scales $L_x$ and $L_y$ for $Re_K > 1000$ are shown in Fig. 7.13. The macroscopic results are compared with the DNS results for “bars”. Both macroscopic simulation and DNS results show that $L_x$ and $L_y$ change only marginally when the value of $Re_K$
is increased. The values of $L_x$ and $L_y$ increase with the increase of $\phi_s$ and approach the values for $\phi_s = 1$. The macroscopic simulation results of $\langle L_x \rangle$ and $\langle L_y \rangle$ for $\phi_s = 1$ are 0.45 and 0.54, respectively, which are close to DNS results for “bars”.

![Graph](image)

(a)

![Graph](image)

(b)

Figure 7.13. Turbulent two-point correlations in the streamwise ($x_1$-) direction and transverse ($x_2$-) direction, “bars+spheres” for macroscopic simulation results. (a) $L_x$; (b) $L_y$.  
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The one-dimensional energy spectra calculated from two-point correlations is applied to calculate the length scale of turbulence. According to the definition by Kolmogorov (1941) for locally homogeneous and isotropic turbulence, it is calculated with the Fourier transform as:

\[ \hat{E}_{il}(x_0, k_1) = \frac{1}{\pi} \int_{-\infty}^{\infty} \hat{R}_{il}(x_1, e_1, x_0) \exp(-ik_1x_1) \, dx_1 \]  

(7.14)

where \( k_1 \) denotes the wavenumber in the \( x_1 \) direction. Jin et al. (2015) and Gomes-Fernandes et al. (2015) argued that this equation can be also used to calculate the local energy spectra for inhomogeneous and anisotropic flows.

Figure 7.14 shows the premultiplied energy spectra \( k_1\hat{E}_{il}(x_0, k_1) \) for DNS results, which can be used to identify the \( k_1^{-1} \) range which represents the very-large-scale motions (Jimenez, 1998). The maximum of wavelength \( \lambda = 2\pi/k_1 \) which corresponds to the peak values of \( k_1\hat{E}_{il}(x_0, k_1) \) represents the largest length scale of turbulent structures (Hommema & Adrian, 2006; Balakumar & Adrian, 2007). When the porous matrix has only large porous elements (bars), the maximum value of \( \lambda \) is about 5.3\( s_s \), which is between \( s_l = 4s_s \) and \( 2s_l = 8s_s \), while it is much larger than the small pore scale \( s_s \). When the porosity for the small porous elements has a medium value (\( \phi_s = 0.7 \)), no matter the porous matrix has one (“spheres”) or two (“bars+spheres”) length scales, the maximum value of \( \lambda \) is about 1.6\( s_s \), which is close to the small pore scale \( s_s \). By contrast, when the porous matrix has two length scales (“bars+spheres”) and the porosity is large (\( \phi_s = 0.98 \)), the second peak of \( k_1\hat{E}_{il}(x_0, k_1) \) can be observed. The corresponding value of \( \lambda \) is about 4\( s_s \), which is close to the maximum \( \lambda \) for “bars”. The premultiplied energy spectra also confirm the occurrence of macroscopic turbulence at \( \phi_s = 0.98 \).
Figure 7.14. Pre-multiplied energy spectra for “bars+spheres”, “bars” and “spheres” for DNS results, $s_l/s_s = 4$. The peaks with the lowest wave numbers are indicated with solid circles. The values of $Re_s$ are 536 for “bars+spheres” with $\phi_s = 0.7$, 564 for “bars+spheres” with $\phi_s = 0.98$ and 545 for “spheres”, respectively. The value of $Re_l$ for “bars” is 641.

Fig. 7.15 shows the pre-multiplied energy spectra of macroscopic simulation results. A plateau of $k_1\hat{E}_{11}/u'_l^2 \approx 0.35$ can be found for porosity $\phi_s = 1$, which indicates the range of large-scale turbulent motion. The peak of $k_1\hat{E}_{11}$ for $\phi_s = 1$ corresponds to the wavelength $\Lambda = 1.33s_l$, which is identical to the value of $\Lambda$ for $\phi_s = 0.99$. When the porosity $\phi_s$ is decreased to 0.98, the value of $\Lambda$ declines to $s_l$ which is identical to the large pore size.
Figure 7.15. Pre-multiplied energy spectra for “bars+spheres” for macroscopic simulation results. The peaks are indicated with solid circles.

Fig. 7.16 shows the pre-multiplied energy spectra of DNS and macroscopic results in one figure to better show the comparisons. The reason of the slight difference is that the bounced back model used in the LBM leads to slightly larger solid region than in the FVM, which is an acknowledged error.

Figure 7.16. Pre-multiplied energy spectra. The porous matrix is made of staggered arrays of bars, $\phi_s = 1$. FVM and LBM results are compared.
7.9 Turbulent kinetic energy

The DNS and macroscopic simulation results show that, when the Reynolds number is high enough to ensure that the flow is fully turbulent, the porosity has a critical value \( \phi_c \) for the occurrence of macroscopic turbulence. \( \phi_c \) is generally independent of the Reynolds number and to the shape of porous elements. However, it might be affected by the Darcy number which is determined by the scale ratio \( s_t/s_s \). To further investigate the generality of \( \phi_c \), I calculated the turbulent flows in the same porous medium only with the large-scale porous matrix using macroscopic simulation for different \( Da_n \) values.

The macroscopic simulation results discussed above are for a GPM made of spherical porous elements with the scale ratio \( s_t/s_s = 4 \) or 8. The permeability \( K \) is calculated using the Carman-Kozeny equation (2.23). However, the values of \( K \) and the Darcy numbers calculated from this equation might have uncertainties due to the variation of the pore-scale geometries. To better understand the dependence of the critical porosity \( \phi_c \) on the Darcy number, I have solved Eqs. (7.3) and (7.4) with the drag terms expressed by Eqs. (7.7) and (7.8) for different Darcy numbers. These solutions correspond to the limit of infinite Reynolds number, \( Re_t \rightarrow \infty \). Figure 7.17 shows the relationship between \( \phi_s \) and \( 2\langle k \rangle/\bar{u}_{m}^2 \). The macroscopic simulation results indicate that the critical porosity \( \phi_c \) for the survival of macroscopic turbulence is between 0.95 and 0.97, which is similar to the DNS results. \( \phi_c \) is not sensitive to the Darcy number when it is in the range 0.3-1.2. When \( \phi_s \) is smaller than \( \phi_c \), macroscopic turbulence cannot be stimulated even if \( Re_t \rightarrow \infty \).
Figure 7.17. Normalized macroscopic turbulence kinetic energy $2\langle k \rangle / u_m^2$ versus porosity versus, $Re_l \to \infty$, $Da_n \in [0.3, 1.2]$, “bars+GPM”.

Figure 7.18 shows the relationship between the Reynolds number $Re_K$ and the normalized macroscopic turbulence kinetic energy $2\langle k \rangle / u_m^2$ for $\phi_s = 0.98$ and different $Da_n$ values. The onset of macroscopic turbulence occurs at $Re_K = 133$ for $Da_n = 0.39$ or $Re_K = 120$ for $Da_n = 0.10$. The results are consistent with the statement by Nield and Bejan (2017) that the transition from a Darcy flow to a Darcy-Forchheimer flow occurs when $Re_K$ is of order $10^2$. In addition, I have found that the values of $2\langle k \rangle / u_m^2$ change only marginally when the $Re_K$ is above 1000.
Figure 7.18. Reynolds number $Re_K$ versus normalized kinetic energy of macroscopic turbulence $2\langle k \rangle / u_m^2$, $\phi_s = 0.98$.

7.10 Conclusions

In order to understand whether macroscopic turbulence might survive in certain conditions and thus know the valid domain of the PSPH, I have studied the turbulent flows in porous matrices which have one or two length scales using DNS and macroscopic simulation. The large porous elements are made of 2-dimensional bars with the element size $d_l$ and spacing $s_l$, while the small porous elements are made of spheres or cubes with the element size $d_s$ and spacing $s_s$.

Instantaneous Q iso-surfaces, turbulent two-point correlations, integral length scales, and premultiplied energy spectra which are obtained from both DNS and macroscopic simulation are used to detect the possible macroscopic turbulence. The DNS results show that the critical porosity $\phi_c$ for the survival of macroscopic turbulence is between 0.93 and 0.98 when the scale ratio $s_l/s_s$ is set to 4. When the porosity is lower than $\phi_c$, the integral length scales for porous matrices with two length scales (“bars+spheres” or “bars+cubes”) are almost identical to those for porous matrices with only small porous elements (“spheres” or “cubes”). When the flow is fully turbulent, the value of $\phi_c$ doesn’t change remarkably as the Reynolds number ($Re_s$ or $Re_l$) is increased or the pore-scale elements are changed from “spheres” to “cubes”.
The generality of the value of $\phi_c$ is further studied using macroscopic simulation. The porous matrix made of spherical elements is modeled as a continuous porous medium whose geometric parameters were determined empirically in chapter 2. The macroscopic simulation results for “bars+spheres” show that $\phi_c$ is in the range 0.95-0.97, which is close to the DNS results. Then, the macroscopic simulations for $Re_l \to \infty$ and the Darcy number values in the range 0.3-1.2 are performed. The numerical results show that $\phi_c$ is still in the range 0.95-0.97. It should be noted that $c_{B2}$ for our macroscopic simulation is calculated using Eq. (2.32) and the coefficient of the Forchheimer term is set to $c_{F1} = 0.1$. The effect of pore-scale geometries on these coefficients has not been taken into account in our study. In addition, the DNS is for only two pore-scale geometries (“spheres” and “cubes”). The dependence of the critical porosity on the pore-scale geometry still needs to be further investigated and ideally the scale ratio should be increased. This requires however extremely expensive simulations.

The comparison between the DNS and macroscopic simulation results also confirms the accuracy of the PSPH model proposed, as well as the capability of using this model to directly resolve the macroscopic turbulence in porous media.
Chapter 8

Summary and outlook

8.1 Summary

This Ph.D. thesis is dedicated to developing a macroscopic model taking into account laminar and turbulent flow in porous media. Due to the fact that DNS is often too computationally expensive and not practical in engineering applications, the cheap, efficient, and feasible macroscopic model was derived to study convection in porous media. In the following, the conclusions are summarized.

Based on the PSPH, a PSPH model for flows in porous media is derived by volume averaging the Navier-Stokes equations. The modeled terms include the drag term $\hat{R}_i$ caused by the porous matrix and a Laplacian term $L_i$ led by the gradient of macroscopic velocity. The $\hat{R}_i$ is usually approximated by a Taylor expansion concerning a local Reynolds number $Re_K$. The Laplacian term $L_i$ consists of effective viscosity $\tilde{\nu}$ calculated by a local Reynolds number $Re_d$ which characterizes the strength of momentum dispersion. Based on the PSPH, the pore size (identified by $\sqrt{K}$) as the characteristic length and the mixing velocity $\sqrt{K}|s_{Dij}|$ as the characteristic velocity constitute the local Reynolds number $Re_d = \frac{K|s_{Dij}|}{\nu}$. The ratio of effective viscosity to molecular viscosity is expanded as a Taylor series concerning $Re_d$. The two leading-order terms of the Taylor series are adopted in the present PSPH model. The coefficients $c_{B1}$ and $c_{B2}$ are determined by fitting the DNS results for flows in a wall-bounded porous medium made of the REVs under consideration. The coefficients are only related to the porosity. When the porosity is increased to 1, the effective viscosity approaches the molecular viscosity. When the porosity approaches 0, the effective viscosity approaches infinity.

The proposed macroscopic equations are used to simulate the flows in three types of porous media, a porous medium bounded by two walls, a porous medium with two porosities, and a porous medium with two length scales. The macroscopic equations are solved with the FVM by the linear interpolation for spatial discretization and with PISO algorithms for correcting the velocity field.
The Navier-Stokes solutions are approximated with the LBM indirectly by streaming and collision processes. The macroscopic model results are in good agreement with the DNS results in wide ranges of the Reynolds numbers, Darcy numbers, and porosities. The study shows that the effects of macroscopic velocity gradient on momentum transport in porous media can be reasonably well approximated using a Laplacian term.

Although the PSPH was validated in the previous studies (Jin et al., 2015; Uth et al., 2016), macroscopic turbulence must emerge when the flow is not restricted by the porous matrix and the porosity approaches 1. In order to find out under what conditions the macroscopic turbulence might survive and thus complement the PSPH, the porous matrix with two length scales (“bars+spheres” or “bars+cubes”) was applied to simulate turbulent flow by using DNS and macroscopic simulation. The large porous matrix stimulates strong large-scale turbulence, whereas the smaller porous matrix limits the size of turbulent coherent structures. Instantaneous Q iso-surfaces, turbulent two-point correlations, integral length scales, and premultiplied energy spectra were applied to measure the size of turbulent structures quantitatively and qualitatively. The DNS results indicated that the critical porosity $\phi_c$ for the survival of macroscopic turbulence is between 0.93 and 0.98 when the scale ratio $s_l/s_s$ is set to 4. Under the critical porosity, no macroscopic turbulence survives even if the Reynolds number ($Re_s$ or $Re_l$) is increased dramatically. The value of $\phi_c$ does not change much as the Reynolds number ($Re_s$ or $Re_l$) is increased, or if the pore-scale elements are changed from “spheres” to “cubes” when the flow is fully turbulent. In order to confirm the generality of the critical porosity, the turbulent flow in the same porous medium only with the large-scale porous matrix using macroscopic simulation was simulated. The smaller porous matrix was modeled as a continuous porous medium, whose geometric parameters were determined empirically. Cases with the Reynolds number $Re_l \to \infty$ and the different Darcy number values were computed. The macroscopic results indicate again that $\phi_c$ is in the range 0.95-0.97 which is consistent with DNS results. And the accuracy and capability of the PSPH model proposed are further confirmed.

8.2 Outlook

An important perspective of the work is to study the probability of macroscopic turbulence where the Darcy number approaches 0. Jin et al. (2015) and Uth et al. (2016) provide a significant body of work that concluded the turbulent eddies are generally restricted by the pore size, leading to the pore-scale prevalence hypothesis (PSPH). Furthermore, the study in this thesis confirms no
survival of large-scale turbulence with infinite Reynolds numbers ($Da_n \in [0.3, 1.2]$) and the porosity lower than the critical porosity. However, whether or not the macroscopic turbulence with the Darcy value close to 0 survives is still an open question. This question is useful in some systems where the Darcy number is low, such as heat transfer in porous media where the Darcy number could approach $10^{-6}$ (Ebrahimi et. al, 2020).

Another significant question to be answered in the future is to take into account the effect of different geometries. In chapter 7, only the porous elements made of “sphere” and “cube” were considered to study the macroscopic turbulence in porous media with high porosity. Although the generality of the critical porosity is confirmed by using the macroscopic equations which model the porous matrices, the effect of the pore-scale geometry on the critical porosity still needs to be further validated.

This work can be extended to apply the macroscopic equations to the interface between the free flow and porous-medium flow. These flows near the interface are critical in the quantification of transferring fluxes of mass, momentum, and energy. The macroscopic turbulence in porous media enhances the convection. Although chapter 7 confirms the critical porosity above which macroscopic turbulence survives, how much depth the macroscopic turbulence in free flow due to Kelvin-Helmholtz stability penetrates the porous medium could be further researched. The macroscopic simulation with our developed PSPH model can be applied to do deep research about this interesting question.
Appendix A.

DNS resolves turbulent flow accounting for all scales without any model. Therefore, the accuracy of DNS methods depends on the size of the given mesh. The finer mesh gives a solution of a little higher accuracy but at the expense of computational power and time. Quite generally the size of the best mesh is lower than the Kolmogorov scale $\eta$ which depends on the local dissipation rate of the turbulent kinetic energy $\varepsilon$ and the kinematic viscosity of the fluid $\nu$. However, it’s hardly achieved, especially very close to the solid walls where the local dissipation rate $\varepsilon$ is large and the Kolmogorov scale $\eta$ is very little.

An alternative measure of checking mesh quality is comparing the pressure drop with the integration of the dissipation rate (Jin & Herwig, 2013). The accuracy of the DNS solution can be examined by an accuracy measure, which defines as:

$$\Delta = \frac{g_1 - g_s}{g_1}$$  \hspace{1cm} (A1)

where $g_1$ and $g_s$ are the pressure gradient in the streamwise direction and the volume-averaged dissipation rate in the computational domain. Jin et al. (2015) suggested that a solution with $\Delta$ values below 10% for this type of flows is accurate enough for the analysis. Table A1 shows the values of $\Delta$ for typical DNS cases.

<table>
<thead>
<tr>
<th>Test cases</th>
<th>$\phi_s$</th>
<th>Mesh resolution</th>
<th>$Re_s$</th>
<th>$Re_l$</th>
<th>$\Delta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“bars+spheres”</td>
<td>0.89</td>
<td>545×545×273</td>
<td>571</td>
<td>1941</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td>0.91</td>
<td>577×577×289</td>
<td>600</td>
<td>2160</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>609×609×305</td>
<td>636</td>
<td>2417</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td>641×641×321</td>
<td>615</td>
<td>2460</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>961 x 961 x 481</td>
<td>704</td>
<td>4224</td>
<td>1.0</td>
</tr>
<tr>
<td>----------------</td>
<td>------</td>
<td>----------------</td>
<td>------</td>
<td>------</td>
<td>-----</td>
</tr>
<tr>
<td>“bars+cubes”</td>
<td>0.88</td>
<td>641 x 641 x 321</td>
<td>628</td>
<td>2512</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>961 x 961 x 481</td>
<td>614</td>
<td>3684</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>1281 x 1281 x 641</td>
<td>749</td>
<td>5992</td>
<td>0.2</td>
</tr>
<tr>
<td>“spheres”</td>
<td>0.70</td>
<td>385 x 385 x 193</td>
<td>465</td>
<td>1116</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>0.76</td>
<td>417 x 417 x 209</td>
<td>476</td>
<td>1238</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>0.81</td>
<td>449 x 449 x 225</td>
<td>647</td>
<td>1812</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>0.84</td>
<td>481 x 481 x 241</td>
<td>623</td>
<td>1869</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>0.87</td>
<td>513 x 513 x 257</td>
<td>775</td>
<td>2480</td>
<td>3.0</td>
</tr>
<tr>
<td>“bars”</td>
<td>-</td>
<td>161 x 161 x 161</td>
<td>-</td>
<td>528</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>161 x 161 x 161</td>
<td>-</td>
<td>594</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>161 x 161 x 161</td>
<td>-</td>
<td>630</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>161 x 161 x 161</td>
<td>-</td>
<td>641</td>
<td>8.6</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>161 x 161 x 161</td>
<td>-</td>
<td>653</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Table A 1. Main parameters for the typical DNS cases, LBM.
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