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Industrial and academic communities in the field of operations and supply chain management (OSCM) have been paying increasing attention to social media analytics (SMA). However, the disparity of social media has inspired new ways of thinking about how data are produced, organized and analyzed. This chapter addresses how OSCM is affected by this disparity and provides an overview of SMA use, applications and challenges in the domain. A directed content analysis of current, application-oriented research is carried out to review SMA in OSCM from a signaling theory perspective. In particular, we shed light on data sources, opportunities, challenges, paradoxes and current managerial issues and seek to inform research practices and policy in order to advance operations and supply chain management research. The chapter contributes to the understanding of SMA in OSCM by identifying a set of paradoxes and challenges that have not previously been identified in OSCM research. By relating SMA to social media data sources and OSCM activities, it shed light on preferred sources and application scenarios and discusses the imponderables of social media signal processing in OSCM.
10.1 Introduction

Operations and supply chain management (OSCM) is the management of processes by which products and services are designed, procured, produced, and delivered. It includes transformational activities to create products and services, as well as the management of materials, money, people, and information (Seyedghorban et al., 2021). Spearman and Hopp (2020) define operations as "an act that utilizes resources to transform one or more attributes of an entity or set of entities into some good or service that is required to satisfy some external demand," encompassing a wide range of human activities. Mentzer and colleagues (2008) portray the logistics, marketing, and production function of the firm as the domain for operations management, while the supply chain management domain crosses organizational boundaries. Considering the operations area as part of the supply chain, the enormous complexity of operations and supply chain management becomes apparent. The decision scope of managers changes as it expands across functional and organizational boundaries, and suitable decision-making tools and frameworks are ultimately needed to enhance organizational performance.

Through advancements in digital technologies and data analysis techniques, big data analytics provides the possibility to positively affect the operation and supply chain design process and operational decision-making (Waller and Fawcett, 2013). Today, only 3% of all existing data is in such structured forms as spreadsheets or relational databases. Unstructured data, such as text, images, audio, and video, sometimes lack the structural organization required by machines for analysis, but constitute 95% of big data (Gandomi and Haider, 2015). In practice, 80% of all data possessed by organizations are in the form of unstructured textual data (Wenzel and Van Quaquebeke, 2018) and the expected increase in the use of image and video media will proliferate unstructured data yet more in the future. This abundance of unstructured big data holds enormous potential for OSCM.

Organizations, and all the operations within them, are part of the social world (Spearman and Hopp, 2020). Since operations and supply chain activities are ultimately run by people for people, they can benefit from the exchange of textual information publicly available in the form of user-generated content on social media (Korea et al., 2019). These vast, largely untapped textual data sets have the potential to help address the management of goods and information flows under uncertainty and the dynamics of the environment (Hsuan et al., 2015; Seyedghorban et al., 2021) to advance decision support through SMA. Wamba and colleagues (2016) state that, when different types of analyses are properly applied, SMA can deliver business value to firms. However, despite the euphoria with which big data technology finds its way into organizations, research is still needed to address the many challenges and paradoxes in its adoption and use. As an example, Gupta and George (2016) describe the big data productivity paradox, referring to a failure in establishing a positive relationship between social media analytics investments and firm productivity. Similarly, George and colleagues (2014) emphasize the lack of clarity about
how products, services and data can be mixed into sustainable and economical models.

The purpose of this chapter is to depict current and future perspectives on the use of textual social media analytics in OSCM. It aims to provide an up-to-date assessment of the current state of social media analytics in operations and supply chain management, and to identify the problems that can arise from SMA-based decision-making in OSCM. Signaling theory as well as related organizational theories are adopted as a lens to understand the applications, problems and paradoxes related to the usage of SMA in OSCM. A directed content analysis (Krippendorff, 2004) of SMA in OSCM research is carried out to describe the current developments in the growing field of SMA, highlighting its opportunities and challenges. Rather than a thorough analysis, this chapter seeks to provide a representative overview of the evolving research domain.

The chapter is structured as follows. First, a basic understanding of the terminology in the domain is established, and an overview of the current research on unstructured social media data and its big data characteristics is provided. Signaling theory is then applied to shed light on the process of social media communication between consumers and the organization. Various data sources for SMA are classified and presented along with exemplary text analytics techniques and application scenarios to illustrate the current state of research. This is followed by a detailed exploration of the problems, challenges and a sampling of the paradoxes that organizations may be faced with in their future adoption and use of SMA. Examples are provided of the pressing issues that are necessitated by the use of big data and SMA in practice. The chapter concludes with a summary of the main findings.

10.2 Defining Big Data and SMA in OSCM

Big data is an umbrella term often used to describe data that is massive, complex and generated in real-time, therefore requiring sophisticated management and analytical and processing techniques to extract management insights (Waller and Fawcett, 2013; Dubey et al., 2019). According to Wenzel and van Quaquebeke (2018, p. 3), “Big Data can be defined as observational records that may be exceptionally numerous, highly heterogeneous, and/or generated at high rate and systematically captured, aggregated, and analyzed to useful ends.”

In recent years, BDA has increasingly found its way into the research field of OSCM (Rahimi et al., 2020). The analysis of big data is known as big data analytics (BDA), also referred to as advanced analytics, which describes the collection of data, analytical tools, computer algorithms and techniques to derive meaningful insights and patterns from the collected large data sets (Kamble and Gunasekaran, 2020) using pattern recognition techniques, statistics, machine learning, artificial intelligence and data mining (Abbott, 2014; Kinra et al., 2019; Fieberg et al., 2022). One of the most important categories of big data is social media, which, taking a broad understanding of the term, refers to various communication technology
platforms that allow people to share information and opinions connecting both existing and potential customers. Social media data falls under the definition of big data as it is generated in large quantities and in real time, can take the form of network graphs, text, image and video data and the associated metadata, and often has a high degree of uncertainty due to the low level of traceability. The analysis of the data generated on social media is referred to as SMA. As a comprehensive concept, SMA encompasses BDA, social network analysis, topic modeling and sentiment analysis (Kamble and Gunasekaran, 2020). The SMA process is conceptualized along three categories: aggregation, analysis and interpretation of social media data (Wang et al., 2020). Accordingly, companies that successfully apply SMA have the ability to collect, store and monitor social media data relevant to OSCM, analyze the collected data, and interpret and utilize the results to support OSCM decision-making (Huang et al., 2019). Although significant overlaps in the use of the different concepts may exist, Table 1 presents some selected definitions about the concepts and aids in differentiating these from each other as far as possible.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big Data</td>
<td>Wenzel &amp; van Quaquadeke (2018)</td>
<td>Big data can be defined as observational records that may be exceptionally numerous, highly heterogeneous, and/or generated at a high rate and systematically captured, aggregated, and analyzed to useful ends.</td>
</tr>
<tr>
<td></td>
<td>Garnter IT - Glossary (2021)</td>
<td>Big data is high-volume, high-velocity and high-variety information assets that demand cost-effective, innovative forms of information processing for enhanced insight and decision-making.</td>
</tr>
<tr>
<td></td>
<td>Jeble et al. (2018)</td>
<td>Big data is defined as datasets that are too large for traditional data processing systems and therefore require new technologies to handle them.</td>
</tr>
<tr>
<td></td>
<td>Dubey et al. (2019)</td>
<td>The term &quot;big data&quot; is often used to describe massive, complex and real-time data that requires sophisticated management, analytical and processing techniques to extract management insights.</td>
</tr>
<tr>
<td>Big Data Analytics (BDA)</td>
<td>Abbott (2014)</td>
<td>BDA is defined as the process of discovering meaningful patterns of data using pattern recognition techniques, statistics, machine learning, artificial intelligence and data mining.</td>
</tr>
<tr>
<td></td>
<td>Gurdjvia &amp; Helder (2015)</td>
<td>Big data analytics can be viewed as a sub-process in the overall process of &quot;insight extraction&quot; from big data.</td>
</tr>
<tr>
<td></td>
<td>Kamble &amp; Gunasekaran (2020)</td>
<td>Big data analytics (BDA) defined as collection of data, analytical tools, computer algorithms and techniques to derive meaningful insights and patterns from the collected large data sets.</td>
</tr>
</tbody>
</table>
Another commonly accepted definition for Big Data is proposed by Gartner, defining big data according to its 3Vs: “high-volume, high-velocity and high-variety information assets that demand cost-effective, innovative forms of information processing for enhanced insight and decision making” (Pettey, 2017). Veracity is mentioned in the literature as a fourth V, reflecting the (un)certainty of the available data (Fosso Wamba et al., 2015). Together these also represent the different characteristics of big data and need to be addressed within the all forms and categories, including SMA. However, before we perform a more in-depth analysis, we turn our attention to the main reasons and the dominant theoretical rationale for SMA in OSCM, namely signals and signaling theory. This will aid us in the overall analysis of the state of the art in the field, and the main challenges and paradoxes in the use of SMA.

10.3 Some theoretical perspectives on textual social media data for OSCM

10.3.1 User-generated content as signals for OSCM

The markets in which the organizations operate are increasingly influenced by competition, technological change, shorter product life-cycles and increasingly demanding customers, who expect responsiveness to a dynamic set of requirements, which challenges firms in most industries (Bernardes and Hanna, 2009). The organization’s responsibility is therefore to understand external stakeholders such as customers and suppliers and adjust its objectives accordingly (Slack et al., 2010). Since OSCM is concerned with producing goods and services and meeting the
requirements of customers, their perceptions are of great interest to operations management (Slack et al., 2010), whose goal is to serve demand as effectively and efficiently as possible. Social media generates huge amounts of information on companies and customers in real-time. This is because social media enables customers to share their experiences of products and services with a broad public, which not only consists of potential consumers, but also the manufacturers or distributors of these products. These publicly expressed customer experiences possess the properties of signals, which are “activities or attributes of individuals in a market which, by design or accident, alter the beliefs of, or convey information to, other individuals in the market” (Spence, 1974).

10.3.2 Signaling theory and the social media environment

Signaling theory is essentially concerned with reducing information asymmetry between two parties (Spence, 1974, 2002). Originating in the overcoming of information asymmetries in labor markets, signaling theory has been applied in numerous management research fields, expanding the range of potential signals and the contexts in which signaling occurs (Connell et al., 2011; Wallenburg et al., 2017; Banerjee et al., 2020). The key components of signaling theory are signalers, signals, receivers and feedback, all operating in a signaling environment.

Applied to the present example of social media as a signaling environment, this means that the customer as signaler sends information via social media to a known or unknown receiver – potentially the focal firm or future consumers – which then processes the signal to receive information. The receiver’s reaction can be considered as feedback that is sent to the signaler. The process is visualized in Figure 1. Signaling theory proposes that to reduce the uncertainty of social media information, receivers will screen signalers with a focus on the observability, usefulness and trustworthiness of their signals (Banerjee et al., 2020). Despite social media communication being clearly observable and proven to be useful for organizations, the trustworthiness of the signals and their senders remains uncertain, as receivers (organizations) do not exercise control over crowds (Lukyanenko et al., 2019). In addition, the evaluation of the signals is subject to an often an individualized process of interpretation (Branzei et al., 2004). The trustworthiness of these signals, and thus of the data from which information is generated for OSCM, is accordingly assessed on the basis of the data context and the expertise of the interpreter (Banerjee et al., 2020). Both understanding the cultural context in social media and domain expertise are therefore crucial to overcoming the veracity problem associated with social media data uncertainty for OSCM, which is discussed in greater detail below in the context of SMA challenges. First, we highlight the main opportunities and applications of SMA in OSCM in the next section.
10.4. SMA in OSCM: The main data sources, opportunities and applications

In this section we make use of the supply chain operations reference (SCOR) model (APICS Supply Chain Council, 2017) to illustrate: (1) how social media data can be used in OSCM for the main operational activities of planning, sourcing, making, delivery and return; (2) the specific data sources that have been documented in the literature; and (3) how these can be used to enhance operational performance along the main performance dimensions of costs, time, quality, flexibility and innovativeness (Kamble and Gunasekaran, 2020).

10.4.1 Big data sources and social media

Social media encompasses various internet-based applications that allow content generation, sharing and continuous modification by users in a collaborative fashion. In line with the broader definition applied earlier in this chapter, the content may include written messages, as well as pictures, videos, animation, audio materials and web links to external sites, each constituting the interface between customers and the organization (Tóth et al., 2019).

As indicated above, social media is only one of many types of big data. The different data sources that are used by organizations to capture value from big data can be mapped by differentiating internal and external data sources. Internal data feeds from either existing data or self-generated data that may be crowd-sourced or tracked, generated or collected in a similar fashion. External data sources are populated by acquired data, customer-provided data or freely available data. Freely available data might be open data, web-crawled data or social media data, and the
influential potential of this data for decision-making is shown by Hartmann and colleagues (2016), who state that nine out of ten organizations rely on external data sources. Figure 2 presents a taxonomy of SMA data sources for OSCM, categorizing social media as an external and freely available big data source and thus differentiating it from internal data sources and acquired or customer-provided data.

At present, unstructured data analysis methods are typically applied to the use of textual data (Adnan and Akbar, 2019a). This chapter thus forgoes analysis of image and video data, and instead focuses on the examination of text data, whose availability is a precondition of SMA. Social media data and web-crawled data are hereafter discussed from this point of view.

10.4.2 Different sources for SMA and how these have been covered by the OSCM literature

Kriara and colleagues (2019) differentiate between traditional textual data sources and social media-based sources of textual data. While traditional textual data sources such as research articles, newspapers and magazines, as well as company, consulting and government reports, provide information to the group of readers, they lack an interactive “social” element present in contemporary social media. Social media can be classified into traditional social networking sites (e.g., Facebook, Instagram), web-based communities (e.g., brand communities), collaborative projects (e.g., Wikipedia), user-generated content communities (e.g., blogs), multimedia sharing sites (e.g., YouTube or TikTok) and virtual worlds (e.g., Second Life or the proposed Metaverse). Mobile social media include microblogs such as Twitter, and internal networks (Cheng and Krumwiede, 2018) such as WhatsApp and Telegram that allow for continuous mobile communication.

Applying a broader perspective, Abrahams and colleagues (2012) define social media as online services that provide for decentralized, user-level content creation, social interaction and open membership, including discussion forums, public wikis, open online communities (social networks) and public groups, as well as customer product reviews, public visitor comments and user-contributed news articles. We adopt this definition in order to provide an overview of SMA usage in the current
OSCM literature. Our broad analysis of the literature shows that tweets and product reviews are the most frequently used SMA data sources. Tweets, for example, are often used as a source of transportation information, as they are produced at high speed and thus make it possible to obtain information in near-real time (Chen et al., 2016; Gu et al., 2016; Zavala and Ramirez-Marquez, 2019). With the exception of delivery, product reviews are used in all SCOR activities. OSCM makes use of the highly relevant data directly related to the product (Mudambi and Schuff, 2010), which enables a detailed understanding of the customer’s perspective on the product or service (Min et al., 2018). It is striking that analysis of data not only focuses on the data itself, but also frequently considers the associated structured metadata. Examples are given by Gu and colleagues (2016), who use location data to map traffic incidents, and Mudambi and Schuff (2010), who incorporate the star ratings into the understanding of reviews of search and experience goods. A similar picture emerges when looking at the use of blogs and forum posts. Beheshti-Kashi and colleagues (2019) and Zavala and Ramirez-Marquez (2019) show how the combination of text and its metadata can be used for generating value-added information both for real-time decision-making and for longer time frames.

10.4.3 SMA applications according to the SCOR model

SMA is utilized by organizations in connection-building with both the upstream- and downstream supply chain, covering both the business-to-customer and business-to-business markets. It supports the sharing of information, assisting the flow of information between customers, departments and persons, creating interorganizational networks (Devi and Ganguly, 2021). On the basis of the resulting information flows, the functions of social media for OSCM can be categorized as company–public information exchange, inter-organizational information exchange and intra-organizational information exchange. These flows enable efficient communication and effectiveness, but also increased environmental awareness (Huang et al., 2019). Operational efficiency benefits from enhanced communication, where social media data is used as information technology for profit maximization or cost reduction, helping firms to survive in competitive environments (Moyano-Fuentes et al., 2021). As an interface to the organization’s environment, social media also serves as a sensing opportunity that enables higher situational awareness of companies. The improved coordination enabled by such access to additional data is shown to increase operational performance (Devi and Ganguly, 2021). These two basic functions – as connecting tool and data source – are exemplified in the SCOR activities detailed below.

10.4.3.1 Planning: Demand forecasting and inventory management

Demand forecasting is the predominant application within SCOR activity planning, and benefits from using operations information, accounting variables and market data for prediction (Devi and Ganguly, 2021). Sodero and Rabinovich (2017)

In the fashion industry context, Beheshi-Kashi and colleagues (2019) demonstrate how to forecast fashion trends based on blog-posts, and Choi (2018) develops a model to illustrate demand confidence of managers in the presence of social media. Iran and colleagues (2017) study the capabilities needed for collaborative co-design and collaborative design-to-order at the interface of joint product development with potentially disruptive effects on strategic inventory control. On the basis of the examples listed, it can be concluded that SMA can inform the planning process and reduce uncertainty in decision-making for operations planning.

10.4.3.2 Sourcing: Supplier evaluation, information sharing and idea capturing

Sourcing is a SCOR activity that has received comparatively little research attention (Huang et al., 2019). Mishra and Singh (2018) use Twitter to identify and trace back product quality issues along the supply chain. Lin and colleagues (2018) demonstrate a supplier evaluation model integrating customer preferences in Google search and on Twitter. Grant and Preston (2015) illustrate that social influence plays a powerful role in supporting knowledge-sharing with suppliers. Jiang and colleagues (2017) propose a method to locate quality-related reviews corresponding to different aspects of product quality and production systems at the interface of the making activity of the SCOR model. These examples show that SMA can be used to track the supply chain and evaluate how consumer requirements are being integrated even in the upstream supply chain.

10.4.3.3 Making: Product development and risk management

The making activities of product development and business risk management are further OSCM areas that benefit from both supplier and customer involvement in new product design (Devi and Ganguly, 2021). Ramanathan and colleagues (2017) present a model for integrating review data to understand customer satisfaction. Chang and Krumwiede (2018) use social media data from internal social networks to enhance supplier involvement in new product development. Sigala (2014) suggests considering customer input in the tourism sector, and Guo and colleagues
identify critical factors in attraction management based on online reviews. These use cases suggest that decision-making in product and service development can benefit from SMA results through a better understanding of market needs.

10.4.3.4 Delivery: Transportation information and customer service

Gu and colleagues (2016) and Liu and Qu (2016) present a methodology to crawl, process and filter tweets in real time to detect traffic incidents, and Albuquerque and colleagues (2016) use tweets from authorities in charge of road networks or by news agencies to identify traffic-related events. Han and colleagues (2019) combine social media and RFID data to harness the power of crowdsourcing and the Internet of Things in disaster response, and Chen and colleagues (2016) examine the discovery and utilization of relevant tweets for real-time disaster management. Bhattacharjya and colleagues (2016) analyze tweets related to logistics services for purposes of identifying effective and ineffective social media customer service strategies. Gkiotsalitis and Stathopoulos (2016) investigate social media users’ willingness to travel in relation to varying daytimes, and Cottrill and colleagues (2017) investigate information management strategies during major events. Such decision-making benefits from coverage of the transport network by the crowd and from the metadata enabling localization to ensure optimal transportation and customer service.

10.4.3.4.5 Return: Returns forecasting

Minnema and colleagues (2016) examine the impact of intrinsic review characteristics such as valence, volume, and variance on return decisions, finding that overly positive reviews induce more purchases, but also more returns. Sahoo and colleagues (2018) investigate how product reviews reduce uncertainty and the corresponding probability of returns among risk-averse, rational consumers. Zavala and Ramirez-Marquez (2019) propose a visualization framework to detect product disruptions based on customer sentiment from Twitter and Facebook to reduce response time. These examples show how operations management can use consumer input to obtain detailed information about product shortcomings and return behavior and thus decide on possible countermeasures at an early stage.

Table 2 presents examples where SMA is found in the OSCM literature (organized according to the SCOR activities of planning, sourcing, making, delivery and return) and shows which data sources are used for different application fields. Our review reveals that planning and delivery are the SCOR activities in which SMA is used more frequently, with reviews being used strikingly more often for the former and Twitter data for the latter.

The next section delves into the various problems and challenges presented by the use of SMA in OSCM. The main challenges for the utilization of SMA can be associated with the various SMA techniques, big data characteristics, and the paradoxes that the use of big data poses for the effective deployment of SMA for OSCM.
<table>
<thead>
<tr>
<th>Contribution</th>
<th>Data Source</th>
<th>SCOR Activity</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sodero &amp; Rabovic (2017)</td>
<td>forum posts</td>
<td>planning</td>
<td>demand forecasting</td>
</tr>
<tr>
<td>Wood et al. (2016)</td>
<td>reviews</td>
<td>demand forecasting</td>
<td></td>
</tr>
<tr>
<td>Hou et al. (2017)</td>
<td>reviews</td>
<td>demand forecasting</td>
<td></td>
</tr>
<tr>
<td>Chong et al. (2016)</td>
<td>reviews</td>
<td>demand forecasting</td>
<td></td>
</tr>
<tr>
<td>Papamogou &amp; Matthew (2018)</td>
<td>multiple</td>
<td>demand forecasting</td>
<td></td>
</tr>
<tr>
<td>Yuan et al. (2018)</td>
<td>reviews</td>
<td>demand forecasting</td>
<td></td>
</tr>
<tr>
<td>Swain &amp; Cao (2018)</td>
<td>multiple</td>
<td>demand forecasting</td>
<td></td>
</tr>
<tr>
<td>Beheshti-Kashk et al. (2019)</td>
<td>blogs</td>
<td>demand forecasting</td>
<td></td>
</tr>
<tr>
<td>Lee et al. (2017)</td>
<td>reviews</td>
<td>demand shaping</td>
<td></td>
</tr>
<tr>
<td>Choi (2018)</td>
<td>general</td>
<td>inventory management</td>
<td></td>
</tr>
<tr>
<td>Inni et al. (2017)</td>
<td>multiple</td>
<td>inventory management</td>
<td></td>
</tr>
<tr>
<td>Mishra &amp; Singh (2018)</td>
<td>tweets</td>
<td>sourcing</td>
<td>waste management</td>
</tr>
<tr>
<td>Grant &amp; Proton (2019)</td>
<td>general</td>
<td>knowledge sharing</td>
<td></td>
</tr>
<tr>
<td>Lin et al. (2018)</td>
<td>tweets, Google</td>
<td>supplier evaluation</td>
<td></td>
</tr>
<tr>
<td>Matkova &amp; Petkova (2013)</td>
<td>general</td>
<td>supplier evaluation</td>
<td></td>
</tr>
<tr>
<td>Jiang et al. (2017)</td>
<td>reviews</td>
<td>supplier evaluation</td>
<td></td>
</tr>
<tr>
<td>Ramanathan et al. (2017)</td>
<td>reviews</td>
<td>making</td>
<td>product development</td>
</tr>
<tr>
<td>Cheng &amp; Krumwiede (2018)</td>
<td>internal networks</td>
<td>product development</td>
<td></td>
</tr>
<tr>
<td>Sigala (2014)</td>
<td>reviews, general</td>
<td>customer involvement</td>
<td></td>
</tr>
<tr>
<td>Cui et al. (2016)</td>
<td>reviews</td>
<td>business risk management</td>
<td></td>
</tr>
<tr>
<td>Singh et al. (2017)</td>
<td>tweets</td>
<td>delivery</td>
<td>traffic monitoring</td>
</tr>
<tr>
<td>Albuquerque et al. (2016)</td>
<td>tweets</td>
<td>traffic monitoring</td>
<td></td>
</tr>
<tr>
<td>Chen et al. (2016)</td>
<td>tweets</td>
<td>traffic monitoring</td>
<td></td>
</tr>
<tr>
<td>Gkiotatis &amp; Stratopoulos (2016)</td>
<td>tweets</td>
<td>traffic monitoring</td>
<td></td>
</tr>
<tr>
<td>Liu &amp; Qi (2016)</td>
<td>internal networks</td>
<td>traffic monitoring</td>
<td></td>
</tr>
<tr>
<td>Han et al. (2019)</td>
<td>general, RFID</td>
<td>traffic monitoring</td>
<td></td>
</tr>
<tr>
<td>Cottrill et al. (2017)</td>
<td>tweets</td>
<td>traffic monitoring</td>
<td></td>
</tr>
<tr>
<td>Gu et al. (2016)</td>
<td>tweets</td>
<td>customer service</td>
<td></td>
</tr>
<tr>
<td>Bhattacharya et al. (2016)</td>
<td>tweets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minnema et al. (2016)</td>
<td>reviews</td>
<td>return</td>
<td>returns forecasting</td>
</tr>
<tr>
<td>Sahoo et al. (2018)</td>
<td>reviews</td>
<td>returns forecasting</td>
<td></td>
</tr>
<tr>
<td>Zavala &amp; Ramirez-Marquez (2019)</td>
<td>forum posts</td>
<td>returns forecasting</td>
<td></td>
</tr>
</tbody>
</table>

Table 10.2 A selection of applications for SMA in OSCM
10.5 SMA in OSCM: Challenges and Characteristics

10.5.1 Signal processing: Some current challenges within the dominant SMA techniques in OSCM

Recent advances in computer-aided natural language processing have led to a wide range of techniques for analyzing social media text. Topic modeling and sentiment analysis are two dominant techniques which are applied frequently in OSCM. Although these are not the only techniques and numerous other concepts for text processing have found their way into the OSCM literature, topic modeling and sentiment analysis are particularly illustrative of some of the difficulties that may arise in algorithm-driven language processing.

Topic modeling can be described as a statistical model that identifies topics as latent constructs that span a particular text corpus. The technique is typically used for finding clusters of words to identify major concepts or trends within and across corporuses or to reduce their dimensionality (Kimra et al., 2019). With regard to the OSCM domain, topic modeling has been applied to theorize the field and to reveal insights that might otherwise be lost in the abundance of data (Chae, 2015; Bansal et al., 2020). More practically, Yuan and colleagues (2018) extract latent information on product features to predict sales performance, benefitting from simplified corpus preparation compared to supervised models. Kimra and colleagues (2019) apply topic modeling to newspaper articles to gain insights on the adoption of driverless cars without the need of potentially biased data. Focusing on comparably long and targeted newspaper documents as data inputs, the authors avoid the common limitations associated with document length and topic quality (Albalawi, Yeap and Benyoucef, 2020).

Sentiment analysis is a similarly popular classification technique that assigns documents to sentiment categories, which are typically labeled as positive, neutral or negative. Sentiment analysis relies on the input of keywords, topics and character sequences for categorization. To reduce the amount of work required to generate this input data, standard corpora are frequently applied in OSCM for sentiment analysis (Kimra et al., 2019). Swain and Cao (2019) show how sentiment analysis in a supply chain context can be applied to unstructured social media documents to extract sentiments and opinions of customers, suppliers and employees, drawing conclusions on supply chain performance. However, the limitations of the method go beyond the technical, as the true polarity of a document is influenced by contextual features such as negotiation, syntax and modality (Abrahams et al., 2012). This becomes clear if we look at the word “good” in the comment “this design is not good”. Although the supposedly positive word “good” is included in this sentence, an inference about its real sentiment depends upon the context of its use, which in this case is negative.

Even if advances in language processing have navigated simple pitfalls such as the example given, it is assumed that the understanding of complex context-
depending language patterns, such as humor and irony, will remain a weak point in these techniques for the time being. To complicate matters, sentiment-indicative words may differ across domains, limiting the use of standard text corpora for sentiment analysis (Loughran and McDonald, 2011).

10.5.2 Dealing with big data characteristics in SMA for effective signal capture

The characteristics of big data – the four Vs outlined by Gartner (2017) – have implications for the use of SMA for OSCM. At first glance, the high volume of data and the velocity with which it is produced, as well as its variety and potentially unsettled veracity, represent enormous potential for comprehensively improving customer understanding and reducing uncertainty (Fosso Wamba et al., 2015; Hazen et al., 2018). The four Vs nevertheless pose distinct challenges for OSCM compared to handling of traditional, structured data.

10.5.2.1 Volume

Built into the very notion of big data, volume poses a problem and is influenced by numerous factors. For example, advances in storage technology imply that data volumes that are now considered big data may not cease to expand in the future. The measurement of data volumes can also be misleading because, for example, two data sets of the same size may require different processing, and volume is therefore contextual. As a result, it is practically impossible to determine boundaries for what constitutes big data (Gandomi and Haider, 2015).

The practical handling of the volume in social media data also poses information technology challenges for OSCM. Parsian and colleagues (2004) highlight that data quality issues increase with the amounts of data collected, as implementing corresponding processes is costly in terms of software and associated human resources. Lukyanenko and colleagues (2019) state that little is known about data capture in the context of unanticipated phenomena or how to foster discoveries from user-generated content in the abundance of available data. Gu and colleagues (2016) point out that, in the context of real-time traffic incident detection, the volume of information that can be generated from tweets depends on the number of users and their spatial distribution.

The handling of high social media data volumes also poses a variety of cognitive challenges for OSCM. For example, excessive social media connectivity is argued to lead to emotional exhaustion, impairing turnover intentions of supply chain professionals (Tang et al., 2019). Exploring the question of how the volume of review data affects consumer behavior, Minnema and colleagues (2016) find that volume affects the purchase decision, but has little or no effect on product returns.

10.5.2.2 Velocity

The proliferation of mobile devices has led to an increase in the amount of data generated, particularly on social media, which requires real-time analysis to obtain
the most current information possible. Given the limitations of traditional data management systems, big data technologies are needed to instantaneously process this continuously produced data (Gandomi and Haider, 2015). Even given the technical challenges of processing the data flows in real time, such processing requires compromises and hence may not be very precise. The respective tools are often designed without any hypotheses, favoring correlations over causation, resulting in susceptibility to errors (Scholz, 2017).

The OSCM literature provides various examples of how to manage the velocity at which social media data is generated. Kirac and Milburn (2016) illustrate the tradeoff between accuracy and timeliness of social media analysis and show the strong potential for social data integration to improve disaster response operations. Liu and Qu (2016) utilize crowdsourced textual data from social media platforms to characterize the dynamics and uncertainty of road conditions and minimize collective travel time of vehicles. Gu and colleagues (2016) crawl, process and filter tweets from Twitter in real time to detect traffic incidents. However, the trade-offs necessary for real-time data processing along supply chains result in a new type of uncertainty related to the data itself, as the velocity comes at the cost of accuracy. At a certain point, the efficiency of the tool ceases to compensate for the unreliability of its results, resulting in what Lechler and colleagues (2019) refer to as an “uncertainty dilemma.”

10.5.2.3 Variety

The variety of big data is believed to benefit the granularity and accuracy of decision-making due to the variety of sources that can be explored (McAfee and Brynjolfsson, 2012). Unstructured data present on social media nevertheless bring enormous challenges as they lack schema or standardization and come in multiple formats (Adnan and Akbar, 2019b). Recent technological advances allow companies to use the various types of unstructured big data (Kimra et al., 2020). However, the range of types and sources is broad, as data in social media may take the form of text, images, audio or video (Adnan and Akbar, 2019a), and methods such as image-based analytics are still in their infancy (Gandomi and Haider, 2015).

While numerous examples exist for textual SMA, the analysis of natural language is far from trivial. Papanaigou and Matthews-Amune (2018) use a combination of Google search, YouTube and newspaper articles as data sources for predicting demand for medicines, highlighting the advantages of inclusion of different data structures. Challenges arising from different textual data sources are also illustrated by Zavala and Ramirez-Marquez (2019), who collect Facebook data when identifying product recalls, but base their analysis on supposedly unbiased Twitter data. Kimra and colleagues (2019) state the need to examine data sources individually with an eye to their limitations and barriers.
10.6.1 Connectivity paradox

The connectivity paradox is described as a situation when one party fears being disconnected from the other party and starts to use technologies that establish a connection that is so close, the actor in fear of being disconnected also needs to take heed of practices to disconnect. Efforts to strengthen customer loyalty may result in information being provided to the operations function, but the company’s long-term goals may be jeopardized by a dysfunctional relationship (Leonardi and Tielem, 2020). The connectivity paradox concerns the point in the signaling process where the signaler decides to send the signal but cannot control the recipients of the signals due to the public nature of the social media platform as a signaling environment. Considering the number of ways in which social media data is already being analyzed, it is easy to forget that customers are already deliberately avoiding the production of usable data.
Consequently, OSCM is faced with the challenge of balancing the extent to which the skimming of data produces added value or facilitates countermeasures and whether more connectivity ultimately leads to better outcomes. An example of such negative implications of social media usage is given by Tang and colleagues (2019), who demonstrate a negative effect of social media connectivity on turnover intentions of supply chain professionals. As a consequence, social media users may reduce the observability of their behavior, thus consciously limiting a necessary characteristic of signals to be examined.

10.6.2 Performance paradox

As described above, SMA requires a great deal of effort to identify relevant data, clean it, and prepare the results. Therefore, much of the effort is invisible and the information generated is neither standardized nor explicit. This is one basis for the performance paradox, wherein actors expend so many resources to make task performance visible that this communication effort diminishes actual performance (Leonardi and Treem, 2020).

From the signaling perspective, the performance paradox is located between $T = 1$ and $T = 2$, when the receiver (i.e., the organization) observes and interprets the transmitted signals. Due to the lack of standard practices in BDA and their domain-knowledge dependability (Waller and Fawcett, 2013), disturbances may occur in the dissemination of information generated from SMA. The performance paradox thus confronts OSCM with the task of not only considering the work itself and its underlying technology in order to measure performance, but also keeping track of the extent to which the results are tangible for others than the analysts.

With regard to the use of SMA in companies, this means that a certain understanding of the technology’s results should be established in order to create a target-oriented balance between the workload and the communication effort. A key task is therefore to integrate the technology into established corporate processes (Spearman and Hopp, 2020). Hazen and colleagues (2014) detail approaches for combining the measurement of data quality with established methods in the OM field, such as control charts. Zavala and Ramirez-Marquez (2019) show how visualization frameworks can be used to prepare insights from Twitter data in an intelligible way.

10.6.3 Transparency paradox

The transparency paradox describes the situation where organizations put effort into increasing transparency, but in doing so produce a volume and variety of communication and information that obstruct a clear view of their analysis processes. A high degree of transparency does not reduce secrecy, but counterintuitively increases it, since a flood of information that is difficult to process reduces visibility (Fiold and Kinra, 2019). While a high degree of transparency in business processes is socially considered desirable, it allows companies to conceal aspects of their operations (Leonardi and Treem, 2020).
The transparency paradox relates to $T = 3$ of the signaling process, when the receiver sends feedback to the signaler. Connolly and colleagues (2011) emphasize the importance of this feedback in providing information to the signalers about the effectiveness of their signals in order to reduce information asymmetry. However, in the case of social media communication, the organization is not necessarily the primary addressee of the signal, hence it faces the difficult task of creating transparency without being able to address the entirety of the signalers in response to the respective signals. Due to the variety of touchpoints between OSCM practitioners and consumers via social media, the challenge lies in providing an appropriate degree of visibility of relevant and critical analysis processes. Accordingly, the need for communication relates not only to internal stakeholders, but also to the signal providers themselves. Zavala and Ramirez-Marquez (2019) take steps toward resolving such issues by applying a visual analytics framework based on established control charts to support real-time decision-making with low-threshold, complementary, relevant information.

10.6.4 Power paradox

Information processing along the phases identified by signaling theory shows that the entire process of SMA is accompanied by paradoxes, which are formed from the SMA-related integration of the customer's social context into operations management. The paradoxes occur when the SMA-enabled opportunity for a supposedly better customer understanding leads to actual deterioration. The connectivity paradox is particularly relevant in the interaction between signaler (e.g., customer) and receiver (i.e., observing organization). The performance paradox affects the interface between receiver and feedback (i.e., the integration of knowledge into business processes), while the transparency paradox affects the entire process from signal transmission to information integration. As these paradoxes reveal, the analysis of social media data creates winners and losers. Without a properly defined framework, both operations management and customers, with their respective needs, find themselves in an uncertain state that is not beneficial to either party — what is known as the power-paradox (Richards and King, 2013).

Although the subject needs further research, the different paradoxes are understood as emerging from and impacting the signaling process as visualized in Figure 3. If a consensus cannot be reached on which analysis methods are appropriate, then the full potential of SMA will not be realized. The challenge is to strike a balance that allows operations management to add value without compromising the self-determination of the customer. Consequently, it is necessary to consider holistically what level of visibility is desired, and where restrictions may be needed to meet the needs of stakeholders.

The next section covers examples of real-life breakdowns that may occur in OSCM as a result of the challenges and paradoxes in the use of social media and SMA that have been discussed above.
OSCM decisions are increasingly becoming data-driven. The sections above show why data is considered a key resource for the company and why companies invest in protecting it. This is reflected in corporate spending. Gartner expects annual expenditure in the area of IT security to increase by around 10% (Petley, 2017). However, cybersecurity is characterized by turbulence and change and is further complicated by the need to manage the multiple tiers in modern supply chains (Melnyk et al., 2021). Despite increases in spending, data breaches continue to occur. A data breach is “the unauthorized acquisition of data in any form or format containing sensitive information that compromises the security or confidentiality of such information and creates a reasonable risk of misuse” (Cannon and Kessler, 2007), putting customers at risk, incurring considerable costs to organizations, and threatening business reputations (Syed, 2019).

Chatterjee and Sokol (2019) differentiate between three types of data breaches: data disclosure is the unauthorized access to confidential data by attackers; data alteration refers to the manipulation, alteration, corruption and deletion of data; and
data denial refers to the situation where data access is suppressed by attackers. The recent example of the A.P. Moller-Maersk cyberattack shows that organizations and supply chains from all industries are exposed to the risk of data breaches (Ritchie, 2019). As a result of a malware attack in 2017, the shipping giant suffered a failure of its IT systems, affecting a diversity of its business units, including container shipping, port and tug-boat operations, drilling services, oil and gas production, and transportation. While 95% of stock carried in containers by Maersk arrived on time, the disruption necessitated enormous personnel efforts on the part of the company to deal with the consequences of the incident. Further illustration of potential data security problems can be seen with UPS and FedEx (whose data breaches leaked the information of thousands of customers, FedEx, 2017, Bisson, 2020), Total Quality Logistics (where carrier information was exposed due to a cyberattack, Forde, 2020), and Forward Air (which warned of revenue losses following a ransomware attack, Tabak, 2020).

The gateways for such risks are many and various and are based on technological as well as procedural and behavioral weaknesses, making them difficult to protect against. To deal with increasingly frequent malware and ransomware attacks (e.g., WannaCry, which infected 230,000 computers worldwide in 2017), organizations need to realize that such attacks represent a fundamental business problem, potentially affecting operations along the whole supply chain. Consumers are also becoming increasingly deliberate in what types of data they share, with media coverage of data breaches increasingly raising awareness of the risks involved. Such wide awareness nevertheless allowed Maersk to enhance its reputation as a trustworthy brand by openly communicating about the incident and its effects on its own systems. This example illustrates how, despite the business challenge, secure data handling and privacy can become a differentiator and even a source of competitive advantage (Kaplan et al., 2020).

10.7.2 Moral and ethical challenges

SMA is the automation of human decision-making by social media-based algorithms that produce probability-aided information. However, the information generated from this must inevitably be regarded as uncertain and is thus often unsuitable for triggering action. This is particularly true for unstructured data and user-generated content from social media. It is important to include this limitation when basing decisions on SMA-generated insights. Given the lack of transparency of algorithms, especially in the area of deep learning, the link between data and the information generated by the algorithm is often not traceable. In practice, this leads to problems when it comes to accountability for decisions, limiting the action-initiation ability of SMA insights (Mittelstadt et al., 2016). Opening this black box is critical in all analytics systems where supervised or unsupervised machine learning is used (Goebel et al., 2018, Kinra et al., 2019; Fieberg et al., 2022). As a remedy, explainable artificial intelligence approaches have been developed to increase
interpretability of such decision support systems (Guidotti et al., 2018) and have begun to find their way into the OSCM literature (e.g. Senoner et al., 2021).

SMA algorithms are prone to the "garbage in, garbage out" principle. SMA-based insights can therefore only be as reliable as the input they process, and the open character of social media platforms can have serious ramifications for this reliability. As an example, Lee and colleagues (2017) find instances of sentiment manipulation in movie reviews and thus illustrate that the processing of social media data should not be considered infallible. It is also necessary to question the extent to which the recommendations for action derived from the insights can be reconciled with the company's long-term objectives (Mittelstadt et al., 2016). For example, while it may make sense to adjust prices according to the situation or customer group from an operational point of view, this may run counter to the organization's marketing strategy and thus reduce the long-term performance of the company and the entire supply chain. A practical example of this is provided by Ketzenberg and colleagues (2020), who clarify that identifying abusive potential customer returns is not sufficient, as this may jeopardize relationships with profitable customers.

These are only some of the examples that constitute the debate on the moral and ethical challenges of SMA in OSCM. The analysis of Mittelstadt and colleagues (2016) is recommended for further discussion of such issues.

### 10.8 Conclusion

This chapter provides a summary of current and future perspectives on the use of textual social media analytics in OSCM, with the aim of presenting the current state of the art, and identifying its opportunities and challenges. The detailed literature analysis demonstrates that the use of SMA is still in its infancy. This chapter also details the use of product reviews and Twitter content as the dominant SMA data sources. Activities in planning and delivery operations in particular benefit from the analysis of this type of data, while sourcing, making and return operations activities have received comparatively little attention in the research literature to date.

To shed light on the problems that can arise in the use of SMA for decision-making in OSCM, the existing research reveals the characteristics of big data that hinder effective social media data processing. A set of paradoxes, the connectivity-performance-transparency-power paradoxes, are identified alongside the challenges they pose to OSCM, as well as how SMA activities may run counterproductive to their promised information gains. The impact of cybercrime as part of responsible management for the use of potentially sensitive consumer data is also discussed, as well as the moral and ethical challenges that organizations and managers face in advancing their applications of SMA.

The chapter is also one of the first studies to apply signaling theory as a lens to examine the use of social media data processing in OSCM. By identifying the
inherent paradoxes it uniquely illustrates the behavioral visibility challenges for the signaling process in operations, and postulates why SMA may not have unfolded in OSCM as speculated by Waller and Fawcett (2013). The main implications of the study are that practitioners should note the shortcomings of analyzing textual social media data and act accordingly. Knowledge of these difficulties can serve as a guideline in the integration of SMA into business practices. Ideally, managers should try to bundle competencies along the interface between data science and OSCM. For future research directions, the study reveals the need to explore both the possible applications of the technology across the range OSCM activities, as well as the reasonable depth of the insights gained from SMA.

To holistically reflect the state of research, the period and scope for articles included in future studies should be regularly adjusted to match the changing dynamics of the research field. Based on the research presented here, it is clear that the potential of SMA analytics is distributed across the entire breadth of the research field and that the challenges are as diverse as the data itself. The current state of research suggests that scholars should also seek to develop a deeper understanding of the data being analyzed, the patterns of behavior on social media, and the underlying analytics methods in order to fully realize the potential of SMA. From this perspective, more in-depth research is warranted into the identified paradoxes within OSCM. If research succeeds in making this interdisciplinary leap, this promising field can be expected to bear exciting and actionable results in both research and practice.
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