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Abstract
Given the enormous presence of organic pollutants in aquatic environments,
it is essential to study an effective way to eliminate them. Titanium dioxide
(TiO2) is one of the most widely used materials for promoting photocatalytic
activity. Thanks to it oxidation-reduction reactions can be generated, capable of
degrading adsorbant contaminants into substances that are no longer harmful.
Experimental data indicate the feasibility of this process, but do not explain
the specific way in which the functional groups of pollutants interact with the
surface of TiO2. Computational chemistry must therefore take note of this and
support the research from an atomistic point of view.

In this work, the problem is addressed through several levels of theory that
allow the development of a top-down protocol. The dynamic evolution of nine
water pollutants is investigated on an amorphous TiO2 surface in order to ob-
serve their main adsorption modes. Among them glyphosate (GGG), a very
powerful herbicide harmful for our health, shows a force of attraction much
higher than that of the other molecules. Its adsorption and possible degrada-
tion are then studied in detail on a pristine surface rutile-(110), obtaining results
in line with experiments. The interaction of water with two reconstructed sur-
faces validated on pristine models is also investigated beforehand in a direct
comparison between density functional theory (DFT) and density functional
tight-binding (DFTB).

Through this work we want to understand the interaction of organic molecules
of different species at the interface with TiO2. We ask about the effect of com-
plexities such as material roughness, competition between molecules of the same
species, and the role that the solvent plays. Especially this last factor can in
fact be decisive also during degradation processes and needs special attention.
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CHAPTER 1
Motivations and aim

Aquatic pollution is one of the most complicated environmental challenges of
our time. As the population, industrialization processes and medical advances
increase, so does the impurity of water resources. The huge presence of (mi-
cro)plastics in water has attracted the attention of media and scientific com-
munity [1, 2, 3, 4], but contamination due to organic agents remains one of the
most urgent environmental challenges of our time [5, 6, 7, 8]. Pharmaceuticals
in hospital drains [9, 10, 11, 12, 13], chemicals from factories [14, 15, 16, 17, 18],
cosmetics or everyday goods [19, 20, 21, 22, 23] as well as compounds heavily
used in agriculture [24, 25, 26, 27, 28] are major threats for our ecosystem.
Especially in the agriculture sector, pesticides and herbicides are found in our
food and drinking water at high concentrations [29, 30, 31]. Whenever such
a chemical is released on plants or directly onto the soil, a major part of it
percolates in the ground right underneath, as briefly illustrated in fig. 1.1. This

Figure 1.1: Schematic representation of the percolation of an agriculture pesticide
into ground aquifers.
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results in both the contamination of the humus, which is the most chemically
and physically active part of the soil organic matter, as well as in the nesting
of these products within the underlying aquifers. The compounds reach then
our water sources to end up in our sinks at home. In addition to the harm
caused to humans, these products also threaten many animal species, aquatic
and non-aquatic [32, 21, 12, 33].
Despite the inclusion of several regulatory actions over time, the abuse of pol-
luting substances shows no sign of stopping. Even if their use would end in a few
years, the damage has been done: many pollutants are already present in rivers
and groundwaters all over the world [34, 33, 35, 23]. The development of new
technologies that can clean up our water resources is therefore of fundamental
importance and urgency. They, in turn, must not generate further environmen-
tal impact, transferring the problem of water pollution in other areas such as,
for instance, in the atmosphere. The goal is then to find a technology that
can be environmentally friendly, affordable, efficient and non-toxic, which is far
from being a trivial task.

Over the last decades, the main approach has been focusing on the exploita-
tion of sunlight in chemical cleaning processes involving semiconductors. These
materials are able to remove dissolved and undissolved smaller contaminants,
addressing non-biodegradable agents with high environmental footprint [36].
Among them, the interaction with metal oxides represents the most optimal
way to degrade water organic pollutants under UV light. The Advanced Ox-
idation Processes (AOPs) are often chosen as an alternative able to destroy
resilient pesticides, biozides and pharmeceuticals [37, 38]. They consist of the
generation of highly reactive species, such as hydroxyl radicals, which are capa-
ble of destroying molecules of interest in the aquatic environment. Moreover,
if the exploited source is the ultraviolet (UV) light then one talks about the
photocatalytic activity : the sunlight is in principle able to excite the electrons
of a material in order to activate oxidation-reduction reactions that otherwise
would not occur or would need much longer time to take place.
Titanium dioxide (TiO2) is well-known to be one of the most efficient semi-
conductors around the world [39, 40, 41, 42, 43, 44, 45, 46]. Thanks to its
high reactivity and low selectivity, it is widely studied and applied. In the
past, photocatalysis with TiO2 has already been employed to destroy bacteria,
viruses, fungi and protozoa [37, 38], with successful applications especially in
the nanoscience and technological field [39, 47, 48]. Compounds based on TiO2

are then no longer limited in cosmetics or in construction dyes, although the
medical field still benefits from dental and bone implants based on this metal
oxide [49, 50, 51].

Today’s most intense research mainly focuses on its photochemical proper-
ties. Its two main phases, anatase and rutile, proved to be able of major photo-
catalytic activity under UV light irradiation, which turned out to be a powerful
tool for relevant engineering applications such as water splitting [52, 53] or envi-
ronmental cleaning [54, 55, 56]. Moreover, TiO2 powders with negligible rate of
impurities can be synthesized at very affordable prices [57], enabling it to reach
a primary role with respect to other materials. When talking about photocatal-
ysis, one should actually use the term heterogeneous in front. This is because
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the photocatalytic activity of a semiconductor is a very broad field of study: it
is the combination of materials and surface science, spectroscopy, catalysis and
photochemistry [58]. The interest in this type of research is mainly provided
by ecological reasons. The ability to exploit the photocatalytic activity of a
material makes it possible to degrade some of the most harmful pollutants on
our planet, present in both water and air. All of this is performed by harnessing
the sun, a source of energy that we can consider inexhaustible and, of course,
clean. The applications of photocatalysis extend to many areas [59], such as
dental implants [49, 50, 51], hydrogen generation through water splitting, CO2

reduction into energy fuels and solar batteries.
Photocatalytic processes are usually very fast and their specific mechanism is
different from pollutant to pollutant. Thanks to the joint forces of both experi-
mental and theoretical studies, a description of the general procedure has been
outlined over time (fig. 1.2). Depending on the adsorbed molecule on the TiO2

Figure 1.2: Sketched mechanism of the reactions occurring during photocatalysis.
Illutration is taken from the work of Kang et al. [59].

surface, this can act either as an oxidant or a reducing agent: in other terms,
as an electron acceptor or donor [52]. Whenever a ray of light with an energy
greater than the band gap of the material hits the surface, one electron is likely
to be excited and jump into the conduction band. This leaves behind a positive
hole in the valence band which can then be occupied by its next energetically
close electron. This electron, feeling again the excitation, can then move onto
the conduction band as well. The combination of the electron-hole fluxes creates
a negative and positive current in the semiconductor. If the electron-hole pair,
also named exciton, encounters a strong separation, then adsorbing molecules
can be affected by reduction or oxidation mechanisms. The two processes can
be performed in a direct or indirect way. In the first case, the bounded pollu-
tant degrades by electronic exchange from its own structure. In the second case,
the creation of highly reactive species within the surrounding solvent brings the
contaminant to its unfolding. When a reduction occurs, superoxide (O2•−) and
hydroxyl radicals ( •OH) can be created [59]. They can also be generated via
oxidation by the positive current provided by the holes.
The phenomenon of recombination of the exciton is taking place more often.
Despite the jump onto the conduction band, the electron still feels the Coulomb
attraction towards its left hole spot in the valence band. If the band gap is too
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small, i.e. the semiconductor has a more metallic character rather than an in-
sulator one, then the electron can easily turn back to its original energetic level
and no photo-induced mechanism is occurring. On the other hand, small band
gap values are usually what one aims for. Solar illumination accounts for 4%
of UV radiation, while as much as 40% of visible light. A photo-induced mech-
anism activated by visible light (380 - 780 nm) then would be more desirable
but, in order to happen, the band gap of the material should lay between 1.98
- 3.26 eV. Finding the right balance between exciton recombination probability
and a low band gap value is therefore far from being a trivial task. The elec-
tronic structure of the bulk phase and, above all, the presence of defects play a
determinant role in this regard. This can act as charge traps, holding holes or
electrons on their site and preventing their recombination. Among them, the
presence of vacancies, morphological reconstructions and ion doping inside the
material or in its surface layer are the most frequent characteristics.

Experiments are a strong and valuable source of information. Thanks to
them it is possible to evaluate the degradation rates of contaminants together
with their pH dependence [10, 19, 12, 24, 13, 60, 55, 24, 61], but also light-
induced and in-dark thermal activations [61, 62] or the direct observation of
competitive behaviors [63, 64, 65]. The analytical techniques used are mostly
spectroscopic and are able to detect and quantify the chemical elements involved
in the reactions. However, direct observation with a definition that can identify
the process in its entirety, with the specific characterization of the functional
groups involved and the effects that the solvent has on the adsorbate, remains
a challenging or even impossible task [66]. For this reason, lab results shall
further be complemented by the use of computational chemistry Through com-
puter simulations carried out at different levels of theory, accurate models can
be created to confirm or disprove experimental results. A major obstacle lies
however in the complexity of the systems being considered. When a problem is
approached through a physical-mathematical model, it is always necessary to
break down these complex systems into simpler approximations. If the model is
too complicated, taking into account more factors than necessary, it risks to be
inefficient. On the other hand, if it is too simplistic, it will not be able to achieve
significant results. Since the treatment of adsorption and degradation processes
under photocatalytic activity requires high levels of precision, the tendency is
to create overly simplistic models. For example, a single organic pollutant, rep-
resented by a simple sphere in fig. 1.3 with eventually an electrical charge, is
placed in a vacuum cell on a smooth TiO2 surface in order to trigger an elec-
tronic transfer. There are, however, several complexities to take into account
(fig. 1.3).
Water itself, as well as the concentration of ions within the solvent, is able
to influence the adsorption mode of a contaminant. An organic pollutant ap-
proaching the surface must first be able to overcome the barrier formed by the
water molecules in the first adsorption layer. It has however been demonstrated
through several studies that the mode of water adsorption changes under the
action of photocatalytic activity [67, 68]. By becoming more reactive, H2O
molecules could turn out to be active agents of the photocatalytic reaction,
binding to the approaching molecule, by contributing in its degradation. Also
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Figure 1.3: Scheme on the complexities to take into account when computationally
modelling a degradation reaction. The image was taken as the representative of
project P6 within the RTG-QM3.

the pH value of the system plays a major role, as the total charge present on
the surface of TiO2 varies with it [69, 70, 71, 72, 73]. The point of zero charge
(PZC) resides in fact at a pH value of approximately 5.8: under acidic conditions
the surface become slightly positively charged due to an increased presence of
Ti2O-H species, whereas under basic conditions it becomes negatively charged
due to a greater presence of Ti-OH species. One shall also not forget that in
nature a material is never either perfectly stoichiometric or with a totally flat
and regular surface. This kind of impurity gives the surface a change not only
in structural terms, but also in its electronic properties. With the presence
of kinked sites and their physic-chemical properties, it is then not trivial to
guess a priori what path the organic pollutant should take when reaching its
optimal adsorption configuration. Finally, there are high concentrations of pol-
lutants of the same or different species present in an aquatic environment. These
molecules, even before reaching the TiO2 surface, could interact with each other
creating a more complex compound. Their mixture is then unpredictable and
it has been reported cases in which different compounds, individually harmless,
showed detrimental effects only once mixed with each other [63, 64, 65].

The amount of complexities that can be taken into account in a system
strongly depends on the size of the considered TiO2 surface. This semiconductor
is found in nature as a fine powder. While the human eye may find it difficult
to observe a grain of TiO2, thus is actually huge from a microscopic point
of view. Different than those fine particles (FPs), which have sizes of about
0.1 − 2.5 µ, nanoparticles proved to have efficient physicochemical properties
thanks to their much smaller diameter size (1 − 100 nm) and larger surface
area per unit mass [74]. They are basic building blocks already widely used
in the technological industry [75]. NPs composed mostly of anatase are more
efficient in terms of photocatalytic activity [76, 77]. Nevertheless, some studies
believe that NPs formed from a higher rutile content are in general less toxic
[78, 79]. Thanks to the rather small size, experiments are here able to meet
the computational perspective as well. However, the treatment at the level of
quantum mechanics is not possible: no ab-initio theory is able to deal with such
large and complex systems. That is why one should follow a sort of top-down
approach instead. They can be studied theoretically through coarse-grained

https://rtg-qm3.de/
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methods which, by treating groups of atoms or molecules as pseudo-particles in
a classical way, allows an impressive computational speed to be achieved [80,
81]. Fig. 1.4 (a) outlines though how TiO2 NPs may appear very smooth at a
first glance, but in reality their surface is composed of a succession of amorphous
structures which arises in nature due to various formation processes of annealing
and quenching. Through methods such as Force Fields (FF), amorphous and

Figure 1.4: Representative scheme from the nano-world downward. The mentioned
method are those applied in this work.

crystalline structures (surfaces of about 100 nm2) can be investigated by directly
accessing the atomic information [26, 81] (1.4 (b)). This is still a classical
method, in which the forces acting on the system are derived by a sum of
external potentials parametrized on ab-initio methods. While FF approaches
manage to deal with relatively large surfaces as well as simulation times (up
to hundreds of nanometers and nanoseconds, respectively), they have no access
to the electronic information and therefore cannot observe the breaking and
formation of new bonds between atoms. In order to deal with this aspect,
one could investigate interfaces by means of semi-empirical methods. Density
functional tight binding (DFTB) is able to treat those systems by accessing
the ab-initio information through parmetrizations [82, 83, 84]. Reconstructed
surfaces (5− 10 nm long) represent the building blocks of extended amorphous
structures and are here well suited to be studied (1.4 (c)). Density functional
theory (DFT) is however considered by the scientific community to be among
the most accurate and reliable [85]. The systems analyzed within this method
are limited to approximately 1 nm2 and simulation times of 10 ps, but the
electronic part can be described, in principle, in an exact way (1.4 (d)). Finally,
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creating a cluster from the pristine surface allows us to exclude its periodicity.
In this way methods such as TD-DFT are able to study properties such as the
excited state (ES), otherwise very expensive computationally.

The goal of this thesis is multifaceted. On the one hand, we are interested
in understanding the electrochemical properties of pollutants-TiO2 interfaces,
according to the reasons listed so far. On the other hand, we want to illustrate
how powerful a combination of several methods at different levels of theory
can be. Each of them has in fact access to information that the others cannot
achieve, whereas their limitations offset each other.
A full ab-initio knowledge of the electronic configurations of pristine and recon-
structed surfaces is mandatory, as will be made clear in chapter 3. In nature,
however, large amorphous structures are what to expect. For this reason in
chapter 4 a classical multi-sampling approach was performed. It consists of
considering 25 molecules per pollutant simultaneously on an amorphous TiO2

surface to observe their dynamic evolution for a relatively long time (from 10 to
110 ns). Again, the study of chemical processes such as degradation can how-
ever only be done in depth on small surfaces through ab-initio methods. The
need to use outcomes from every possible level of theory becomes therefore even
more clear. An example of this multi-level approach will be given in chapter
5, where a top-down approach was performed to achieve a full understanding
of both the adsorption and degradation processes of glyphosate on a pristine
rutile-(110) surface. The set of analyses carried out in each chapter has one
common basis: molecular dynamics simulations, which are an extremely power-
ful computational tool. The thesis starts then with an introduction to the basis
of this method in chapter 2.
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CHAPTER 2
Basics of Molecular Dynamics

As the name implies, the molecular dynamics (MD) method consists in the rep-
resentation of the trajectories of the atoms present in the system. It is to solve
numerically and iteratively the equations of motion through the Hamiltonian
formalism for the many-body problem. There exist mainly two types of MDs,
the main distinction of which lies in how the potential of the system is treated.
Ab-initio MDs (AIMDs) are based on the electronic information provided by
quantum mechanics, meaning that the potential of the system takes explicitely
into account electron-electron, electron-ion and ion-ion interactions. The Hamil-
tonian of the many-body problem is treated here via the Born-Oppenheimer
approximation [86, 87]. As we will see in chapter 3, it consists in considering
the ions of the system as parameters computable through classical equations
of motion, leaving the treatment at the quantum level to the electronic Hamil-
tonian only. Solving the Schrödinger equation for this Hamiltonian requires
calculations based on a self-consistent cycle, which therefore increases the com-
putational effort. Ab-initio MDs scale with the cube of the atoms in the system,
namely O(N3), and in some cases can even reach O(N7) [88]. For this reason,
they are limited to systems of about 10−20 Å per dimension and time scales of
10− 30 ps. Classical MD methods, such as force fields (FF), allow instead the
study of larger systems (up to 100− 200 Å per dimension) at longer time scales
(up to 1− 3 µs) [26, 81]. Here, all interactions belonging to the potential of the
system are approximated mainly with harmonic functions. The direct effects
of electrons in the system are considered within the total potential through pa-
rameters derived from ab-initio methods such as DFT[89, 90] or Hartree-Fock
[91, 92, 93]. The same parameters can also be experimentally determined via
measurements deriving from infrared spectroscopy or similar approaches. For
this reason, the accuracy of the results of classical MDs can never exceed that of
the methods on which it relies for parameterization. While this does not allow
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a direct observation of the creation or breaking of chemical bonds, the speed
of calculation for the dynamics gets greatly accelerated. The computational ef-
fort of a classical MD usually scales quadratically with the number of involved
atoms N, but it can be dragged down from O(N2) to O(N) by using spherical
cut-offs or other techniques [88].

2.1 Equations of motion
In this section, the Hamiltonian formalism is briefly introduced. Next, the
numerical methods used primarily in solving the equations of motion are ex-
plained.

The Hamiltonian formalism

Most systems considered in molecular/atomistic simulations are under the effect
of only conservative forces. Macroscopic phenomena such as friction or heat
dissipation, in fact, are rather an effect of the action of the atoms of a system
and not a component present on its own. Excluding external actions, therefore,
it is correct to consider systems as conservative. Given a molecular system
composed by N atoms, each of them can be found at an arbitrary time t in a
position described by the vector

~ri : R+ −→ RN (2.1)
t 7−→ ~ri(t)

and the total potential acting on them is then a function with domain in RN ,
namely:

V : RN −→ R (2.2)
(~r1, ~r2, . . . , ~rN) 7−→ V ({~ri}i)

Within this potential all the information one needs to study the dynamics of
the system is collected.

The motion of a dynamical system can be treated analytically mainly by
referring to the Euler-Lagrange equations or Hamilton equations. Both for-
malisms are equivalently applicable, since they identify Newton’s classical equa-
tions of motion anyway. Given {~vi}i Lagrangian velocities and {~pi}i moments
associated to the particles in the system, it is possible to transform the La-
grangian L({~ri}i, {~vi}i) in the Hamiltonian H({~ri}i, {~pi}i) (and vice versa) via
the Legendre transform:

H({~ri}i, {~pi}i) =
N∑
i=1

~vi · ~pi − L({~ri}i, {~vi}i) (2.3)

=
1

m

N∑
i=1

‖~pi‖2 −K + V = K + V
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In the above expression, K = 1
2m

∑N
i=1 ‖~pi‖

2 and V are the kinetic energy and
the potential respectively. The Hamiltonian formalism is used as the main one
in conventional terms. This is because quantum mechanics itself, on which FF
theory also relies, uses the Hamiltonian operator to determine the eigenvalues
of the Schrödinger equation. The dynamics of the system can then be traced
back to Newton’s equations through the famous Hamilton equations:{ d

dt
~pi = −∂H

∂~ri
d
dt
~ri = ∂H

∂~pi

(2.4)

Due to the complexity of the many-body problem, this set of equations is not
solvable analytically and requires the use of numerical methods.

Numerical approaches

Given a conservative system, the force acting on the i-th atom is directly related
to the gradient of the total potential when derived in its correspondent Cartesian
coordinates:

~F (~ri) = −∇~riV (~r1, ~r2, . . . , ~rN) (2.5)

By integrating over the time t, one can then obtain the velocity

~vi(t) =
·

~ri(t) = ~vi(t0) +

∫ t

t0

1

m
~F (~ri(s))ds , (2.6)

with t0 being the initial time of reference for the dynamics. In order to solve
the Cauchy problem with a defined solution, both the initial positions and
velocities at the time t0 shall be known. In the first case, they are simply
determined by the geometrical configuration of the system before starting the
simulation. This is usually a minimum equilibrium of the ionic potential, derived
by a geometry optimization to ensure stability [94]. The initial velocities are
instead usually randomly assigned by the simulation program from a Maxwell-
Boltzmann distribution.

Due to the big size of the system and the complexity of the potential, an
analytical integration of equation 2.6 is not possible. Therefore, it is necessary
to proceed via numerical methods in order to obtain the equation of motion for
each of the atom. The first step is to exploit the information provided by the
potential by evaluating the velocity by use of a simple numerical integration
such as, for instance, the Euler algorithm of finite differences:

~vi(t) = ~vi(t0) +
1

m
~F (~ri(t0))∆t (2.7)

The choice of the time step ∆t is crucial. The value, in fact, should be suffi-
ciently small enough to ensure numerical accuracy. A good reference would be
one that allows to observe the total oscillation of the fastest molecule in the
system. In case of water, for instance, this would be less than 10 fs, due to the
stretching frequency of 3400 cm−1 between its O-H atoms. On the other hand,
however, small time step choices provide higher computational times. Once it
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is set, we can proceed by evaluating the i-th position vector. Note that its
definition depends on the velocity of the previous step: for the very first one,
this corresponds to ~vi(t0).

~ri(t) = ~ri(t0) + ~vi(t0)∆t (2.8)

At this point, the potential itself can be updated with the new N position
vectors and the procedure can be iterated by first evaluating ~vi(t + ∆t) and
then ~ri(t+ ∆t) which, this time, will use the information of ~vi(t) instead.

The Euler algorithm can be interpreted mathematically as a truncated, first-
order Taylor approximation in a neighborhood of the point t0. If, on one hand,
this is a quick computational method, on the other it is unstable for oscillatory
motions. For this reason, it is rather preferable to use the Verlet algorithm
instead [95]. This approach is based on both the forward and backward positions
of the ions in terms of time, ~ri(t + ∆t) and ~ri(t − ∆t), respectively. Here, by
expanding the Taylor series up to the third order, one obtains the following
system:

{
~ri(t+ ∆t) = ~ri(t) + d

dt
~ri(t)∆t+ 1

2
d2

dt2
~ri(t)∆t

2 + 1
6
d3

dt3
~ri(t)∆t

3 + o(∆t3)

~ri(t−∆t) = ~ri(t)− d
dt
~ri(t)∆t+ 1

2
d2

dt2
~ri(t)∆t

2 − 1
6
d3

dt3
~ri(t)∆t

3 + o(∆t3)
(2.9)

Adding term to term, those of first and third order, corresponding respectively
to the velocity and the derivative of acceleration, are eliminated. Therefore, only
the information on the position and the information provided by the second
derivative remain, which can be obtained directly from the potential of the
system:

~ri(t+ ∆t) = 2~ri(t)− ~ri(t−∆t) +
1

m
~F (~ri(t))∆t

2 + o(∆t3) (2.10)

Although the velocities do not appear directly, it is still possible to calculate
them through estimation, for example, at half time-step:

~vi

(
t+

1

2
∆t
)

=
~ri(t+ ∆t)− ~ri(t)

∆t
(2.11)

In conclusion, this algorithm is able to deal with oscillatory behaviors more
efficiently than Euler’s one. Nevertheless, one needs to perform one iteration of
Euler method (or similar) in order to obtain a guess of the backward position
corresponding to the initial time t0, namely t0 − ∆t. Without this, Verlet
algorithm could not start.

2.2 System management
During the development of an MD it is necessary to take into account some
parameters that play a fundamental role. In this section we introduce three of
the most important ones. The first is the solvent, which can be treated implicitly
or explicitly and can actively influence the dynamics of the system. We next
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find an explanation of how to handle periodic systems, which is necessary to
greatly speed up the computational effort. Finally, the concept of ensemble is
described, as well as the use of the main thermostats and barostats, which allow
control over the thermodynamic quantities of the system.

Types of solvent

When performing a simulation, the environment surrounding the molecule of
interest must be considered. The latter, in fact, can be in the vacuum or
embedded in a solvent. Simulations in vacuum represent the gas-phase of the
structure and are faster than when a solvent is present. This approach, however,
does not provide a model applicable to most situations, such as adsorption to
a surface, since the chemical processes that occur in nature and that we are
interested in in this thesis do not take place in a vacuum chamber. Moreover,
the adsorbate mobility itself depends on its diffusion in the solvent, which can
either cooperate or compete in the adsorption. Explicit molecules belonging
to the solvent can, in fact, structure themselves around the adsorbate in the
solvation shell [96, 97]. On the other hand, the formation of a double layer by an
electrolyte aqueous solution often occurs in the proximity of a charged surface.
Hence, a molecule reaching the surface should first be able to overcome the
barrier provided by the solvent itself. The introduction of a solvent is therefore
necessary, which can be of two types.

• Implicit solvent. This method does not introduce additional molecules
into the system and works directly on the total electrostatic potential. In
this way, the computational effort required is less expensive than that of
an explicit solvent calculation. The action that the solvent would have on
the solute is here mediated by changing the dielectric constant in vacuum
ε0 to that of the respective medium ε within the electrostatic Poisson-
Boltzmann equation. If VE({~ri}i) is the Coulomb potential of the system,
this is given by

∆VE({~ri}i) = −ρ({~ri}i)
ε

, (2.12)

where ρ is the charge density. Solving this equation allows to compute the
electrostatic potential in the most accurate way available, but it can be
rather expensive in terms of computational effort. A numerical solution,
in fact, relies on a predefined grid able to characterize the charge density.
If the used algorithm is not optimal, this implicit solvent approach can
even turn out to be as expensive as for an explicit solvent calculation.
Approximations of the Poisson-Boltzmann approach are possible, such
as the generalized Born approach [98, 99], which help to overcome this
problem.

• Explicit solvent. This method consists in the introduction of explicit
molecules in the system (in our case, H2O molecules). In this way, all
the electrostatic effects that a solvation model would bring in the system
are evaluated with use of the Coulomb potential present in the FF, once
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ensured that the energy cut-off is properly set. The water molecules in-
serted differ from model to model. In fact, they can be rigid, flexible,
polarizable or dissociable. Although there is a slight difference in terms
of angles and O-H distance, what distinguishes one model from another
is the distribution of electrical charge. In the SPC [100] and TIP3P [101]
models, a partial negative charge is located in correspondence of the oxy-
gen atom. In the OPC [102] and TIP4P [101] approaches this charge is
instead inside the molecular virtual triangle, whereas it is outside in the
PPC [103] model. Nevertheless, the positive partial charge is always lo-
cated at the positions of the hydrogen atoms. Finally, in the ST2 and
TIP5P [101] models, the charge is divided in two and distributed outside
of the triangle. The presence of an explicit solvent in the system requires
great care in terms of the equilibrium of the system, as explained in the
next section 2.2.

Periodic boundary conditions

Simulations performed using FF theory (but also DFT / DFTB theory) use
Periodic Boundary Conditions (PBC). It is a method that allows to reproduce
the simulation cell in a periodic way along the three Cartesian directions. The
images, which follow each other with periodicity nL in the case of cubic lattice
positions, with n ∈ Z3 and L ∈ R+

0 , are perfect copies of the original system,
as shown in fig. 2.1. Using this approach, infinite systems such as a crystalline

Figure 2.1: Schematized illustration of a 2D Periodic Boundary Conditions. The
blue, dotted line represents the simulation box. Brighter colors are the mirrored
images.

surfaces can be reproduced by exploiting their structural periodicity rather than
manually creating them by inserting additional atoms. A solute molecule is also
able to diffuse freely in the system without encountering dummy walls, even-
tually crossing box edges without encountering nonphysical effects. While this
method brings great advantages, it also raises some technical issues. First of
all, it is necessary to make sure that the distance between one slab and the
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other is sufficiently large, since a molecule in the middle must feel the attrac-
tion/repulsion of only one of the two surfaces to avoid fictitious interactions.
The total charge in the system can also be a big problem: in case the surface
is not neutral, in fact, the excess charge is reproduced by the effect of PBC,
resulting in a system with infinite charge. The most classical way to solve this
problem is to insert counterions, typically Na+ or Cl−, inside the solvent in order
to balance the excess charge [104]. Over the years, however, methods using a
charged background have also been developed. The latter are in fact preferable,
as the counterions themselves can create active interactions with the solute,
typically creating double layers right above the surface [105, 106]. Finally, the
biggest problem is due to long-range interactions. In fact, it must be ensured
that the interaction of a particle with itself and the other solvent molecules
belonging to the mirrored images is treated correctly. It has been shown that
interactions decaying slower than ‖~r‖−n, with n dimensionality of the system
(usually n = 3), have a non negligible effect even at distances greater than half
the smallest length of the simulation box. Although the VdW potential does
not fall into this category (it decays with ‖~r‖−6 according to Lennard-Jones as
well as in the Buckingham potential, see chapter 4), the Coulomb interaction
is completely subject to it (it decays with ‖~r‖−1). Trying to solve this issue by
using a proper energy cut-off is not a good choice. If it is chosen shorter than
the smallest length of the simulation box, crucial parts of the potential energy
will be neglected, which should be taken into account instead in order not to
work with an artifact model. On the other hand, if it chosen longer than it,
then each particle would feel the repulsion with itself, which must be absolutely
avoided.

So far, the most widely used method to treat this problem is provided by
Ewald summations [107, 108] or their improved algorithms. For sake of sim-
plicity, we briefly introduce Ewald’s approach for a simulation cell consisting
in cubic lattice positions of length L and periodicity n = (nx, ny, nz). In this
case, the electrostatic potential obtained by analytically solving the Poisson-
Boltzmann equation 2.12 is the following:

V ({~ri}i) =
1

2

N∑
i=1

N∑
j=1

∑
n∈Z3

0

qi
4πε

1

‖~ri − ~rj + nL‖
(2.13)

The evaluation of this sum is very time consuming, as it converges really slow.
For this reason, it gets split into two parts which consist, in turn, in the Ewald
summation. One term refers to the short-range part and it is developed in the
same space of {~ri}i (referred to as real space). The second term, instead, takes
into account the long-range interactions and it is structured in the space of wave
vectors { ~Ki}i provided by a Fourier transformation (referred to as reciprocal
space). Different from the total sum of eq. 2.13 and provided the introduction
of two further correction terms, the two new potentials quickly converge in real
and reciprocal space, respectively. The first step to derive the Ewald summation
is to consider the charge density of the whole system at an arbitrary position
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~r, which it is expressed via Dirac delta function:

ρ(~r) =
N∑
i=1

∑
n∈Z3

qiδ(~r − ~ri + nL) (2.14)

In order to split the total potential of eq. 2.13, we divide the density into a
(real) short-range and (reciprocal) long-range part. One starts by defining the
long-range density ρl−r as the convolution of the total density ρ with, typically,
a Gaussian function of the form γ = α3

π3/2 e
−α2~r·~r. Hence, one has that

ρl−r(~r) = (ρ ∗ γ)(~r) =

∫
R3

ρ(~r)γ(~r − ~K)d ~K

=
α3

π3/2

∫
R3

ρ(~r)e−α
2(‖~r‖2+‖ ~K‖2

−2~r· ~K)d ~K (2.15)

where d ~K = dkxdkydkz. Note that already in the above definition the Fourier
transform of ρ appears as part of the whole convolution. The short-range density
is then provided by simple complementary difference, namely ρs−r = ρ − ρl−r.
The Poisson equation can now be solved separately for ρs−r and ρl−r, giving
rise to the two new short-range and long-range potentials:

Vs−r({~ri}i) =
1

2

N∑
i=1

N∑
j=1

∑
n∈Z3

0

qiqj
4πε

2√
π

∫ +∞
α‖~ri−~rj+nL‖ e

s2ds

‖~ri − ~rj + nL‖

Vl−r({~ri}i) =
1

2

N∑
i=1

N∑
j=1

∑
~K∈M

qiqj
ε

1∥∥∥ ~K∥∥∥2

L3

e−‖ ~K2/4α2‖ei ~K·(~ri−~rj) (2.16)

In the second expression, the wave vector ~K can be interpreted as a numerical
triplet k running in the specific reciprocal setM = {2πn/L|n ∈ Z3

0}. In order
for the Ewald summation not to encounter errors due to fictitious effects, it is
necessary to intervene by adding two corrective terms. The first one is due to the
self-interaction error, since in the short-range action potential the summation
on the index j includes also the eventuality j = i. To solve this problem, we
re-solve the Poisson equation 2.12 for a Gaussian charge distribution centered
at the arbitrary position ~r, using the spherical symmetry of the Gaussian charge
cloud:

ρself (~r) = qi(γ ∗ δ(~r)) (2.17)

with qi specifically referring to the charge of the self-interaction. The resulting
potential provides then the first correction term:

Vself = −1

2

N∑
i=1

αq2
i

2π3/2ε
(2.18)

The second correction refers instead to the dielectric boundary conditions in
infinity and acts instead on the reciprocal space. Its mathematical derivation is
complicated and would be outside the scope of this thesis. Therefore, we limit
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ourselves here to reporting its expression,

Vdiel =
1

2L3ε(2ε′r + 1)

( N∑
i=1

qi~ri

)2

, (2.19)

where ε′r is a non-infinite relative dielectric constant, as if non-metallic boundary
conditions were assumed.

In conclusion, adding the two expressions 2.16 with 2.18 and 2.19 one obtains
Ewald summation and the Coulomb interaction in PBC is well-treated.

Thermostats, barostats and ensembles

Since we are dealing with chemical systems, the average speed at which the
atoms move is directly related to quantities such as temperature and pressure.
It is absolutely necessary to have a sort of manual control on these two quan-
tities, because not only laboratory experiments are carried out under precise
room conditions, but also because, mathematically, the system would risk to
collapse. If one employs Verlet’s algorithm without any control over temper-
ature and pressure, then we would be in the microcanonical ensemble. Here
the number of particles in the system N, the volume V, and the total energy E
are conserved, barring numerical errors, in the latter case. For this reason, it
is referred to as the NVE ensemble. The lack of control over temperature and
pressure (or, equivalently, average particle velocity) causes these two terms to
fluctuate without a precise value. Thus, the correct approach is to bring the
system to equilibrium through the use of a thermostat and then a barostat (or
vice versa), as briefly schematized in fig. 2.2. The idea is first to heat/cool the

Figure 2.2: Schematized illustration of the ensembles used in the procedure towards
a production run.

system up/down to the desired temperature (typically around 300 K, room tem-
perature) by embedding it in a heat bath. Then, one proceeds with a volumetric
compression until a specific pressure (or, usually, a density of 1000 Kg/m3) is
reached for the solvent inside.
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The main methods of temperature management include velocity rescaling
[109], Berendsen thermostat [110] and Nosé-Hoover thermostat [111].

• Velocity rescaling. In this method, one supposes that on each particle
with velocity ~vi(t) a common scaling parameter λ ∈ R is applied to reach
a target temperature. In order to do this, we shall refer to the equations
of a perfect gas, which hold as an acceptable approximation for systems
with an explicit solvent.

〈K〉 =
3

2
NkBT (2.20)

⇒ T =
2

3

〈K〉
NkB

=
2

3

1
2

∑N
i=1 mi(~vi · ~vi)
NkB

=
1

3NkB

N∑
i=1

mi(~vi · ~vi)

In the above equation, 〈K〉 is the mean kinetic energy of the system,
N the total number of particles in it, kB the Boltzmann constant and
T the temperature. Note that, classically, K = 1

2

∑N
i=1 mi(~vi · ~vi) =

1
2

∑N
i=1 mi(v

2
ix +v2

iy +v2
iy), but since we are dealing with the kinetic theory

of gases, one can stochastically assume that vix = viy = viz . This explains
the number 3 in the above expression. One can now evaluate the differ-
ence between the target temperature, the velocities of which are defined
by λ~vi, and the current one:

∆T = Ttarget − Tcurrent =
1

3NkB

N∑
i=1

mi(λ~vi · λ~vi − ~vi · ~vi) (2.21)

By solving the equation as a function of λ, one obtains:

∆T =
(λ2 − 1)

Tcurrent
⇒ λ =

√
Ttarget
Tcurrent

(2.22)

Hence, this is the value all the velocities in the system shall be multiplied
of at each current step in order to reach the desired temperature.

• Berendsen thermostat. Also in the case of the Berendsen thermostat,
the velocities of the individual particles are scaled at each time step. In
this case, however, a differential equation is introduced that describes the
rate of temperature exchange with the heat bath:

dT

dt
=

1

τ
(Tbath − T ) (2.23)

Here, τ is a parameter representing how tight the bath and the system are
coupled together. According to Berendsen assumption, the temperature of
the system decays exponentially to the target temperature. This affects
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directly the dynamics of the whole system, by adding in the Newton’s
equations a frictional term:

mi
d2

dt2
~ri(t) = ~Fi +mi

1

2τ

(Tbath
T
− 1
) d
dt
~ri (2.24)

By treating eq. 2.23 numerically, one can introduce also in this case a
velocity scaling parameter λ. The equation, in fact, can be rewritten as

∆T

∆t
=

1

τ
(Tbath − T ) (2.25)

⇒ ∆T =
∆t

τ
(Tbath − T ) ,

which can then be inserted in eq. 2.21, identifying Ttarget as Tbath. Hence,
the proportional scaling of the velocities per time step is given by the
following expression:

λ =

√
1 +

∆t

τ

( Tbath
Tcurrent

− 1
)

(2.26)

• Nosé-Hoover thermostat. Unlike before, the Nosé-Hoover thermostat
acts directly on the total energy of the system and not as a velocity rescal-
ing method. In this case, the heat bath acts as a reservoir with an own
potential and kinetic energy. Its coupling to the real system influences the
temperature fluctuations in a way that the ensemble average equals that
of the canonical ensemble within time. For this reason, the Nosé-Hoover
thermostat is widely used to reach an equilibrium before the production
run in NVE.
First, the coordinates originally used in the system, say (~r (or)

i , ~p
(or)
i , t (or)),

are replaced by virtual coordinates according to the following transforma-
tion: 

~r
(or)
i = ~ri
~p

(or)
i = ~pi

s

t (or) =
∫ t
t0

dτ
s

(2.27)

The term s is an additional, one-dimensional degree of freedom introduced
in the system, the correlated one-dimensional momentum of which is then
given by ps = 1

Q
d
dt
s. In order to define this latter expression, a fictitious

mass Q is required. This parameter shall be chosen carefully, since it
can strongly influence the whole dynamics. The new Hamiltonian is then
defined as it follows:

H({~ri}i, {~pi}i, ps, s) =
N∑
i=1

‖~pi‖2

2ms2
+ V ({~ri}i) +

p2
s

2Q
+ gkBT log s (2.28)

In the above expression, g is the number of independent momentum de-
grees of freedom of the system (usually g = 3N), whereas T is the exter-
nally set temperature we want to have control on. By applying Hamilton’s



20 Chapter 2. Basics of Molecular Dynamics

equations, one obtains that:

d

dt
~ri =

∂H
∂~pi

=
~pi
mis2

d

dt
~pi = −∂H

∂~ri
= −∂V

∂~ri
ds

dt
=
∂H
∂ps

=
ps
Q

dps
dt

= −∂H
∂s

= −1

s

( N∑
i=1

‖~pi‖2

2ms2
− gkBT log s

)
(2.29)

It can be proven that, if t −→ +∞, the equations reported above allows
the canonical ensemble of the original system to be conserved. On the
other hand, the behavior is non-ergodic, which means that not all parts
of the phase space will be visited. For this reason new algorithms, such as
Nosé-Hoover chains or Bauer–Bulgac–Kusnezov schemes were introduced
to remedy this problem.

The use of barostats follows the same principles as that of thermostats. The
volumetric compression of the simulation cell can in fact be thought of as a sort
of "pressure bath" acting externally. In the case of the Berendsen barostat,
we will have that the pressure of the system will be scaled at each step by the
following parameter:

µ = 3

√
1 +

∆t

τp
βT (p− pbath) (2.30)

In the above equation, βT = − 1
V
∂V
∂p

is the isothermal compressibility and τp is
the coupling strength to the external pressure bath. In terms of coordinates,
the scaling applies with ~r′i = µ~ri, producing a total compression of V ′ = µ3V .
Following the same principle, a barostat analogous to Nosé-Hoover thermostat
can be generated by introducing in the Hamiltonian an additional degree of
freedom. In this case, though, it will not be the temperature T to appear as a
contribution in the additional potential, but rather the pressure p.

Other approaches, such as Andersen’s [112], are of course also present and
frequently used.
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CHAPTER 3
Pristine and reconstructed surfaces of rutile

Most metal oxides undergo the phenomenon of polymorphism. These are dif-
ferent structures dependent on pressure and temperature that the material can
assume while maintaining the same stoichiometry. The main phases of TiO2

are named anatase, rutile and brookite (see fig. 3.1). As a basic matrix, all

Figure 3.1: Anatase, rutile and brookite crystal structures. Red spheres refer to O
atoms, pink ones to Ti atoms. The image has been taken from reference [113] and
slightly modified.

three have the combination of octahedra with a Ti atom at the center and six
O atoms bonded to it. The arrangement of the symmetry group (l 4

a
md for

anatase, p42

m
nm for rutile and pbca for brookite) generates their different bulk

crystallization. This leads to a variation of their properties such as the photo-
catalytic efficiency. Especially this point raises a question that has been under
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debate for a long time: which of the three TiO2 polymorphs shall be consid-
ered to conduct photocatalytic studies? We have a straight answer to it: all
of them. It is pointless to dispute which of them is the best, because it is the
very definition of best being unclear. Depending on various aspects, each of the
three phases has advantages and disadvantages. Since there are relatively few
studies on brookite, considering that it is the rarest structure to be obtained in
the laboratory, the discussion is mainly between anatase and rutile.

Anatase is in principle to be considered the most efficient in terms of pho-
tocatalytic activity. Despite a band gap of 3.20 eV, compared to the smaller
one of rutile (3.02 eV), anatase is able to generate more redox reactions than
rutile (fig. 3.2 (a)). Among the possible reasons there is the fact that anatase

Figure 3.2: (a) Valence and conduction bands, with their schematic band gap,
are shown for anatase, rutile and brookite. The illustration was taken from the
work of Monai et al. [114]. (b) The phase transition boundaries from anatase to
rutile depending on temperature and pressure. TiO2 II stands for srilankite, an
orthorhombic polymorph not relevant to the discussion of this thesis. The illustration
was taken from the work of Hanaor et al. [115].

has a larger surface area per unit cell. This implies the presence of a higher
density of localized states, leading to less frequent recombination of excitons.
An experimental study by Luttrell et al. [116] demonstrated within an epitax-
ial growth process that at least in part this depends also on the bulk structure
itself. Finally, anatase has an indirect band gap lower than its direct band gap,
whereas in rutile there is not much of a difference. Semiconductors with an
indirect band gap are more prone in carrying excitons for longer time, being
less likely to recombine.
On the other hand, rutile is at all temperatures and pressures a more stable
phase than anatase [115]. Indeed, anatase is considered to be a metastable
polymorph. As shown in fig. 3.2 (b), at constant atmospheric pressure anatase
transforms irreversibly into rutile at around 900 K through a process of recon-
struction and settlement of the crystal structure. Rutile is therefore the phase
with which one must inevitably work in devices involving high-temperature
processes and applications, such as gas sensors and porous gas separation mem-
branes. It has moreover been reported that rutile has a higher surface enthalpy
and higher surface free energy than anatase. This implies that rutile possesses
a higher hydrophilicity than anatase. Hence, rutile exhibits a higher density of
adsorbed species than anatase.
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Brookite, as mentioned above, is by far the least studied TiO2 polymorph. A
relatively recent work by Monai et al. [114] has pointed out that it may well
be brookite the phase one should investigate at most. Its band gap has not yet
been precisely defined and is in the range of 3.1 - 3.4 eV. Energetically, however,
brookite would have trap states deeper than those of anatase and shallower than
those of rutile. This would result in virtually perfect diffusion of the excitons,
since the trap-depth in anatase is considered too shallow, while in rutile it is
considered too deep.
In conclusion, one cannot rely solely and exclusively on arguments relating to
band structure. When investigating the electronic properties of a semiconduc-
tor, it shall be remembered that various defects such as vacancies or recon-
structions can be a game changer. The investigation of this thesis is focused on
rutile. As part of other collaborations within the RTG-QM3 other studies have
also been carried out on the anatase surface, which are not reported here.

Given the small sizes of the systems that ab-initio methods are able to
handle, it is not possible to reproduce an amorphous surface without falling
into the regularities dictated by the repetition of PBCs. Rutile-(110), (100)
and (001) facets have been extensively investigated over the years and are still
a hot topic for discussions and debates nowadays. Many theoretical studies
focused on finding proper values of rutile’s surface energy, agreeing on the order
γ(110) < γ(100) < γ(001), when compared with each other [117, 118, 119, 120].

Despite the huge progress made in the past few decades, accurate atomistic
models of TiO2/water interfaces [121, 122, 123, 124, 125, 126, 127] still rarely
consider complex reconstructions. The interaction of metal oxides with liquid
water in terms of solvent and as single molecules is of main relevance: if not
directly in a river, a lake or a sea, almost no environmental reaction would take
place in a system which does not involve at least some humid conditions. It is
already well known in literature how water tends to form strong bilayers at TiO2

surfaces, which represent a physical and energetic barrier for other molecules
to overcome before reacting with the material [128, 129, 130]. An accurate
chemical study of such exchanges is still an open question: the character of
the interaction strongly depends on the geometry, on the considered phase and
on the pH conditions the material is embedded into. In theoretical chemistry,
the description of water networks is a task as meaningful as difficult to handle.
Metal oxide surfaces with a combination of exposed surface oxygen and metal
atoms are known to promote adsorption of water mainly in three different ways
[131, 127, 122, 132]. As schemed in fig. 3.3 for TiO2, water can adsorb in a
molecular way, via splitting into one hydroxyl and a proton or by forming a
hydrogen bond with the surface. In the first case of molecular adsorption the

Figure 3.3: Three main adsorption modes of water on a TiO2 surface, independently
on its phase.

https://rtg-qm3.de/
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water molecule gets adsorbed with a strong bond between its oxygen atom and
a surface metal atom. Here the two hydrogen atoms tend to lie towards the
water network or can form hydrogen bonds with oxygen surface atoms. If the
metal oxide structure supports a splitting of water upon adsorption, it ends up
in the formation of a hydroxyl and a proton. As in the molecular case, the
hydroxyl gets adsorbed with a bond between the water oxygen atom and the
surface metal atom. The pulled proton feels the attraction of a surface oxygen
atom and gets adsorbed on it. In the last state, water molecules often form
direct hydrogen bonds with one or sometimes two surface oxygen atom(s). This
last case represents the least attractive configuration due to the weakness of the
hydrogen bond [133].
The first layer of formation of water on the surface represents both an energetic
and physical barrier for other molecules attempting to approach the material.
Moreover, it has been shown that due to the photocatalytic action molecularly
adsorbed H2O on the surface change their mode by dissociating [67, 68, 134] .
This may allow the contaminant to interact directly with the surface. For this
reason it is necessary to possess a clear and correct idea of what the adsorption
modes of water are on different TiO2 surfaces. Only in this way one could
proceed with investigations moving from ground states (GS) to excited states
(ES).

Rutile-(110). being the most stable case, is also the most studied one both
theoretically and experimentally. Nowadays many doubts are still unresolved
for what concerns the ability of this surface to adsorb water. Although some re-
searches assume that the hydroxylated states are the ones being promoted [122]
through dissociation at the surface, the main opinion holds onto the molecular
adsorption [135, 136, 127]: more complex types of theoretical investigations,
such as peptides recognition [137] or kinked sites effects [138], have been re-
cently carried out by giving this last configuration as the correct one. Different
studies attributed this discrepancy to the dependence of the adsorption mecha-
nism on mainly two factors: the number of layers in the chosen slab model and
the coverage of water present at the surface [132, 139, 140].
In the common natural rutile powder, the (100) facet is present with a pro-
portion of at least 20% [117]. This surface is quite different from rutile-(110),
although the coordination number of O and Ti atoms is exactly the same. Upon
annealing at more than 800 K under UHV conditions, rutile-(100) tends to re-
construct along (110) microfacets in a 1× 3 surface with a roof-like shape [39,
141]. Therefore both the smooth and reconstructed cases have been taken into
account during time for structural validations [142, 143] and interactions with
different molecules at the surface [128, 129, 130]. The 1× 3 rutile-(100) geom-
etry promotes the formation of 1 × 5 and 1 × 7 surfaces as well, which were
observed after annealing at higher temperatures.
In the past years, also rutile-(100) was controversially discussed about the ad-
sorption modes of water molecules at the surface. The debate ranged again
between the completely molecular and partially dissociative adsorption hypoth-
esis [128, 122, 127]. According to the latest literature researches, though, water
molecules approaching the surface of rutile-(100) prefer the molecular adsorp-
tion mode.
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Due to its metastability, rutile-(001) is the facet with the least available infor-
mation, although this crystal orientation promotes the highest electrical con-
ductivity [39]. Some first investigations on the annealing of this surface were
performed in the eighties [144, 145] and then retaken into account only in 1999
by Nörnberg [146]. In his work, he was able to clearly observe a (7
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√

2)R45◦

reconstruction of the surface, but only Fukui and Tero [147, 148] provided a
valid chemical stairs-like model found after annealing the sample at tempera-
tures about 1050 K. This consists of a Ti7O12 stoichiometry at the surface, with
interstitial Ti atoms which were forming during the Ar ion sputtering process.
Such a reconstruction was also found via epitaxial growth [149] and with pulsed
laser irradiation [150]. Recently, low energy electron diffraction (LEED) experi-
ments proposed a similar model for (011)-faceted rutile-(001) when annealed at
683 K [151], leading to a theoretical stoichiometric reconstructed surface [152]
which has been lately considered of main interest for the adsorption of CH3OH
and H2O molecules [153].

In this chapter, static and dynamic computational analysis on all of the
aforementioned slab models are presented, which allowed to investigate the
atomistic structure and relative thermodynamic stability. A special focus on the
reconstructed cases of rutile-(100) and (001) is reported. The reactivity of water
on the rutile surfaces was extensively studied also via Molecular Dynamics (MD)
simulations. A direct comparison between the standard Density Functional
Theory (DFT) and the approach of Self-Consistent-Charge Density Functional
Tight-Binding (DFTB) was here depicted. We firmly trust that a combination
of the two methods might represent, in the near future, one path to move
towards larger systems and time scales without lack of ab-initio information.

3.1 Theoretical background
When one wants to study in detail a process of adsorption or degradation of a
pollutant, as well as the specific properties of the crystalline surface with which
it interacts, the use of quantum mechanics is inevitable. Only solids formed
from the noble elements or pure ionic combinations can still be described es-
sentially in classical terms [154], but this category is very limiting. In quantum
physics, the solution of the Schrödinger equation for the many-body problem
provides all the information about the probability of detecting particles in the
system at time t in a specific configuration ({~RH(t)}H , {~rh(t)}h), where the first
position vectors refer to ions, the second to electrons. Until the 1960s the to-
tal wavefunction

∣∣∣Ψ({~RH(t)}H , {~rh(t)}h)
〉

was the main tool for investigating
the physics of quantum systems. Thanks to it, in fact, we can define the time
evolution of the system and the average value associated with the observables
of interest, such as total energy and angular momentum. Although it provides
a complete description, only for hydrogen atom and slightly more complex sys-
tems it is possible to access to an analytical solution of many-body problem. A
simple oxygen molecule O2, in fact, should take into account 2 ions and 16 total
electrons. Even just limiting it to valence electrons, one would have a system
with 3× (2 + 12) = 42 degrees of freedom. Furthermore, since the electrons are
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identical fermions, it is necessary for the total wavefunction to be antisymmetric
under the exchange of any pair of them. Inevitably, therefore, heavy approxima-
tions had to be made so that the electronic information of the system could be
derived with acceptable computational effort. Beyond the universally accepted
Born-Oppenheimer approximation [86], methods such as Hartree-Fock [91, 92,
93] and configuration interaction [155] were the first to emerge. An alternative
approach, introduced in 1965 by Hohenberg and Kohn, instead exploits the elec-
tron density at an arbitrary position, ρ(~r), as a fundamental function of their
theory. The amazing thing about Density Functional Theory (DFT) [89, 90]
is not only the culling from 3n degrees of freedom to 3 only, but also the fact
that the method guarantees the exact solution of the system. This is, however,
only in principle: one element of the Kohn-Sham equations, the heart of the
method, is not known and is therefore subject to approximations. Nevertheless,
the DFT is still recognized as one of the most efficient methods in its field [85].

3.1.1 Density Functional Theory

In contrast to the 2.1 section, where we had a classical many-body system
consisting of N ions, this time we have to consider n additional electrons. In
the following discussion, Dirac’s bra-ket notation will be used. Each electron is
identified by a position vector ~ri, with i ∈ {1, 2, . . . , n}, mass me = −1.602 ×
10−19C and electric charge e = −9.109 × 10−31Kg. Ions are described by the
position vectors ~RI , with I ∈ {1, 2, . . . , N}, mass MI and electric charge ZIe,
which is proportional to that of an electron. Since the system is conservative,
the potential has no direct dependence on time. This allows us to consider the
stationary Schrödinger equation:

Ĥ |Ψ〉 = E |Ψ〉 (3.1)

The term Ĥ indicates the Hamiltonian operator which is composed as it follows:

Ĥ = − ~2

2me

n∑
i=1

∆i︸ ︷︷ ︸
electronic kinetic term

− ~2

2

N∑
I=1

1

MI

∆I︸ ︷︷ ︸
ionic kinetic term

(3.2)

+
n−1∑
i=1

n∑
j>i

e2

‖~ri − ~rj‖︸ ︷︷ ︸
electron-electron interaction

+
N−1∑
I=1

N∑
J>I

ZIZJ∥∥∥~RI − ~RJ

∥∥∥︸ ︷︷ ︸
ion-ion interaction

+−
N∑
I=1

n∑
i=1

e2ZI∥∥∥~RI − ~ri
∥∥∥︸ ︷︷ ︸

electron-ion interaction

Despite the Born-Oppenheimer approximation (see appendix 6), solving the
Schrödinger equation analytically for the electron Hamiltonian is far from being
a trivial task. The most complicated term to handle is Ve-e, as it is the only
one that has a summation with double entry from the variables. If only K̂ and
Vext appeared in the equation, which have only one entry of the variables in
the summation, the problem would not exist. Instead of trying to go through
a direct analytical solution via integration, therefore, we rather refer to the
Rayleigh-Ritz principle [156].
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Theorem 1 (Rayleigh-Ritz principle). Given the many-body, stationary, elec-
tronic Schrödinger equation, the expectation value of the electronic hamiltonian
operator Ĥe on any wavefunction cannot be lower than the GS energy of the
system.

A proof of this theorem is given in the appendix 6. An alternative method
of solving the stationary electronic Schrödinger equation is then to look for
the normalized wavefunction |Ψ〉 to which the GS energy corresponds. The
problem of integrating a differential equation then shifts to one of minimizing
the expectation value of an operator. The domain Q over which we wish to
minimize is a space of functions and not numerical and it is therefore necessary
to use variational methods. If, on one hand, this approach greatly simplify the
research of the solution, it can only find the GS energy of the system. Therefore,
if one is interested in its excited states (ES), for instance due to a photocatalytic
activity, other methods need to be implemented, as explained in chapter 4.

The development of DFT theory since the 1960s earned the Nobel Prize in
Chemistry in 1998 to Walter Kohn and John A. Pople, the latter "for his de-
velopment of computational methods in quantum chemistry." Early approaches
to finding GS energy from the Rayleigh-Ritz principle were based on a heavy
approximation of the wavefunction |Ψ〉. In Hartree’s method, for example, the
wavefunction was thought of as if the electrons were non-interacting particles.
In the later Hartree-Fock (HF) approach [91, 93], the approximation was fur-
ther weighted down with the introduction of the Slater determinant [92], so
that the Pauli exclusion principle could also be taken into account. In the DFT
theory, not only we do not use any kind of approximation on the shape of the
wavefunction, but we approach the problem from another point of view: that of
the electronic density. The electronic density at an arbitrary electronic position
~rj := ~r is given by

ρΨ(~r) =

n

∫
Q3(n−1)

Ψ∗(~r1, . . . , ~rn)Ψ(~r1, . . . , ~rn)d~r1 . . . d~rj−1d~rj+1 . . . d~rn , (3.3)

where the symbol ∗ indicates the complex conjugate andQn = Q1×Q2×· · ·×Qn
represents the Cartesian product of the volumes in which each ~ri are defined.
Electronic density has, in this context, the same meaning as probability density.
When integrated in turn into the variable ~r, then, the result corresponds to the
probability of finding the electronic configuration dictated by |Ψ〉 somewhere
in space, i.e.

∫
Q3 ρ~rd~r = 1. In defining this quantity we must therefore refer

to a wavefunction |Ψ〉. In 1964, Hohenberg and Kohn showed instead that it
is the wavefunction |Ψ〉 itself that can be defined by the electronic density ρ,
provided it is that of the GS, namely |Ψ0({~ri}i)〉. In this sense, |Ψ0〉 is dependent
on the electronic density at the GS, i.e. ρ0, so it is its functional (hence the
name of the theory): |Ψ0〉 = |Ψ0[ρ0]〉. In turn, all observables Ô of the system
(including energy) become a functional of it: 〈Ψ0[ρ0]|Ô|Ψ0[ρ0]〉. In order to
prove this, we shall first rewrite the stationary electronic Scrhödinger equation
A.3 in terms of electronic density. The two terms 〈Ψ0|K̂|Ψ0〉 and 〈Ψ0|Ve-e|Ψ0〉
can not be written down explicitly as functionals of ρ. In the first case, indeed,
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the application of ∆i either on Ψ∗ or Ψ inside the integral does not allow to
explicitly get ρ. Similarly, in Ve-e the presence of the term 1/‖~ri − ~rj‖ acts in the
integrand without being able to explicate ρ in any way. The external potential,
on the other hand, can be written explicitly (see appendix 6). We can then
introduce the famous Hohenberg-Kohn’s theorem.

Theorem 2 (first theorem of Hohenberg-Kohn). Given the many-body, sta-
tionary, electronic Schrödinger equation, there exists a bijection between the GS
electronic density ρΨ0(~r) and the external potential Vext(~r) of the system.

A proof of this theorem is given in the appendix 6. The whole system
therefore depends on ρ, which means that so does the total energy. With their
second theorem, Hohenberg and Kohn proved that the Rayleigh-Ritz princi-
ple holds true when minimizing the expectation value on ρΨ ∈ C0(Q3), with
C0(Q3) = {ρΨ : Q3 → R|ρ is continuous} instead that on Ψ ∈ Q. At this point,
then, it is not necessary to write Ψ in ρΨ, as Ψ itself also depends on ρ. The
energy of the system can then be expressed as

E[ρ] = 〈Ψ|K̂ + Vee|Ψ〉+ Vext[ρ] (3.4)

The first term does not change if we change external potential, hence it is
to be considered as an universal functional of ρ, namely F̂ [ρ]. Although the
introduction of the electron density has dramatically improved the problem of
finding the energy of the GS, the lack of an explicit expression of F̂ [ρ] with
respect to the electron density does not allow us to find an analytical solution.
One year after their publication, Kohn and Sham developed a simple method
for carrying-out DFT calculations in practice. This, however, implies the use of
some approximations that detract accuracy from the completeness of DFT. An
explanation of them is given in the appendix 6, together with the derivation of
the Kohn-Sham equations:[

− ~2

2me

∆~r + Veff[ρ](~r)
]
|ψ(~r)〉 = εi |ψ(~r)〉 (3.5)

Note that the effective potential is a function of the density itself which, in turn,
is obtainable only by solving the equations through the single-particle states.
For this reason, eqs. 3.1.1 have a self-consistency character (SCF). This is not
a major issue, since the solution can then be found iteratively by assuming
an initial form of ρ(~r). On the other hand, solving a self-consistent loop at
each ionic step costs computational time, as it usually needs up to 60 iterations
before a sufficient convergence is reached.

That being said, the major problem is rather to find a suitable approximation
for the exchange-correlation term Exc[ρ]. To this extent, we introduce here some
major methods that have been used in our work.

• Local-density approximation (LDA). This is the simplest type of esti-
mate [90, 157]. It consists of locally approximating the exchange and cor-
relation energy through the contribution of a corresponding homogeneus
electron gas system, also called Jellium, giving rise to the same electron
density. For a Jellium structure, the atomic nuclei are assumed to be
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uniformly distributed. We speak of local in the sense that the exchange-
correlation energy at each point in space is a function of the electron
density at that point alone (and not from its derivatives). Hence, one as-
sumes that the density can be treated locally as in a uniform electron gas.
At each point of an uniform electron gas, one has an exchange-correlation
energy per particle εxc of density ρ. By adding up this energy per density
in a continuous way, we obtain the following integral formulation:

ELDA
xc [ρ] =

∫
Q3

εxc[ρ(~r)]ρ(~r)d~r (3.6)

Its functional derivative provides us then the expression to be inserted in
eqs. 3.1.1:

δExc[ρ(~r)]

δρ(~r)
= εxc[ρ(~r)] + ρ(~r)

∂εxc(ρ)

∂ρ
(3.7)

What is the explicit expression of εxc[ρ(~r)], though? Among different
possibilities, the most accepted one consists of splitting this functional
into an exchange and correlation term, respectively εx and εc. The first
one is determined by the assumption of being in a homogeneus electron
gas, for which one can use the Dirac functional:

εLDAx = −3

4
3

√
3

π
ρ(~r) (3.8)

For the correlation term, analytic expressions are known only in the lim-
iting cases of high and low densities which correspond, respectively, to
correlations of infinitely-weak and infinitely-strong character. With use
of Quantum Monte-Carlo simulations, cases of intermediate densities can
also be determined by interpolation. The most famous approaches to ex-
plicitly describe εc are those of Vosko-Wilk-Nusair (VWN) [158], Perdew-
Zunger (PZ81) [159], Cole-Perdew (CP) [160] and Perdew-Wang (PW92)
[161].
The LDA method works remarkably well and, since the functional εxc
depends only on ρ, it is also relatively fast in terms of computational ef-
fort. On the other hand, however, it can only describe very well systems
in which the density does not vary quickly. As we will see within this
same chapter, LDA is thus an excellent approach to determine the prop-
erties of crystalline structures, but gives serious problems in describing a
dynamical water network.

• Generalized gradient approximation (GGA). An improvement to
LDA which takes into account densities that undergo rapid changes can
be done by considering also the gradient of ρ as an active variable:

EGGA
xc =

∫
Q3

εxc(ρ,∇ρ)ρ(~r)d~r (3.9)

Theoretically, since the pioneering work of Hohenberg, Kohn, and Sham,
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density gradients have been thought of as natural tools for the develop-
ment and systematic improvement of the exchange and correlation func-
tional with respect to local approximation. For two decades these at-
tempts gave disappointing results until, thanks to Perdew [162, 163], were
understood the reasons for failure and the principles on which to base a
development in density gradients such as not to violate some basic rules
of sum. The presence of the gradient describes eventual non-uniformity
of the density in the neighborhood of ~r and is reabsorbed in the case of
homogeneous electron gas (being the gradient of a constant equal to the
null vector). The most accepted assumption of LDA failure was in that it
was especially the exchange term that was affected by non-homogeneous
densities. For this reason, Perdew proposed an accurate shape exchange
term, namely

EGGA
x =

∫
Q3

εx(ρ)ρ(~r)Fx(s)d~r , (3.10)

where s = ∇ρ(~r)/ρ(~r)4/3 is a replacement variable consisting in a dimen-
sionless denisty gradient. F is a function which shall be fitted case by case
depending on the desired GGA method. In our work, we relied on the
Perdew-Burke-Ernzerhof approach [162, 163], for which this function has
the following expression:

Fx(s) = 1 + k +
k

1 + µs2

k

, (3.11)

with k = 0.804 being a mathematical constant and µ ≈ 0.21951 being the
effective gradient coefficient of exchange.

• Becke, 3-parameter, Lee–Yang–Parr (B3LYP). Another way to deal
with approximations of the exchange and correlation term is to introduce
hybrid functionals. These are approaches in which the exact exchange
functional of HF, namely

EHF
x = −1

2

n∑
i=1

n∑
j=1

∫ ∫
Q6

ψ∗i (~r1)ψ∗j (~r2)
1

‖~r1 − ~r2‖
ψi(~r1)ψj(~r2) (3.12)

is mixed in a certain amount within the exchange and correlation term
found through other approaches. Deciding how much each energy term
weighs is a set of parameters that must be fitted or experimental values.
The B3LYP method is one of the most widely used hybrid functionals
[164, 165]. It consists in considering a fraction of the exact exchange
of eq. 3.12 within a three-parameter combination (hence the 3 in the
acronym) between LDA and GGA:

EB3LYP
xc = ELDA

x + α0(EHF
x − ELDA

x ) + αx(E
GGA
x − ELDA

x )+

+ ELDA
c + αc(E

GGA
c − ELDA

c ) (3.13)

with α0 = 0.20, αx = 0.72 and αc = 0.81. Since the functional takes into
account five different terms (EHF

x , ELDA
x , EGGA

x , ELDA
c , EGGA

c ), it requires
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considerable computational effort. In general, any hybrid method such
as HSE [166] or PBE0 [167, 168], can only deal with very small systems
and should therefore be used for static calculations that require a lot of
precision, such as densities of states.

Electronic structures in crystals

Regular crystal structures are characterized by the repetition of a unit cell
in the three spatial directions. In chapter 2 we have already observed how
the use of Periodic Boundary Conditions (PBC) helps in the creation of very
large structures and the diffusion of adsorbates throughout the simulation box.
Perhaps the biggest advantage of using PBCs lies in the simplification they
allow for computational calculations of the electronic structure. If ~a1, ~a2 and
~a3 are the lattice vectors of the primitive unit cell, we can reach each point of
a mirrored image by use of a lattice vector of the form

~R = n1~a1 + n2~a2 + n3~a3 , n1, n2, n3 ∈ Z (3.14)

Let us now suppose that the crystal is composed of Nj repetitions of the unit
cell along ~aj, with j = 1, 2, 3. The proper boundary conditions fo the single-
particle states within an infinite crystal can be given by the Born-von Karman
approach [169, 170]:

ψ~k(~r) = ψ~k(~r +Nj~aj) (3.15)

where ~r lies inside the primitive unit cell. With use of Bloch’s theorem statement
(appendix 6), we have then that

ei
~k·(Nj~aj) = 1 ⇐⇒ ei2πkjNj = 1 ⇐⇒ 2πkjNj = 2πhj

⇐⇒ kj =
hj
Nj

, with hj ∈ Z

Note that ~k may take up to N = N1N2N3 distinct values, since hj can take
only Nj inequivalent values that satisfy the above equation. We can assume
that they can be any any Nj consecutive integer values: beyond and within this
range, hj would correspond to adding integer multiplies of 2πi to the argument
of the exponential and it would therefore give equivalent results. This restricts
non-equivalent values of ~k to a specific volume corresponding to the primitive
unit cell of the reciprocal space R, named the first Brillouin zone. This volume
in reciprocal space is known as the first Brillouin Zone. Finally, we can ask
what happens in the case where the crystal is endowed with an infinitely coarse
periodicity, that is, when Nj → ∞. In this case, we shall first evaluate the
differential volume change in ~k. In order to do that, we can make use of eq.
A.26 together with the fact that ∆hj = 1 for any j = 1, 2, 3:

∆3~k = ∆~k1 · (∆~k2 ×∆~k3)

=
∆h1

~b1

N1

· (∆h2
~b2

N2

× ∆h3
~b3

N3

) =
∥∥∥d~k∥∥∥ =

(2π)3

NΩPUC

(3.16)
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From the above expression it is clear that an increase in size of the primitive unit
cell leads to a null differential, namely a constant value of ~k. In other terms, the
bigger the primitive unit cell is, the less k-points are needed to obtain accurate
results and viceversa. This concept leads to a very important benchmark when it
comes to energy calculations, as it is important to distribute an enough amount
of k-points in the reciprocal space in order to obtain precise outcomes. Care
must be taken, however, not to use k-points when it is not necessary, as the
computational effort that is expended increases significantly with the use of
dense meshes. In the case of ab-initio MDs, it is therefore advisable to use
only one k-point, which coincides with the center of the Brillouin zone. This is
denoted as Γ-point and, together with other points of the Brillouin zone (M, R,
X, K, L, U, ...), it plays a key role in the study of electronic band structures.

All DFT calculations performed in this thesis are based on a code that
develops the uh,~k(~r) in plane-waves, with h indicating the h-atomic orbital index:

uh,~k =
1√

ΩPUC

∑
~G∈R

ch, ~G,~ke
i ~G·~r (3.17)

In the above expression, ch, ~G,~k ∈ C are Fourier complex coefficient. In terms of
single-particle Kohn-Sham wavefunctions, it immediately follows that

ψh,~k(~r) = uh,~ke
i~k·~r 1√

ΩPUC

∑
~G∈R

ch, ~G,~ke
i( ~G+~k)·~r (3.18)

Of course, it is not possible to develop the basis set in all wave vectors of
the reciprocal space R and that is why cut-off energy sets are needed: only

wave vectors satisfying the relation 1
2

∥∥∥~G+ ~k
∥∥∥2

≤ Ecut-off will be considered
in the summation. This assumption brings an additional advantage to plane-
waves: the convergence of the energy can be controlled directly by increasing
or decreasing the single parameter of the cut-off energy.

The main disadvantage of this approach is that it is necessary to sum many
plane-waves to obtain a proper energy description, which results in high energy
cut-offs and more expensive computational costs. The problem arises from the
description of tightly bound states, which are spacially strong localized, and con-
tributing electrons with fast oscillations in the wavefunction. These are mostly
core electrons, which usually possess very high energy: electrons belonging to
the 1s shell contribute with values up to −13.6Z2 eV, where Z is the atomic
number. Since these energies rapidly go to zero as the distance from the center
of the nucleus increases, a trivial idea to solve this issue might be to eliminate
their contributions completely. This, however, would result in slight errors that
gradually accumulate and end up dominating the scene. A better approach
consists in the frozen core approximation [154], in which the contribution of
the core electrons is pre-calculated at the very beginning of the simulation and
then kept constant without allowing any variation of their corresponding wave-
functions. An even more effective method is to completely remove the core
orbitals to include an orthogonality constraint to them with the Coulomb po-
tential. This produces an effective potential acting on the valence electrons,
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called pseudopotential, which mimics the original one from some distance ~rc,
as shown in fig. 3.4. Pseudopotentials allow one to achieve energy convergence

Figure 3.4: Representation of an electrostatic potential V ≈ Z
‖~r‖ (red curve in the

left panel), with Z being the nuclear charge number, and a corresponding pseudopo-
totential Vpseudo(‖~r‖) (red curve in the right panel). In the upper part of the graphs
the relative wavefunctions are also shown. Image under free license by Edvin Fako.

of the basis set very quickly, but they incur several problems. First, there is
no single pseudopotential for each element and it is relatively easy to construct
one that fails without noticing it. The estimate of core electrons is also still too
rough, leading to a priori assumptions about them that turn out to be wrong.
Among the latest and most accurate methods developed to address these ad-
ditional issues is Projector-Augmented Wave (PAW), which was developed in
1994 by Peter Blöchl [171]. The idea is to use some auxiliary functions

∣∣∣ψ̃h(~r)〉
within an augmentation sphere. Its radius ~rc represents a boundary beyond
which the auxiliary functions coincide with the true ones:∣∣∣ψ̃h(~r)〉 = |ψh(~r)〉 ⇐⇒ ‖~r‖ ≥ ‖~rc‖ (3.19)

The region inside is instead where the core electrons need to be treated properly.
We want to construct the auxiliary functions in a way that they can be ana-
lytically representable as a plane-wave expansion, corresponding to a smoothed
version of the true |ψh(~r)〉. Therefore, we want to define an operator Û such
that ∣∣∣ψ̃h(~r)〉 = Û |ψh(~r)〉 ⇐⇒ ‖~r‖ ≤ ‖~rc‖ (3.20)

Our interest actually lies in the inverse operator, T̂ := Û−1, for which the
following holds:

|ψh(~r)〉 = T̂
∣∣∣ψ̃h(~r)〉 ⇐⇒ ‖~r‖ ≤ ‖~rc‖ (3.21)

If we now insert the above expression into the corresponding Kohn-Sham equa-
tion we obtain: (

T̂ †ĤT̂ − T̂ †Tεh
)
T̂
∣∣∣ψ̃h(~r)〉 = 0 (3.22)

https://commons.wikimedia.org/wiki/File:Pseudopotential.png
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with T̂ † adjoint operator of T̂ . The Kohn-Sham equations are easily solvable
for the auxiliary wavefunctions as long as the operator T̂ is known. This should
be linear and non-local. We assume that it is of the form of

T̂ = 1 +
∑
α

T̂α (3.23)

which means it is composed of many operators T̂α, each of one acts on the
atomic index α. They can be identified by inserting this structure in eq. 3.21
for the atomic index αi:

|ψj(~r)〉 =
∣∣∣ψ̃j(~r)〉+ T̂αi

∣∣∣ψ̃j(~r)〉 =

T̂αi

∣∣∣ψ̃j(~r)〉 = |ψj(~r)〉 −
∣∣∣ψ̃j(~r)〉 =

n∑
j=1

(
|ψj(~r)〉 −

∣∣∣ψ̃j(~r)〉) 〈p̃i|ψj〉︸ ︷︷ ︸
δij

⇒ T̂ = 1 +
n∑
j=1

(
|ψj(~r)〉 −

∣∣∣ψ̃j(~r)〉) 〈p̃j|
with p̃i being projector functions.

Dispersion corrections

According to Hohenberg-Kohn theorem, DFT is an exact method for detecting
the GS energy of a system. The presence and effects of Van der Waals (VdW)
interactions is then, in principle, automatically implemented as a consequence of
this exactness. Approximations of the exchange-correlation functional, though,
generate an inaccuracy that is then inherited by VdW effects. As long as one
is interested in the electronic properties of crystal solids, VdW interactions are
negligible. The same does not apply, however, when an adsorbate approach
a surface or when a water net bulk is present as an explicit solvent, which is
our case in this thesis. It is therefore necessary to apply an energetic correc-
tion term able to describe in a proper manner this important dispersion. The
main approaches developed so far consists of semi-empirical methods (DFT-
D2)[172, 173], models with environmental dependencies (DFT-D3, Tkatchenko-
Scheffler) [174, 175], specifically defined functionals (VdW-DF) and techniques
going beyond pairwise interactions such as the development of many-body dis-
persion terms or random-phase approximations. In our work, both for DFT and
DFTB calculations, we used the zero-damping DFT-D3 dispersion correction
of Grimme. This approach follows the general idea of DFT-D2 (see appendix
6). It consists of improving the dispersion correction by changing the coupled
dispersion coefficients C(D2)

6,J into new ones, here named C(D3)
6,J , which depend on

the molecular geometry. Among the three variants of DFT-D3, we present here
the zero-damping DFT-D3 method of Grimme. Its name comes from the fact
that two damping functions fd,n are defined to show a maximum contribution
for medium-range distances to then damp down very fast. The index n = 6, 8
represents how strong the damping is (n = 6 in DFT-D2). Values of n smaller
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than 6 would provide too strong interactions (remember that also in the clas-
sical approach, with Lennard-Jones and Buckingham potentials they use this
rate), whereas values higher than n = 8 proved to contribute in a completely
negligible way. The definition of the two DFT-D3 damping functions is given
by 

1

1+6

(
‖~RI−~RJ‖
sr,6R

(D3)
0IJ

)−α6
if n = 6

1

1+6

(
‖~RI−~RJ‖
R
(D3)
0,IJ

)−α6−2 if n = 8
(3.24)

Again, sr,6 is a functional-dependent scaling factor, whereas α6 is a parameter
determining the steepness of the damping function. The energetic dispersion
term E

(DFT-D3)
corr to add to the total Kohn-Sham energy E(DFT) is then given by

E
(D3)
disp = −1

2
s6

N∑
I=1

N∑
J=1

∑
n=6,8

sn
C

(D2)
n,IJ∥∥∥~RI − ~RJ

∥∥∥nf (D2)
d

(∥∥∥~RI − ~RJ

∥∥∥) (3.25)

The question is now to understand how the coupled dispersion coefficients are
defined, which shall depend on the molecular geometry. This is done by relating
them to the coordination number, which describes how many neighbor atoms
are close to the I-th atom considered. In order to do this, we first define the
fractional coordination number as

CN(I) =
N∑
I=1

N∑
J=1

1

1 + e
−16

[(
4RI,cov+RJ,cov

3‖~RI−~RJ‖

)
−1

] , (3.26)

where RI,cov, RJ,cov are Pyykkö-Atsumi covalent radii. At this point, we need
to introduce the six-ordered reference dispersion coefficients of the environ-
ment C(D3-ref)

6,IJ

(
CN(I), CN(J)

)
, which are then used to define the coupled six-

ordered dispersion coefficients C(D3)
6,IJ

(
CN(I), CN(J)

)
, in a way similar to DFT-

D2. Their expression is based on a modified variant of the Casimir-Polder
formula [172, 173, 176]:

C
(D3-ref)
6,IJ

(
CN(I), CN(J)

)
=

3

π

∫ +∞

0

{ 1

m

[
αImHn(iω)− n

2
αH2(iω)

]
× 1

k

[
αJkHl(iω)− 1

2
αH2(iω)

]}
dω

(3.27)

Here we have element hydrides as reference compounds, named after ImHn and
JkHl, where m, n, l and k are stoichiometric coefficients. We have to consider
that energetically low-lying atomic states would influence the polarizabilities
α(iω), with ω imaginary frequency, by leading to large dispersion coefficients.
Hydrides were then chosen instead in order to avoid this issue, as they are
simple and well-defined. We can now define the coupled six-ordered dispersion
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coefficients by the following expression:

C
(D3)
6,IJ

(
CN(I), CN(J)

)
=

∑Na
a=0

∑Nb
b=0 C

(D3-ref)
6,IJ

(
CN(I)a, CN(J)b

)
Lab∑Na

a=0

∑Nb
b=0 Lab

(3.28)

The generation of these coefficients is performed by letting the fractional co-
ordinates CN(I) and CN(J) span a 2-dimensional grid with Na and Nb mesh
points. The term Lab is a Gaussian-type function describing the distance be-
tween grid points and it is given by

Lab = e−4
{[

CN(I)−CN(I)a

]2
+
[
CN(J)−CN(J)b

]2}
(3.29)

Having the six-ordered dispersion coefficients, the eight-ordered ones can be
defined straight away:

C
(D3)
8,IJ = 3C

(D3)
6,IJ

√
1

4

√
ZIZJ

< R4 >I< R4 >J

< R2 >I< R2 >J

(3.30)

In the above expression, ZI and ZJ are the nuclear charges of atoms I and J ,
respectively, whereas symbols < · > represent expectation values of dipoles (for
R2) and quadrupoles (for R4), which can be derived by atomic densities.
Now that we possess all the terms, it is possible to insert them into the eq. 3.25
to obtain the dispersion energy and finally correct the Kohn-Sham total energy.

3.1.2 Density Functional Tight-Binding

DFT is undoubtedly a very valid method that has been incredibly successful
over the years [82]. Despite its computational speed compared to other ab-initio
methods, such as HF, DFT struggles to support systems with more than 1000
atoms and time scales longer than a dozen picoseconds. FF theory can be a
viable alternative, but as already explained in the 2 chapter, it does not allow
to study the electronic structure adequately and thus to observe chemical reac-
tions such as bond formation or breaking. The meeting point between these two
methods is represented by the semi-empirical tight-binding approaches, which
have been existing from the very beginning. In the mid-90s Eschrig, Seifert,
Frauenheim and co-workers developed the method of Density Functional Tight-
Binding (DFTB) [83]. They are based on a parameterization and fitting of the
potentials of the ab-initio methods, without exploiting classical approximations
such as those found in FF. The name tight-binding derives from the approx-
imation of the system Hamiltonian to a one related to a single form of the
atomic orbital. The fundamental assumption consists of working with atomic
orbitals of very small size relative to lattice distances, for which their interac-
tion with neighboring states is pretty limited. In this way, it is possible to keep
the electronic information within the system while drastically accelerating the
computation of Kohn-Sham solutions. Although this approach was therefore
developed to work well with covalently bonded systems, such as hydrocarbons,
it can generally be used for other materials as well.
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In the following derivation (which is the conventional one), we are going to
work with ~2

me
= 4πε0 = e = 1. In the many-body, stationary, electronic hamilto-

nian A.1 we consider the ion-ion potential as well, here denoted as Vions({~RH}H).
The method of DFTB, as the name suggests, is based on DFT. The idea is to
perform a perturbation δρ of the GS electronic density ρGS. Since the total
DFT energy functional E[ρ] is smooth (variational) with respect to the density,
for a sufficiently small δρ0 we can assume the existence of another density ρ0

which, although it does not minimize E[ρ], gets close to it: E[ρGS] = E[ρ0 +δρ].
This justifies a Taylor expansion of the energy functional in ρ0 which, for the
scope of this thesis, can be truncated at the second order:

E[δρ] =
n∑
i=1

〈ψi|−
∆i

2
+ Vext(~r) +

∫
Q3

ρ′0(~r)∥∥∥~r − ~r′∥∥∥d~r′ + Vxc[ρ0]|ψi〉+ (3.31)

+
1

2

∫ ∫
Q6

(δ2Exc[ρ0]

δρδρ′
+

1∥∥∥~r − ~r′∥∥∥
)
δρδρ′d~rd~r′+ (3.32)

− 1

2

∫ ∫
Q6

ρ0(~r)ρ′0(~r)∥∥∥~r − ~r′∥∥∥ d~rd~r′ + Exc[ρ0]−
∫
Q3

Vxc[ρ0](~r)ρ0(~r)d~r + Vions

(3.33)

The above expression can be written as the sum of specific energetic terms. Ex-
pressions 3.31, 3.32 and 3.33 are defined as the band-structure energy Eb-s[δρ]
, the charge fluctuation energy Ecoul[δρ] and the repulsive energy Erep, respec-
tively. Hence, the same expression can be rewritten as:

E[δρ] = Eb-s[δρ] + Ecoul[δρ] + Erep (3.34)

Some approximations of the last two terms need then to be introduced (see
appendix 6).

The tight-binding approach assumes that the description of the electrons
is provided by a minimal local basis set. This means that there exists only
one basis function for each orbital µ at atom I, which in turn consists of the
commonly used real spherical harmonics Ỹ (θ, ϕ) of angles θ and ϕ. Each single
electronic orbital can then be expended as

|ψi(~r)〉 =
∑
µ

cIµ

∣∣∣φµ(~r − ~RI)
〉

, (3.35)

where
∣∣∣φµ(~r − ~RI)

〉
= Rµ(~r)Ỹ (θ, φ), with Rµ(~r) being an auxiliary function.

The index µ is here described to run up to a pre-defined maximal number of
atomic orbitals. We can now observe how the expression of the band-structure
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energy Eb-s[δρ] changes when this form of |ψi(~r)〉 is inserted into it:

Eb-s[δρ] =
N∑
I=1

∑
µ

∑
ν

cI∗µ c
I
ν 〈φµ|−

∆i

2
+ Vext(~r) +

∫
Q3

ρ′0(~r)∥∥∥~r − ~r′∥∥∥d~r′ + Vxc[ρ0]|φν〉

︸ ︷︷ ︸
H0
µν

(3.36)
The matrix H0

µν is strictly connected both to the Kohn-Sham hamiltonian op-
erator as well as the two minimal basis functions φµ and φν . Hence, the core of
the tight binding concept is strictly related to this numerical matrix which is, in
turn, what one needs to parametrize in order to perform any DFTB calculation.
The same replacement can be done for the electron populations ∆qI , since we
know from DFT that δρ =

∑n
i=1 ‖ψi(~r)‖

2
C. From eq. A.36 it follows that

qI =

∫
VI

ρ(~r)d~r =
n∑
i=1

∫
VI

‖ψi(~r)‖2
Cd~r

=
n∑
i=1

∑
µ

∑
ν

cIµc
I
ν

∫
VI

φ∗µ(~r)φν(~r)d~r (3.37)

Here, only three possible situations can occur. First, if µ and ν belongs to
the same atomic volume VI , then the expression will be roughly 0. Similarly,
if µ and ν are both part of the same volume, then the results will roughly be
given by Kronecker delta δµν , since the corresponding functions are building
an orthonormal basis of the Hermitian space. Finally, the situation in which
µ ∈ VI , but ν 6∈ VI gives rise to the overlap matrix Sµν :∫

VI

φ∗µ(~r)φν(~r)d~r =
1

2

∫
V

φ∗µ(~r)φν(~r)d~r :=
1

2
Sµν (3.38)

We have now all the ingredients to write down the total energy E[δρ] by adding
all the assumptions and approximations introduced. Its variation, following the
Rayleigh-Ritz theorem together with Lagrangian multipliers εi constraining the
orthonormality of |ψi〉 as in DFT, produces the DFTB Kohn-Sham equations:

N∑
ν=1

ciν(Hµν − εiSµν) = 0 (3.39)

where H0
µν = H0

µν + 1
2
Sµν

∑N
K=1(γIK + γJK)∆qk. Also in this case, these equa-

tions need to be solved self-consistently, with an initial guess based on {∆qI}I .

3.1.3 Methods of analysis

In this section we are going to introduce some useful tools for analyzing our
results. All of them use the electronic properties of the system, previously
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evaluated, to provide significant additional information, such as the stability of
a configuration or the possibility of accessing an excited state (ES).

Surface energies

A crystalline surface is for all intents and purposes a defect in the solid, since it
consists of the breaking of its molecular bonds. Exposed atoms are therefore un-
dercoordinated and can promote reactions with molecules in their surroundings
to seek saturation. To break a crystal structure it is necessary to exploit ex-
ternal energy, which happens all the time in nature through mostly mechanical
forces. Compared to pure bulk structure, a crystal surface it is less energetically
favorable. The so-called surface energy is an important quantity that can be
derived both experimentally and analytically. It represents the energy at the
surface, resulting from incomplete bonding. The surface energy is a measure-
ment of the stability of a slab: the higher it is, the more the solid acquires a
propensity of degenerating into reconstructions.

We derive here the method used in DFT calculations for metal oxides, specif-
ically referring to TiO2. Here we talk of surface free energy, as they are related
to the Gibbs (Helmoltz) free energy. If the crystal is stoichiometric, the surface
energy can directly be evaluated by using the expression

γsurf =
Eslab −NTiEbulk

2A
(3.40)

where Eslab is the total energy of the slab model containing NTi atoms (namely
TiO2 units) and Ebulk is the energy of a single bulk unit. The exposed surface
area is then twice the area A of the {x, y} plane in the surface primitive cell, since
the slab model is usually created by symmetrically cutting the bulk structure
both from the top and from the bottom, leaving two exposed surfaces. Thanks
to this formula it is possible to relate the surface energy with the number of
layers taken into account. If one wants to perform calculations on crystalline
surfaces it is necessary to make sure that the bulk structure in the slab is
sufficiently stable. A too poor cut, which takes into account less than 3 layers,
would result in the creation of an unstable structure or with strong interactions
between the surface above and below, like a 2D-material like graphene. On the
other hand, too rich a cut would increase the computational burden, as each
layer considered adds degrees of freedom to the system. For this reason it is
necessary to find a good compromise by observing the typical oscillations of
the surface free energy with respect to the number of layers. They are due to
several factors, such as the creation of a dipole in the case where the surface
above was not cut symmetrically with respect to the one below, a phenomenon
that often occurs when the number of layers considered is odd. As the number
of layers increases, the structure (which is from time to time appropriately
brought to a local minimum energy through a geometry optimization) becomes
more and more stable and the surface energy finds a plateau along a horizontal
asymptote.
In case of unstoichiometric systems, it is necessary to modify the expression
3.40 in a proper way [177]. In order to do this, we should first understand
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how DFT is actually calculating the energy term Eslab. Let us then consider
the metal oxide as if it was embedded in an atmosphere oxygen reservoir at
a certain temperature T and pressure p. This means that the O2 molecules
can either increase at the TiO2 interface or be taken out from it, leading to
unstoichiometric systems. The right energy to take into account when describing
such an interaction would be the Gibbs free energy G(T, p,NTi, NO), for which
the surface free energy can be evaluated similarly to 3.40:

γsurf =
G(T, p,NTi, NO)−NTiµTi(T, p)−NOµO(T, p)

2A
(3.41)

The two terms µTi(T, p) and µO(T, p) are the chemical potentials of the corre-
sponding elements at a temperature T and pressure p. We now suppose that
the bulk structure, which is stoichiometric, contains enough atoms such that
the following relationship holds:

gbulkTiO2
(T, p) = µTi(T, p) + 2µO(T, p) (3.42)

In the above expression, gbulkTiO2
(T, p) is the Gibbs free energy per formula unit at

temperature T and pressure p. By inserting it in the surface free energy 3.41 we
then obtain a dependence only in terms of one chemical potential, for instance
from our reservoir represented by µO:

γsurf =
G(T, p,NTi, NO)−NTig

bulk
TiO2

(T, p) + (2NTi −NO)µO(T, p)

2A
(3.43)

The issue of this formalism lies exactly in the Gibbs free energy, which does not
correspond to the resulting total energy computed in DFT. The latter is actually
the Helmoltz free energy of the system at zero temperature E(DFT)

total (V,NTi, NO),
which also depends on the volume V of the used supercell. This energy is
also neglecting zero-point vibrations; the real Helmotz free energy of the sys-
tem F (V,NTi, NO) should then take them into account through an additional
virbational term Fvib(T, V,NTi, NO):

F (T, V,NTi, NO) = E
(DFT)
total (V,NTi, NO) + Fvib(T, V,NTi, NO)

= E
(DFT)
total (V,NTi, NO) + Evib(T, V,NTi, NO)− TSvib(T, V,NTi, NO) (3.44)

The vibrational term was decomposed in vibrational energy Evib(T, V,NTi, NO),
which includes zero-point vibrations, and entropic contribution Svib(T, V,NTi, NO).
We can now relate the Gibbs free energy to the Helmoltz free energy:

G(T, p,NTi, NO) = F (T, p,NTi, NO) + pV (T,NTi, NO) (3.45)

A simple dimensional analysis shows though that the pV term is completely
negligible, since it would contribute with energies (normalized to the surface
area) about at magnitude of 10−8 meV/Å2, whereas in the pressure range DFT
calculations are usually performed the order of magnitude is of 1 meV/Å2. The
question is then now to understand if and under which conditions one can
consider also the vibrational part Fvib(T, V,NTi negligible. According to Reuter
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and Scheffler’s approach [177], one possible way is to consider the Einstein model
to approximate the phonon density of states by using just one characteristic
frequency ω for each atom type.. In their work, they showed that for RuO2

bulk values of ωO = 80 meV and ωTi = 25 meV [178, 179] were sufficiently
low to let this term contributing as much as the same order as the numerical
uncertainty of DFT calculations (about ±10% meV/Å2). With all of these
considerations, we can then rewrite eq. 3.41 in a DFT-computable fashion as it
follows:

γsurf =
Eslab −NTiEbulk + (2NTi −NO)µO(T, p)

2A
(3.46)

The final piece of the puzzle consists then in the explicit introduction of the
chemical potential of oxygen µO:

µO(T, p) = µ0
O +

1

2
kBT ln

(pO2

p0

)
(3.47)

The term p0 can correspond to the reference pressure used in an experiment
the results of which one tries to reproduce. By letting p0 being a simple pa-
rameter, one can evaluate how the surface energy γsurf(T, p

0) depends on the
temperature. From the point where its graph intersects the constant value of
the corresponding stoichiometric surface, the nonstoichiometric surface is likely
to form. Values for µ0

O can be taken experimentally from, for instance, the
JANAF thermochemical tables [180], which are referred though to the chemical
potential of an oxygen molecule µJANAFO2

(T, p0). For this reason, one shall add
to it the additional term 1

2
EDFT

O2
of an oxygen molecule total energy computed

in DFT at T = 0 K. This allows the surface energy γsurf(T, p
0) to be in the

oxygen-poor limit regime, which is a safe reference for DFT calculations, as ex-
plained more in detail by Reuter and Sheffler [177]. In conclusion, the formula
we used in our calculations is:

µO(T, p) =
1

2

[
EDFT

O2
+ µJANAFO2

(T, p0) + kBT ln
(pO2

p0

)]
(3.48)

Density of States

As we have seen for both DFT and DFTB, the solution of the many-body
Schrödinger equation can be (approximately) found in its GS configuration
through the Kohn-Sham equations (A.22 in DFT and 3.39 in DFTB). The
collection of solutions {|ψh(~r)〉}h provides insights into how the electrons are
arranged in the system, whereas the correspondent eigenvalues {εh}h gives rise
to the band structure. An understanding of this information is fundamental, as
it explains the way in which the electrons would respond to external perturba-
tions. Through the band structure one can evaluate the width of the band gap
as well as its property of being direct or indirect. Moreover, one can also read
out the possible excitations that determine in turn optical properties such as
color and reflectivity.

A key tool to analyze the band structure of a solid is provided by the density
of states (DOS) [154]. As the name suggests, it consists of evaluating how
many electronic states that are to be occupied are present per unit volume Ω
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in a small energy range, say ε + dε. Thanks to its graphical representation,
one can immediately identify whether a material is a metal, an insulator or a
semiconductor. If the DOS function is broken by an interval in which it has
constant value equal to zero, then the left part of its graph collects the states
of the valence band, while the one on the right those of the conduction band.
When the Fermi level is located in correspondence of a non-zero area spaced by
DOS, then the material is a metal: there is no distinction between valence and
conduction band. If the Fermi level is instead located in a null area of DOS, then
according to the width of the band gap the material can be considered insulator
(Egap > 5.5 eV at room temperature) or semiconductor (1.0 eV < Egap < 5.5
eV at room temperature).
Let us now derive the general analytical form of the DOS. Supposing the energy
levels are descrete and countable, then the DOS is defined by the following
double sum over their total number N and wave-vectors ~k in the reciprocal
space R:

g(ε) =
1

Ω

N∑
i=1

∑
~k∈R

δ
(
ε− ε(i)

~k

)
(3.49)

Here, δ is the Dirac delta function and {ε(h)
~k
}h are the energy levels uniquely

characterized by their corresponding wave-vector ~k. Note that, in this formal-
ism, we are not taking into account spin degeneracy (which would contribute
by a factor of 2) since all of the calculations performed in this work were not
spin-polarized. Let us now consider the simple situation of Ω = L3, meaning
that our system consists of a box of length L. In this case, the wave-vector
differential d~k is given by

d~k =
(2π

L

)3

(3.50)

and we can then assume that the sum becomes an integral over the reciprocal
space as L→ +∞:

g(ε) =
( L

2π

)3
N∑
i=1

∫
R
δ
(
ε− ε(i)

~k

)
d~k (3.51)

Due to the properties of the Dirac delta function, we know that the integral
argument will correspond to 1 over an energy surface ∂ε(i) on which ε

(i)
~k

is
constant and equal to ε:

g(ε) =
( L

2π

)3
N∑
i=1

∫
∂ε(i)

d~k (3.52)

We can now choose a new coordinate system ~k′ = (k′x, k
′
y, k
′
z) such that one

direction, say k′z, lies perpendicular to the surface ∂ε(i) and then parallel to the
gradient of ε(i)

~k
. Hence, we obtain that

dε(i) =
∥∥∇~kε∥∥dk′z (3.53)
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We then proceed by substitution in the integral to obtain the following double-
integral:

g(ε) =
( L

2π

)3
N∑
i=1

∫ ∫
∂ε(i)

1∥∥∇~kε∥∥dk′xdk′y (3.54)

An important consequence of this expression lies in the analysis of the critical
points of the DOS. In fact, whenever we have wave-vectors ~k for which ε(i)

~k
has

an extremum, the integrand in the DOS diverges. These roots of the denom-
inator are of first order and introduce sharp features in g(ε), called van Hove
singularities. It can be proven that there exist four types of van Hove singular-
ities in the three-dimensional space: they correspond to non-differentiable local
minima, maxima or two different kinds of saddle points in the DOS. When com-
puted numerically, the DOS of a system equires then a high number of k-points
to ensure a proper evaluation of the integral as well as to correctly resolve these
critical points.

Projected DOS are also possible, in which one focuses on a single element
or on specific orbitals in order to achieve a more direct information on their
contributions.

Energy of adsorption

An effective method to understand the intensity of attraction of a molecule to a
surface is provided by the energy of adsorption [127, 122, 132]. Using Helmoltz
free energies provided by DFT, it is possible to evaluate the energy of adsorption
per molecule directly through the following formula:

∆Emol
ads =

1

Nmol
(Eslab + mol − Eslab −NmolEmol) (3.55)

In the above expression, Eslab + mol is the total energy of the system with the
adsorbing molecules on the surface, Eslab is the surface total energy, Emol the
energy of a single adsorbing molecule and Nmol the total number of adsorbing
molecules. The lower and more negative the values of the adsorption energy,
the stronger the interaction created at the molecule-surface interface. On the
other hand, a positive value means that there is a repulsive force and there-
fore the adsorption reaction is unfavorable. The adsorption energy formula is
straightforward and easy to compute, but needs some technical attention. First,
it is advisable to always have a symmetric situation on both sides of the slab
model. This means that the molecules whose reaction is observed are at least
two, positioned in correspondence to two points of the surface corresponding in
symmetry. This not only doubles the observation of the geometrically optimized
configuration, ensuring that there is consistency between the bonds formed in
the structure above and below the surface, but also ensures that no electric
dipole is created in the case of a slab with few layers. Finally, it is necessary
to ensure that the geometric optimization of each component of the system is
performed in the same box and with the same number of k-points. In the first
case, a sufficiently large molecule that feels an attraction even with its repeated
image via PBC conditions in the system with the surface must possess the same
interaction even when isolated. Instead, a consistent number of k-points ensures
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that the reciprocal state remains consistent, preventing the creation of contrived
errors.

3.2 Calculations protocols
The computational settings used in this chapter are listed below.

Exchange-correlation functionals

The DFT calculations were performed with the two exchange-correlation func-
tionals of LDA and GGA-PBE and their results compared. Due to the better
performance of GGA-PBE, only this one was used in all of the MD simulations
as well as in all calculations of chapter 5. The Self Consistent Field (SCFs)
absolute errors were set to 10−4 eV.

Benchmark of the bulk structure

the bulk structure of rutile-TiO2 belongs to the group of tetragonal systems,
in which a 3-fold coordinated Ti atom is surrounded by six 3-fold coordinated
O atoms, forming an octahedron. In order to reproduce this structure in a
controlled way, a single unit cell consisting in two TiO2 molecules was taken
into account, as shown in fig. 3.5. A supercell consisting in its repetition
along the three cartesian coordinates was then built by using as starting lattice
parameters the experimental values reported in Diebold’s review (a = b =
4.587Å, c = 2.953Å) [39]. The first simulations conducted on the supercell

Figure 3.5: Ball-and-stick model of the unit cell of rutile-TiO2 (left). It was was
repeated along the three cartesian directions up to a 3× 3× 3 supercell (right).

consisted single point calculations performed at the default energy cut-off of
400 eV and Γ-point only mesh. By evaluating the total energy of the system
with respect to the cell size, a size was found which could fit well for all further
investigations. Here, the choice of the right pick was guided by two factors.
First, one should ensure to have a sufficiently big size of the model, since in the
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planned simulations the adsorption of glyphosate had to be taken into account.
This molecule is in fact large enough to risk an interaction with its repeated
image through the PBC conditions in case the supercell has a too narrow size.
Secondly, the bigger the supercell, the more computational resources are needed
to perform any calculation. A good balance composed by a 3× 3× 3 repetition
was then detected with a difference of 0.01 eV from the 2× 3× 3 and of 0.04 eV
from the 3×3×4 cases, as shown in fig. 3.6. Using a Γ-point only mesh scheme

Figure 3.6: GGA-PBE and (shifted) LDA total energies per unit cell were evaluated
with respect to the supercell size. The calculation was performed with the default
cut-off energy value of 400 eV and a Γ-point only mesh. The supercell composed of a
3× 3× 3 repetition was picked as the best candidate to proceed with for our further
investigations.

is not sufficient for precise static energy evaluations such as the calculation of
the optimal lattice parameters. For this reason, the k-points meshes were chosen
case by case using a 3−3−3 setting for the bulk supercell of the crystal and, in
case of slab models, by lowering the k-coordinate perpendicular to the surface
to 1. As shown in fig. 3.7, the main difference between any k-point mesh lies in
the Γ-point only scheme. All MD simulations were performed sampling the cell
only at the Γ-point. This results in a maximum error of about 0.06 eV in the
adsorption energy of a single water molecule with respect to a (3×3×1) k-points
grid, which we considered accurate enough for the purpose of the simulated
reactions. By doing so, an optimal computational effort was ensured. The next
step was the optimization of the energy cut-off. The 400 eV value used so far was
the default one, automatically read by VASP as the maximum value between the
energy cut-off of O and Ti present stated in their pseudopotentials. In fig. 3.8 it
can be observed that the default value of 400 eV was already sufficiently precise
by performing single point calculations. Nevertheless a cut-off of 700 eV in our
further static calculations was used. This large value was necessary to keep the
error associated with the evaluation of water adsorption energy below 0.05 eV
per molecule. At this point, the right optimized bulk lattice parameters had to
be identified. The procedure consisted of two phases. First, a steer and stretch
of the supercell was carried out with a step of 0.05Å. At each deformation,
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Figure 3.7: GGA-PBE and (shifted) LDA total energies per unit cell were evaluated
with respect to the k-points mesh. The calculation was performed with the default
cut-off energy value of 400 eV on the previously selected 3 × 3 × 3 supercell. The
3 − 3 − 3 k-points mesh was taken into account for any further static calculation
reported in this chapter, whereas the Γ-point only scheme was used on any further
dynamical simulation in order to spare in terms of computational time.

Figure 3.8: GGA-PBE and (shifted) LDA total energies per unit cell were evaluated
with respect to the cut-off energy. The calculation was performed with the 3− 3− 3
k-points mesh and the previously selected 3 × 3 × 3 supercell. As depicted in the
graph, a cut-off energy of 700 eV ensures for both of the two methods accurate
energetic values for any further static calculation, whereas the 400 eV default value
was then used for dynamical simulations only in order to spare computational time.

the energy was evaluated with a single point calculation, whereas a quadratic
fitting was afterwards performed within the three lowest energy values found
(fig. 3.9). Despite the discrepancy of up to 5.5 eV among the used methods, as
also reported in our previous figs. 3.6-3.8, the relevant references to take into
account here are the length, width and height which form the volume of the
cell corresponding to the minimum of the curves. The vertex of the parabola
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Figure 3.9: GGA-PBE and LDA total energies per unit cell were evaluated with
respect to the volumetric displacement. The minima of the curves were respectively
fitted with a quadratic approximation and then taken into account as initial guesses
for the final optimization.

could be thought as a good initial guess to proceed with the second step, which
consisted in a full lattice vector and geometry relaxation with the conjugate
gradient routine.

The same supercell size was taken into account for DFTB calculations1 and
the k-points meshes were then chosen in agreement with DFT calculations. The
research of the optimized lattice parameters was directly performed within the
DFTB+ code routine.

In tab. 3.1 the different lattice parameters obtained in comparison with
experimental values [39] are shown.

Table 3.1: Rutile lattice parameters derived from different approaches1.

Method a = b c

LDA 4.570 Å 2.931 Å
GGA-PBE 4.663 Å 2.968 Å

Tiorg 4.671 Å 2.993 Å
Tiorg-smooth 4.677 Å 2.971 Å
Exp. [39] 4.587 Å 2.953 Å
HF [181] 4.575 Å 2.999 Å

B3LYP [181] 4.639 Å 2.974 Å

Cut of the surface models

All surface models were constructed symmetrically with respect to the z axis
perpendicular to the surface, ensuring that no spurious macroscopic dipole

1The DFTB lattice parameters were computed by Verena Gupta with two parametrization
sets (Tiorg and Tiorg-smooth), starting from the optimized DFT rutile bulk structure.

https://www.bccms.uni-bremen.de/cms/people/user-pages/p-gut/v-gupta
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builds up in any simulation cell.

Treatment of core and valence electrons

The PAW method was used in the DFT calculations with O and Ti atoms
described by 6 and 4 valence electrons only, respectively.

Dispersion corrections

The GGA-PBE exchange-correlation functional has been extended with the
zero damping DFT-D3 method of Grimme [172] implemented in VASP [182].
No appreciable effects were observed by using the D3 correction also in models
without water, with lattice constants differences less than 0.01 Å and differences
of the electronic-state energies lower than 0.01 eV. The same implementation
was reproduced in DFTB2 with the parameters sr,6 = 1.217 and s8 = 0.722
provided with respect to the GGA-PBE functional by the Mulliken Center for
Theoretical Chemistry [184].

DFTB parametrizations

The DFTB2 calculations rely on two variations of the Tiorg Slater-Koster file set
of parameters [185]. We refer to the first one as Tiorg, which can be found online
under the dftb+ website. Its electronic part is parametrized based on GGA-
PBE, whereas the repulsive one on B3LYP. The second set of parameters, in the
following named Tiorg-smooth, has the repulsive potential of Tiorg smoothed by
polynomial fits. These modifications are very close to the original set, but vanish
much smoother at their cutoffs. This was considered a necessary correction
since in the Tiorg set the repulsive potential has some numerical noise. The
electronic part between the two sets of parameters remained unchanged. The
Self Consistent Charge Error (SCC) was set to 10−6 electrons and the forces
were allowed to relax to values below 10−4 a.u. (2.7× 10−3 eV).

Unstoichiometric surface energy

The computation of the surface energy for unstoichiometric cases was necessary
in the rutile-(001) reconstructed model. The pressure was kept as a fixed pa-
rameter by plotting the curve with respect to the temperature. The use of the
Einstein model was well suited since the phononic characteristic frequency of
ωT i = 25 meV can be taken into account for hcp titanium at room temperature
and ambient pressure [186].

Settings of PDOS

Both DFT and DFTB (P)DOS calculations were performed with the use of
9 × 9 × 1 k-points in cases involving the pristine surfaces or the rutile-(100)

2DFTB calculations with the two sets of parameters and with/without dispersion term
were performed by Verena Gupta, the results of which have been discussed with all the co-
authors [183].

www.dftb.org
https://www.bccms.uni-bremen.de/cms/people/user-pages/p-gut/v-gupta
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reconstruction introduced in this chapter. Due to the increased system size, a
mesh consisting of 6× 6× 1 k-points was chosen to compute the PDOS of the
rutile-(001) reconstruction. The DFT analysis were carried out through the free
software vaspkit [187], whereas in DFTB they were obtained directly within the
dftb+ code routine2.

Adsorption energies

All calculations concerning water adsorption were performed by including in-
dividual molecules on both sides of the slab. In the unique case of a complete
monolayer for rutile-(110), the molecules were 6 per side.

MD settings

The timestep in DFT and DFTB was set to ∆t = 0.5 fs for both vacuum and
water systems, in which the Deuterium mass for H atoms was established in
the DFT calculations. In this way,it was possible to ensure a sufficiently small
time step able to describe H2O oscillations in a proper manner.

Two main types of thermodynamical ensembles were considered. First, an
NVT ensemble with temperature ramping for 1 ps was carried out via a Nosé-
Hoover thermostat. This thermalization time was considered long enough to
achieve an equilibrium structure for bulk water, as reported for the time evolu-
tion of the MD potential energy of rutile-(110) (fig. 3.10). The final temperature

Figure 3.10: Time evolution of the potential energy of rutile-(110) during a heating-
up process performed from 0 to 320 K within an NVT ensemble for 1 ps, which was
followed by stabilization at 320 K within an NVE ensemble.

of the systems was then scaled to 320 K to avoid overstructures of liquid water,
which is a known problem of GGA simulations [188]. This was followed by long-
time NVE micro canonical ensembles, which provided more reliable and stable

www.dftb.org
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temperatures. Due to the huge size of the (001)-rec system, its MD simulations
were performed with an energy cutoff of 400 eV, whereas the temperature was
increased up to 320 K.

Both in DFT and DFTB, the temperature rescaling in NVT simulations was
performed every 25 steps, which also corresponds to the sampling frequency in
both NVT / NVE ensembles, using a Nosé-Hoover thermostat. Here the fully
solvated system was obtained by the iterative addition of H2Omolecules through
the GROMACS box solvation tool [189], which fills the unit cell up to a standard
water density of 1000 g/l. This procedure can be thought of as a manual
generation of an NpT ensemble. Once the water was added, simulations within
an NVT ensemble were performed for about 1.5 ps. Due to the structuring of a
high ordered water layer near the titania surface, vacuum spots were observed
after the simulation. These spots left behind were then refilled once again by
the solvation tool. The procedure was repeated until no more water molecules
were added. The resulting water densities for the pristine surfaces are shown in
fig. 3.11.

Figure 3.11: Water density profiles for pristine rutile-(110), (100) and (001). The
results refer to the last step of the manual NpT procedure performed with the GRO-
MACS box solvation tool [189]. The averages are also reported, with values around
the desired density of 1 g/l.

DFT calculations with an implicit solvation model of water were performed
with use of the VASPsol code [190, 191, 192], which enabled to set the relative
permittivity to 80 in the Poisson equation.
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3.3 Pristine slab models
In this section are introduced the pristine models of rutile-(110), (100) and (001)
that have been considered for our further analysis. Their cuts were obtained by
carving in the respective direction, leaving a vacuum of at least 15 Å with the
bottom of the periodically repeated slab in DFT calculations. During geometry
relaxations only, this distance was increased up to 60 Å in DFTB simulations
since this method is well suited for such system sizes. The two slab models of
rutile-(100) and (001) were represented by a repetition of 3× 3× 1 of the unit
cell. Due to the development along the diagonal of the xy plane, rutile-(110)
was cut instead with proportions of 2

√
2×3×1. To avoid formation of electronic

dipoles forming inside the structures, the surfaces were cut symmetrically.
In fig. 3.12 the profiles of the three pristine slab models composed by 6 layers
are shown. By carving in the (110) direction, the first exposed oxygen atoms

Figure 3.12: Side view of the 6-layered pristine rutile-(110), (100) and (001) studied
in this thesis.

are two-fold coordinated, bridging above the underlying titania. Furthermore,
3-fold coordinated surface oxgen atoms connect the unexposed 6-fold coordi-
nated titania with the corresponding 5-fold coordinated ones. A cut in the
(100) direction brings to a unique sawtooth shape [117]. Again, the only atoms
representative of reactive sites are the 2-fold coordinated oxygen atoms and 5-
fold coordinated titania at the surface, similar to rutile-(110). Rutile-(001), on
the other hand, has 4-fold and not 5-fold coordinated titania surface atoms and
therefore the facet is rather unstable and more reactive.

The three different stabilities were confirmed by the evaluations of their
surface energy. The energetic values of the slabs were computed with respect to
the number of layers, starting from a thickness of 4. This turned out to produce
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an oscillating behavior of the surface energies depending on whether or not the
number of layers are even or odd. The curves are presented in fig. 3.13 with their
relative converging values in tab. 3.2. The surface energies are in very good
agreement with previous theoretical works both for DFT [117, 118, 119, 120]
and DFTB [185, 193]. The order (110) < (100) < (001) and the fluctuations of
the curves were adequately described in all the different methods. The surface
energy curve belonging to rutile-(100) does not oscillate in an appreciable way
and its surface energy value remains rather constant, whereas rutile-(001) shows
the most aggressive fluctuations.

Figure 3.13: The surface energies γsurf of the pristine surfaces are reported with
respect to the number of layers for (a) DFT and (b) DFTB. The colors differentiate
between them: red for (110), blue for (100) and green for (001). Lighter colors are
used DFTB 3.

Table 3.2: Comparison between DFT, DFTB3 and other methods for the surface
energies in J

m2 of γSurf.

LDA GGA-PBE Tiorg Tiorg-smooth HF [119] B3LYP [119]

(001) 1.75 1.26 1.94 1.87 2.08 1.45
(100) 1.15 0.69 1.18 1.16 1.13 0.70
(110) 0.89 0.53 1.14 1.05 0.92 0.46

Despite the same qualitatively behaviors, the surface energy values differ
significantly depending on the applied method used. LDA calculations show a
fairly good agreement with both of the two Tiorg sets of parameters in DFTB
with discrepancies smaller than 0.25 J

m2 . Especially for rutile-(100) the difference
between LDA and Tiorg-smooth was less than 0.01 J

m2 . Such agreement was not
found in GGA-PBE. A known problem of this functional relies in its significant
underestimation of the surface energies for materials with a large correlation
energy such as titanium dioxide [194]. It is notable that Tiorg-smooth provided
a pronounced contrast between the surface energy values of rutile-(110) and
rutile-(100). Although the difference between Tiorg and Tiorg-smooth in the
latter case is low (0.04 eV), it is high in the (110) model (0.11 eV). This is a very

3The structural and energetic validation of each model per layer in DFTB has been im-
plemented by Verena Gupta and the results compared together with all co-authors [183].

https://www.bccms.uni-bremen.de/cms/people/user-pages/p-gut/v-gupta
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important difference as it allows to define in a proper way the two slabs also
from an energetic point of view. The resultstherefore suggest that Tiorg-smooth
is slightly more reliable than Tiorg.
Slab models composed of 6 layers for each of the surfaces were chosen for any
further investigation. In the most unstable case of rutile-(001), the convergence
was defined at less than 0.3 J

m2 both in DFT and DFTB. In tab. 3.3 the size of
the three adopted systems composed by 6 layers are reported together with the
involved number of atoms.

Table 3.3: Size of the pristine slab models together with the total number of atoms.
The reported supercell values refer to GGA-PBE only.

Surface Supercell (Å3) Atoms in slab

(110) 13.19× 8.90× 55.00 216
(100) 13.99× 8.90× 43.00 162
(001) 13.99× 13.99× 33.00 162

Since the main scientific interest on TiO2 regard its photocatalytic activity.
it is important to collect information on how the electrons are arranged in all
the proposed models. Through the analysis of the DOS the different band
gaps of the pristine surfaces given by the contribution of the surface atoms
were computed. In fig. 3.14 the DOS of the pristine surface atoms are shown,
all shifted at the valence band edge (VBE). Although the absolute band gap

Figure 3.14: Density of States (DOS) of the surface atoms for rutile-(110), (100)
and (001) with GGA-PBE and Tiorg-smooth4. The curves were smoothed with
Gaussians and shifted to the VBE.

values are not quantitatively in agreement between the two levels of theory, fixed
difference raging at around 1.1 eV (tab. 3.4) is observed. It is well established in

4The DFTB DOS calculations were computed by Verena Gupta directly within the dftb+
routine, which smooths the curves with Gaussians automatically.

https://www.bccms.uni-bremen.de/cms/people/user-pages/p-gut/v-gupta
www.dftb.org
www.dftb.org
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Table 3.4: Band gap values (eV) of the pristine surfaces for GGA-PBE and Tiorg-
smooth4.

DFT DFTB
Surface (GGA-PBE) (Tiorg-smooth) Difference
(110) 1.75 2.87 1.12
(100) 1.94 3.14 1.20
(001) 2.18 3.26 1.08

literature that DFT calculations are usually underestimating band gap values
with consequent tendency to delocalization due to the self-interaction error [163,
195]. This issue is resolved in DFTB [185] by adjusting the compression radii in
the repulsive part of the Slater-Koster files. Another important difference is the
very steep increase of the DOS at the valence-band edge obtained with DFTB,
whereas DFT predicts a much smoother band edge. This is attributable to the
larger electron density on the O atoms, which contribute for the largest part
to the valence-band edge, whereas the Ti atoms curves appear mostly to the
conduction-band edge above the band gap.

3.4 Reconstructed slab models
Although working with regular surfaces can help us manage electronic config-
urations more easily, there are no perfect substances in nature. During the
formation of an oxide such as TiO2, defects are often created: among them
vacancies, doping atoms and kinked sites are most common. In addition to the
three smooth surfaces of rutile-(110), (100) and (001), reconstructioned models
of the (100) and (001) slabs were investigated, the latter non-stoichiometric.
For sake of simplicity we refer to the two reconstructed structures as (100)-rec
and (001)-rec, respectively. The slab model of rutile-(100)-rec is represented by
a 3 × 3 × 1 repetition of the unit cell, as in the pristine cases of rutile-(100)
and (001). Instead, in order to reproduce properly the stairs-like structure of
the (001)-rec model the supercell was scaled up to a 4

√
2 × 2

√
2 × 1 repeti-

tion. In tab. 3.5 the size of the two adopted systems is reported together with
the involved number of atoms. The surfaces of (100)-rec and (001)-rec were

Table 3.5: Size of the reconstructed slab models together with the total amount of
atoms. The reported supercell values refer to GGA-PBE only.

Surface Supercell (Å3) Atoms in slab

(100)-rec. 13.99× 8.90× 50.00 243
(001)-rec. 26.38× 13.19× 27.00 488

carved from the 11-layered (100) and 13-layered (001) pristine facets. To avoid
formation of electronic dipoles inside the structures, the surfaces are symmetric.
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3.4.1 Reconstruction of rutile-(100)

In fig. 3.15 the profile of our (100)-rec model is shown. This surface is composed
by exactly two facets of rutile-(110). The repetition of its image creates a roof-
like shape, with wide valleys formed by saturated TiO2 units. At the tip of
the structure, the bridging oxygen atoms are bonded to 5-fold coordinated Ti
atoms, which is different from the regular case of rutile-(110). This confers
a defective characteristic to the site and these unsaturated titania are able to
promote reactions. The geometry relaxation of this model converged only when

Figure 3.15: Ball-and-stick model of rutile-(100)-rec. The valley that the structure
forms with its periodic image is highlighted with lighter colors.

the 2-fold coordinated bridging oxygen atoms at the tip moved towards the
symmetry axis vertical to the surface. The angle shifted from 45° to about 65°
in all of the used methods, as shown in fig. 3.16. This antenna-like structure

Figure 3.16: Ball-and-stick model of rutile-(100)-rec before (a) and after (b) the
GGA-PBE geometry relaxation. The change in the angle formed by the oxygen
atoms (blue) at the tip with the y-axis is reported.

is chemically justified by O atoms balancing the unsaturation provided by the
underlying 5-fold titania at the triangular site. Since the model was obtained
by cutting rutile-(100) along the (110) and (110) axes, the same relaxations
occurring in rutile-(110) appear at the sides of the structure. It is therefore
reasonable to expect the same surface energy of this latter case multiplied by
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Table 3.6: Value of the surface energy in J
m2 for (100)-rec 5.

γSurf Ratio w.r.t. (110)

LDA 1.26 1.41 ∼ 1.00
√

2

GGA-PBE 0.73 1.38 ∼ 0.97
√

2

Tiorg 1.47 1.29 ∼ 0.91
√

2

Tiorg-smooth 1.42 1.35 ∼ 0.95
√

2

approximately a factor of
√

2. In tab. 3.6 the agreement with this suggestion
is clear. Although the LDA approach provides a proportional value of exactly
1.00, we shall consider that the roof-like structure presents a defective site rather
than two perfect and infinitely reproduced (110) surfaces. In fact, the oxygen
atoms consisting in the tip of the model are shared in common within the two
facets and therefore a multiplication by exactly

√
2 is not possible. The best

agreement is therefore given by GGA-PBE and by the Tiorg-smooth set of
parameters.

Instead of performing simple DOS calculations, partial density of states
(PDOS) were computed for Ti and O surface atoms in order to evaluate the con-
tribution of the two different species. The structure of (100)-rec model presents
a band gap even lower than the pristine rutile-(110) (tab. 3.4), as shown in fig.
3.17, which forms its two sides: 1.59 eV (DFT) against 2.78 eV (DFTB), with
a difference of 1.19 eV between the two values.

Figure 3.17: Projected density of states (PDOS) computed on the surface atoms of
the (100)-rec model with GGA-PBE and Tiorg-smooth 6. The curves were smoothed
with Gaussians and shifted to the VBE.

5The DFTB model of (100)-rec was implemented and validated by Verena Gupta by ref-
erencing to the corresponding DFT structure.

6The DFTB PDOS calculations were computed by Verena Gupta directly within the dftb+
routine, which smooths the curves with Gaussians automatically.

https://www.bccms.uni-bremen.de/cms/people/user-pages/p-gut/v-gupta
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3.4.2 Reconstruction of rutile-(001)

In fig. 3.18 the profile of the (001)-rec model is shown. The structure has
an unstoichiometric surface formed by units of Ti7O12. The overabundance of
interstitial titania atoms gives an unusual 5-fold coordination to the oxygen
atoms in the middle of the second layer of each island. The exposed surface
is formed by the original (001) structure and by (011) facets along the oblique
directions. Moreover, the steepness of the DFT curve found in the pristine cases
(fig. 3.14) is exaggerated. A geometry optimization provided two different final

Figure 3.18: Ball-and-stick model of rutile (001)-rec. The valley that the structure
forms with its periodic image is highlighted with lighter colors.

configurations between DFT and DFTB, as shown in fig. 3.19.
In our DFT calculations and independently on the exchange-correlation

functional considered, the structure relaxed showing a plane formation at the
valley site, in contrast with the model proposed from experiments. The Ti
atoms lying at the third layer of the lower island moved towards the center of
the valley during the relaxation. The attraction to the valley promoted bond
breaking and new bond formations with the next O atoms belonging to the
opposite slope. On the higher island, 5-fold coordinated Ti atoms in the sub-
surface layers became 4-fold coordinated and relaxed towards the outer part of
the slope by generating small kinked sites. Overall, the final structure found in
DFT recalls the model proposed by Ikuma et al. [151] for rutile-(001). In their
work, the sample was annealed at 683 K, whereas our surface was proposed for
temperatures above 1050 K [147, 148]. For this reason the two models are not
completely matching. The steep valley present before relaxing was however also
found flattened in their results as well as the presence of kinks along the (011)
directions.

In the DFTB simulation a more elongated, but still ordered surface was
found either with the Tiorg or Tiorg-smooth set of parameters7. In this situa-
tion both of the rugs presented exactly the same relaxation. The first observed
dislocation was given by the interstitial Ti atoms, which broke the two bonds
with the oxygen atoms right underneath. In this way, they became 2-fold co-
ordinated. This generated an overall movement in the (001) direction towards

7The starting (001)-rec model of the DFTB calculations performed by Verena Gupta was
created by multiplying the DFT structure with the right ratio of DFTB lattice parameters
3.1.
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the vacuum. With the interstitials Ti becoming a sharp tip at the surface, also
the 3-fold coordinated oxygen atoms at the surface of the rug broke one bond
with the Ti belonging to the second layer of the structure. As a consequence,
the Ti atoms became 3-fold coordinated rather than 5-fold.

The main experimental information available on this reconstruction are pro-
vided either with STM, AFM or LEED, which analyze the sample from a top
view perspective only. This approach does not allow to assume which one of
the proposed final configurations between DFT and DFTB is the most likely to
be observed in the laboratory, since the two models are barely distinguishable
from the top view: on the surface plane, the measured distances do not allow to
discriminate between one and the other structure. The analysis of the surface
energy of this model can help in solving this issue. Due to its unstoichiome-

Figure 3.19: Geometrically optimized final structures of rec-(001) computed with
GGA-PBE and Tiorg-smooth from the side and top views7

.

try, the computation of the surface energy for this reconstructed case shall be
treated differently, as explained in our method section. The resulting curves
belonging to the optimized configurations are shown in fig. 3.20 (a). The pres-
sure was set up at 5 · 10−8 atm as proposed in Tero et al. [148]. According to
their work, the reconstructed surface was clearly observed right above 1050 K,
whereas it was found at 1027 K in Nörenberg’s experiment [146]. As reported in
the left column of tab. 3.7, the outcome of the GGA-PBE relaxation was 1048
K, which is in agreement with these values. However, the model obtained by re-
laxing the proposed surface with DFTB tends to overestimate the temperature
considerably, independently from the used set of parameters.

In order to understand whether or not the relaxed structures were differ-
ent due to methodological reasons rather than insurmountable energy barriers,
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Figure 3.20: (a) The surface energy γSurf of (001)-rec slab model is plotted with
respect to temperature for DFT and DFTB 8. (b) The same type of calculation was
performed in a reverse way: DFT optimized the DFTB structure and vice versa.

the calculations were reversed so that DFT was optimizing the DFTB final ge-
ometry and the other way around. No changes could however be observed in
the final configurations however, meaning that both the proposed models are
local minima of the Helmholtz free energy. Nevertheless, in both cases the sur-
face energy values were much higher, as depicted in fig. 3.20 (b): the DFTB
structure is therefore only metastable for DFT and vice versa. In conclusion,

Table 3.7: Computed temperatures at which the reconstruction of rutile-(001) is
likely to take place 8

Standard relaxation Reversed relaxation

GGA-PBE 1048 K 1131 K
LDA 1098 K 1257 K
Tiorg 1445 K 1601 K

Tiorg-smooth 1433 K 1549 K

we can make use of two different criteria to state that the DFT configuration
represents the most realistic surface model in order to proceed in our further
investigations. First, the structure obtained in DFT calculations provides an
advantage in terms of total coordination of the atoms, since the relaxed species
which are not oversaturated are either maintaining their electronic states or
adding one more bond. This is not the case for the DFTB structure, in which
the interstitial Ti atoms lower their coordination as well as the surface oxygen
atoms, therefore providing a chemical disadvantage rather than an advantage.
Secondly, the temperature found in GGA-PBE calculations for the DFT relaxed
structure is in a very good agreement with experiments and even simulations
with the LDA functional are not giving unreasonable values. Our results are
quite similar to the ones of Ikuma et al. [151] for lower temperature ranges.

As for the case of the (100)-rec model, a PDOS investigation of the surface
atoms was needed rather than a simple DOS. The resulting curves are shown

8The DFTB calculations on the (001)-rec model were computed by Verena Gupta. The
final DFT structure in the reversed optimization was computed by her as well.
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in fig. 3.21. This shifts the reconstruction from a semiconductor to a metallic

Figure 3.21: Projected density of states (PDOS) computed on the surface atoms of
the (001)-rec model with GGA-PBE and Tiorg-smooth9. The curves were smeared
with Gaussians and shifted to the VBE.

character, with the conduction-band edge shifting below the Fermi level to a
larger and more evident extent in DFT than DFTB. While DFTB is in principle
able to describe metallic systems correctly, both the Tiorg and Tiorg-smooth
sets predicted the wrong structure and energetics for this particular reconstruc-
tion. However, it is not easy to determine the reason of this mismatch, as it
could rather be the combination of three main factors. First, the difference in
the geometry already results in different electronic structures. Secondly, the gap
sizes in the two methods are not the same and the Slater-Koster parametrization
should be specifically picked for the metallic or the insulator case.

3.5 Interaction with water
In general, a right evaluation of hydrogen bonds is often a crucial challenge. In
the following calculations, particular attention will be attributed to the ability
of Tiorg-smooth set10 to agree with GGA-PBE results.

We first present static calculations regarding the adsorption of waters at the
different rutile surfaces. Thanks to the following evaluations, we were able to
understand in which cases DFTB is in good agreement with DFT. As a first step,
a single H2O molecule was placed above a Ti surface atom of the pristine rutile-
(110), (100) and (001). Here, two scenarios were taken into account: a molecular
adsorbed configuration and a dissociative mode, in line with much of the known
literature [127, 122, 132]. Another configuration was also investigated where the
hydrogen atoms of the water molecule oriented towards the upper oxygen atoms

9The DFTB DOS calculations were computed by Verena Gupta directly within the dftb+
routine, which smooths the curves with Gaussians automatically.

10Both static and dynamic DFTB calculations were performed by Verena Gupta on the
geometrically optimized DFTB rutile slab models previously validated by her.

https://www.bccms.uni-bremen.de/cms/people/user-pages/p-gut/v-gupta
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consisting in the tip of the (100)-rec structure. The final optimized geometries
are shown in fig. 3.22 and the corresponding adsorption energies per molecule
are reported in Table 3.8.

Figure 3.22: Geometrically optimized structures of a single water molecule ad-
sorbing on the pristine surfaces and on (100)-rec. DFT results refer to GGA-PBE
calculations only, DFTB to the Tiorg-smooth set of parameters 11. The most relevant
bond distances in Å are labeled.

In the case of molecular adsorption, stable geometries with Ti-O distances
of about 2.23 (110), 2.14 (100) and 2.17 (001) Å were found in DFT on all
of the three pristine surfaces with Ti(surf)-O(water) distances slightly larger
than the usual Ti(bulk)-O(bulk) value of 1.95 Å [39]. The configurations were
further stabilized by hydrogen bonds with adjacent O surface atoms. Compa-
rable geometries were found in the DFTB systems with systematically slightly
shorter hydrogen bond distances, but in overall good agreement with the DFT
references. In the case of dissociative adsorption, the Ti(surf)-O(surf) interac-
tion of the covalently bound OH group was reduced to about 1.85 (110), 1.87
(100) and 1.92 Å, thus even shorter than the Ti(bulk)-O(bulk) spacing. The
corresponding proton created a covalent bond with an adjacent bridging oxygen
atom to form a hydrogen bridge with the adsorbed hydroxyl group. This con-
figuration was found on all of the three pristine surface models according to the

11Static water DFTB calculations were performed by Verena Gupta on DFTB optimized
rutile models which were prepared beforehand on my own by inserting the H2O molecules
manually.
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surface geometry. Also in this case, DFTB reproduced the geometries in good
agreement with DFT. The additional configuration, which regarded exclusively
hydrogen bonds at the tip of the (100)-rec structure, provided again the same
geometry in DFT and in DFTB.

Table 3.8: Adsorption energies per molecule (eV) of H2O referred to the adsorption
modes of fig. 3.22. The most stable configurations are highlighted in bold 12

.

Coverage Surface Ads. mode DFT DFTB
(GGA-PBE) (Tiorg-smooth)

1 H2O

(110) Mol. -0.99 -1.00

Diss. -0.82 -1.29

(100) Mol. -1.21 -1.28

Diss. -0.97 -0.94

(001) Mol. -1.23 -1.46

Diss. -1.09 -1.61

(100)-rec Hydr. -0.21 -0.38

1 ML

(110) Mol. -1.11 -1.52

Diss. -0.84 -1.86

Mix. -1.25 -1.56

The resulting sets of adsorption energies are well compared with literature
values [132, 140, 139, 196, 127]. Although the two methods agree on all the
structural details of the final configurations, a comparison between their ener-
getics provides different considerations in terms of preferences of adsorption.
In rutile-(110) we observed a perfect concordance between DFT / DFTB ad-
sorption energies (−0.77 eV against −0.76 eV) for the molecular adsorption
mode. However, in DFTB we have −1.07 eV for the dissociative case and −0.58
eV in DFT. Hence, in DFT calculations the water molecule is more likely to
end up in a molecular adsorption, while in DFTB it is rather the other way
around. The same consideration is applied on rutile-(001), which provided an
even more discrepancy between the energies of the two methods. Like in the
previous case, also here DFTB promotes a preference towards a dissociative
adsorption, whereas for DFT it is the molecular one that should occur. The
difference lies here at around 0.14 eV (−1.23 and −1.09 eV for DFT, −1.46 and
−1.61 eV for DFTB). Considering such a small value and the fact that even the
highest energy found is not at a negligible rate, we shall expect a comparable
probability of adsorption for both modes at a coverage given by one single water

12Both structures and energetics from DFTB calculations were provided by Verena Gupta,
the adsorption energies of which were then compared and computed together.
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molecule. Once again, such a discrepancy was not reported geometrically as the
final configurations were in excellent agreement in the two methods. According
to the reported values, the single water molecule tends to adsorb molecularly at
the surface in both DFT and DFTB in the only case of rutile-(100). Here, the
difference between the dissociative (−0.97 eV for DFT, −0.94 for DFTB) and
molecular adsorption (−1.21 eV for DFT, −1.28 for DFTB) is instead quite sig-
nificant (0.24 eV in DFT, 0.34 eV in DFTB). We believe that the inconsistency
in the cases of pristine rutile-(110) and (001) comes from two factors. First, such
evaluations suggest that DFTB is not able to properly reproduce the strength
attributed to hydrogen bond interactions, which is a problem already known
in literature [197]. Configurations with a larger amount of in-surface H-bonds,
such as the ones rich in terminal OH groups, become over-stabilized. Therefore,
it does not come as a surprise that in the only case in which the two methods
agree (the rutile-(100) pristine surface) the water molecule is double bound via
its hydrogen atoms with the surface briding oxygen atoms. Secondly, we can
assume from our PDOS calculations (see Figures 3.14) that the O atoms of the
surface, including those of water adsorbates that saturate Ti dangling bonds,
have larger electronegativity in DFTB if compared with DFT. This was evident
by the steeper valence-band egdes and larger electron density in the PDOS
stemming from O atoms. As a result of the stronger electron donation from Ti
into the O atom of the adsorbing water molecule, the O-H bonds becomes more
polarized than in the DFT case. They are thus more prone for a proton trans-
fer to a neighboring O acceptor. This overestimation is again proven by the
adsorption occurring in the (100)-rec model. Here, the values of DFT (−0.21
eV) and DFTB (−0.38 eV) point towards a stronger bond in the second case.
The water molecule adsorbed symmetrically above the rows composed by the
bridging oxygen atoms, forming two hydrogen bonds simultaneously. In DFTB
we found H(water)- O(surf) distances of 0.17 Å shorter than in DFT.

In order to further investigate the discrepancy between the two methods,
adsorption energies were computed for water molecules that are stabilized in
their own network. Three different coverages of 1 monolayer (ML) on rutile-
(110) were introduced, as suggested by Harris et al. [140]. They consisted of
a complete molecular adsorption, a complete dissociation and a mixed situa-
tion. Overall, the DFT results were similar to the ones reported for a coverage
of a single water molecule, the values of which are also reported in tab. 3.8.
DFT evaluations now suggest a preference towards the mixed situation, whereas
DFTB ones stay stick to the dissociative reaction. Moreover, not only the ad-
sorption energies decreased of about 0.5 eV with respect to the single molecule
case in DFTB calculations, but the starting configuration of the molecular ad-
sorption even changed to dissociation during the relaxation of the system. Such
results report then a strong influence of the number of H2O molecules present
at the surface, which motivated to proceed in our research through ab-initio
MD simulations in presence of liquid water.

MD simulations of bulk water on the different rutile surface models were then
performed. The final configurations at the top and at the bottom of the surfaces
always occurred in an equivalent way but for (001)-rec, for which both sides are
then discussed. Since DFTB was not able to predict the correct structure and
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energetics (fig. 3.19) of this model, in this case only DFT simulations were
carried out with the GGA-PBE exchange-correlation functional.
In tab. 3.9 the size of all the adopted systems are reported together with the
involved number of explicit water molecules in the box, in DFT and DFTB
respectively. In terms of adsorption modes at the surface, the same discrepancy

Table 3.9: Total amount of water molecules in the DFT and DFTB investigated
systems 13.

Surface Water molecules

(110) 134DFT, 143DFTB

(100) 132DFT, 130DFTB

(001) 159DFT, 163DFTB

(100)-rec. 138DFT, 107DFTB

(001)-rec. 128DFT

found in our previous static calculations on the pristine slab models (tab. 3.8)
could still be detected on rutile-(110). However, a concordance between the two
methods was observed not only for the expected case of rutile-(100), but even
for rutile-(001).

The calculations on rutile-(110) lasted for 8.5 ps in both DFT and DFTB. In
the first method, the interaction mode was provided by molecular adsorption.
The DFTB MD simulation was instead dominated by dissociative adsorption.
For the molecularly adsorbed molecules, the same behavior of DFT could be
observed. In the dissociative cases the hydrogen of the hydroxyl molecules never
felt the attraction to the bridging oxygen atoms and were redirected towards
the second layer of adsorption. The results of our DFT MD simulation are
in contrast with the expectations of tab. 3.8, which should lead to a mixed
situation. In order to understand if it was just a matter of an energetic local
minimum in which the simulation got stuck, a new MD with a mixed first
water layer was performed for 4 ps. Almost instantly, two hydrogen atoms
got attracted by the correspondent hydroxyl groups. After 3.06 ps, also the
last recombination took place by interacting with a water molecule from the
second layer of adsorption through a two-steps Grotthuss mechanism. It it then
clear that the presence of a second water layer right upon the surface plays
a fundamental role, allowing the H2O molecules to stabilize in a molecular
adsorption mode, avoiding any dissociative or mixed case.

At the surface of rutile-(100) the molecular adsorption mode was dominat-
ing after a 10 ps run in DFT and 6 ps in DFTB (fig. 3.24). For both methods,
a well established second water layer could be identified, which stabilized the
molecular adsorption of the first water layer. During the simulation the H2O
oscillated around their equilibrium position providing only a single hydrogen
bond, whereas the second hydrogen felt the attraction of the above water net-
work.

13The MD simulations in DFTB were computed by Verena Gupta. The addition of the
water molecules in the systems was performed on my own and then forwarded to her.
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Figure 3.23: Final configurations of water adsorbing at the surface of rutile-(110).
Purple molecules represent molecular adsorption, blue ones the hydroxyl case, yellow
stands for a proton transfer, green for the formation of a hydrogen bond. Water
molecules not involved in any adsorption are shown as single sticks13.

The MDs of water on rutile-(001) were performed for 6 ps in both DFT
and DFTB (fig. 3.25). Out of 9 reactive TiO2 surface units we observed 5
molecular adsorptions and 4 dissociative states for a full coverage. In DFT, the
molecularly adsorbed H2O did not form any hydrogen bond with the surface as
in their relative static calculation (fig. 3.22). In DFTB this behavior could still
be detected in most of the cases. Nevertheless, the configuration of the hydroxyl
in both of the two levels of theory was in perfect agreement as for their single
water molecule coverage study. Finally, hydrogen bonds between the surface
atoms and liquid water molecules were also likely to appear, forming a second
structural layer.

Since the facets of the (100)-rec surface are carved along the (110) direction,
the same behavior of rutile-(110) for both DFT and DFTB (figs. 3.23 and 3.26)
could be detected. In DFTB a mixed situation of dissociated states and few
molecularly adsorbed water molecules was identified. The MD runs lasted for
10 ps and 12 ps for the first and second method, respectively. At the tip of the
reconstructed model we observed for both DFT and DFTB the usual formation
of hydrogen bonds, which are then orienting towards one or the other side of
the slope. Water molecules forming a hydrogen bond on one of the two slopes
further interacted with the closest molecularly adsorbed water. Some hydrogen
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Figure 3.24: Final configurations of water adsorbing at the surface of rutile-(100).
The adsorption configuration mode of the water molecule is represented with the
color scheme used so far. Water molecules not involved in any adsorption are shown
as single sticks13.

bonded H2O are found as well at the bridging oxygen rows of the (110) facets.
Finally, this reconstruction presents an interesting behavior especially when it
comes to the valley formed with its periodic image. Both in DFT and DFTB
calculations, the water molecules got adsorbed on the final part of the slope
at which the 5-fold coordinated Ti atoms are present. Since on the opposite
slope the first reactive site is given by a row of bridging oxygen atoms, the
main tendency here is the formation of a hydrogen bond with them. As a
consequence, right in the middle of the valley the second hydrogen atom points
perpendicularly to the (100) direction, towards the water network. However,
one H2O molecule in DFT as well as in DFTB shows a different behavior. In the
first method, we observed a double hydrogen bonding between the two H atoms
belonging to the molecularly adsorbed water and two bridging oxygen atoms in
front. On the other hand, in DFTB calculations one H atom belonging to the
same H2O got attracted by one of the oxygen atoms of the opposite bridging
rows at the end of the simulation.
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Figure 3.25: Final configurations of water adsorbing at the surface of rutile-(001).
The adsorption configuration mode of the water molecule is represented with the
color scheme used so far. Water molecules not involved in any adsorption are shown
as single sticks13.

3.5.1 A special mention: water on (001)-rec

Water reactions on the surface of the (001)-rec model were carried out in an
extensive way. Since this system has an unstoichiometric reconstruction, in-
vestigation of the interaction with a liquid aquatic environment could provide
relevant considerations for other types of TiO2 reconstructions as well. Those
could be the ones occurring after treatment of low-Miller-index single-crystal
factes at high temperatures or as the result of relaxation of high-Miller-index
facets [198]. Moreover, the abundant presence of excess Ti interstitials in the
system, given the overall reduced character of the surface, could support reac-
tions that are imputable to more general surfaces with Ti3+ defects, which are
well known to form after interaction of titania with UV light [199, 200, 201].

Due to the enormous size of the solvated (001)-rec surface system, we were
able to reach a simulation time only of 6 ps with a reasonable computational
effort. As mentioned before, our results on this structure refer to DFT calcu-
lations only and are shown in fig. 3.27. Here, all of the three modes of water
adsorption could be recognized, with the molecular one dominating the scene.
This is in agreement with the lower energy value for the molecular adsorption
of water on pristine (001) as well as with its correspondent MD simulation. De-
spite the mirrored symmetry of the structure, the (001)-rec is the only case in
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Figure 3.26: Final configurations of water adsorbing at the (100)-rec surface. The
adsorption configuration mode of the water molecule is represented with the color
scheme used so far14.

which different ratios of adsorption between the top and the bottom facets were
observed. We attribute this feature to the big size of the system, which enhances
the possible statistical sampling. In the first one, we detected 11 molecular ad-
sorptions, 8 dissociative cases and 7 adsorptions led by formation of hydrogen
bonds. At the bottom, we observed 13 molecular adsorptions, but only 4 dis-
sociative cases and the double amount of hydrogen bound molecules, namely
14. These different ratios show how a lower presence of dissociative adsorp-
tion allows the formation of a larger amount of hydrogen bound molecules: the
splitting of H2O in OH− and H+ leaves less room for hydrogen bonds to form.
Moreover, unlike the other structures studied so far, hydrogen-bound molecules
lying horizontally were detected. This happens in both sides of the structure,
more specifically in the two valleys: a double hydrogen bond was created, simi-
lar to the static calculations for (100)-rec (see fig. 3.22). The high dissociability
of water was expected given the presence of exposed fourfold-coordinated Ti
atoms on the surface, which have been observed to lead this type of adsorption
in the presence of bulk water also for amorphous TiOx layers grown on Ti in a
previous work [202]. In all other systems, where the Ti surface atoms are at least

14The MD simulations in DFTB were computed by Verena Gupta. Also in case of the recon-
structed case of (100)-rec, the addition of the water molecules in the systems was performed
on my own and then forwarded to her.
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Figure 3.27: Final configurations of water adsorbing at the (001)-rec surface. The
adsorption configuration mode of the water molecule is represented with the color
scheme used so far. Water molecules not involved in any adsorption are shown as
single sticks.

fivefold-coordinated, water adsorbed molecularly and did not dissociate for the
entire duration of the simulations up to more than 10 ps. Of course we cannot
exclude that dissociation could still take place, at least to some extent, after a
longer time period. However, the observation is in line with the most favourable
adsorption mode predicted by the static calculations described above.

In this structurally complex situation, hydrogen-bonded molecules play a
much more pronounced role than in the previous cases as they are often the
result of a combined reaction. As shown in Fig 3.28 for some representative
examples, H+-Osurf pairs tend to tear the structure apart towards the water
bulk. This allow the formation of hydrogen-bound molecules through the help
of a Grotthuss mechanism. Sometimes the presence of OH− at Tisurf atoms
promotes a similar effect, but the stretching here is not as appreciable as for
the surface oxigen atoms. In the first case (b), a water molecule that was first
molecularly adsorbed with a Ti atom from the main island, desorbed to form
two hydrogen bonds with two of the oxygen atoms present at the valley. As
a result, one of them was pulled forcefully towards the water network, which
also caused a slight local displacement of the nearby Ti atoms. The 3-fold
coordinated oxygen atom of the case (c) belonged instead to the lower valley.
The molecular adsorption of a water molecule on a nearby Ti atom, enlarged
the structure locally and caused the O atom to move upwards. In this way, the
weak long-range bond (2.3 Å) with the Tibulk below got broken and the oxygen
atom became 2-fold coordinated. Due to this extreme undercoordinated site, it
created a kinked-site in the valley that lasted for 2.5 ps. The atom returned then
being 3-fold coordinated with the Tibulk, but the structure was too unstable to
remain as it was, thus reforming the kinked-site. Such oscillations were driven
by the high temperature of the system (320 K). We do not exclude that the
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Figure 3.28: Three reactive oxygen surface atoms from either the island (b) or valley
positions (c, d) and the corresponding adsorbed water molecules are highlighted. The
adsorption configuration mode of the water molecule is represented with the color
scheme used so far. The displacements of these oxygen atoms are plotted in (b), (c)
and (d). The z coordinate is illustrated over time as a brown solid line. The mean
height is plotted as a black dashed line.

alternation between 2-fold / 3-fold coordinated could continue over time, but
on average it is clear that the first situation is the most favourable.
Case (d) consisted again of a 3-fold coordinated O atom in the valley near the
lower island. At first, it did not feel the influence of any water molecule, but
after 1 ps an H2O that was molecularly adsorbed to the slope of the lower island
desorbed, breaking apart into a proton and a hydroxyl, that was immediately
re-adsorbed by the structure. The proton also adsorbed to the involved oxygen
atom and dragged it towards itself. Also in this situation, the oxygen atom
was forced to break the (weak) bond with its underlying Tibulk. Moreover, the
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valleys played a fundamental role in terms of both reaction and recombination.
It was possible to observe the migration of a hydroxyl from one adsorption site
to another through a concatenated effect with the water-bulk first layer. The
OH− was at first bonded with a Ti in the valley, but after a recombination
it was transferred to the slope of the main island. No dissociative adsorption
was observed directly at the site between the two islands. Finally, there was
a general tendency for the 4-fold coordinated Ti atoms close to the peaks of
the two islands to adsorb two H2O molecules simultaneously. This behavior
did not happen in the pristine (001) case and it is reasonable to assume that
it relates to the presence of interstitial atoms in the substrate, which make the
structure non stoichiometric. The phenomenon was detected with two molecular
adsorptions in which the bond lengths were at around 2 Å each and alternated
the oscillations in a complementary way. Moreover, it was possible in one case
to observe such a double adsorption involving a water molecule and a hydroxyl
instead.

The high reactivity of the (001)-rec surface model suggests that a water
splitting reaction could be energetically favourable and therefore takes place.
The presence of excess Ti interstitials may promote thermally activated redox
reactions with development of H2, as a consequence of direct surface oxidation
upon adsorption of water molecules. The creation of molecular hydrogen at
titanium dioxide interfaces is a well-investigated research field [52, 53, 203].
Here, the following pathway was assumed as a possible mechanism. First, two
molecularly adsorbed water molecules get split into two hydroxyls, which remain
at their adsorbing site and into two protons interacting with each other to form
one H2 molecule into the water net. This process is described by the following
equation:

2H2O(aq) + Ti7O12 −→ 2OH−(ads) + H2(aq) + Ti7O 2+
12 (3.56)

In order to understand whether or not such a reaction could in priciple take
place, the (001)-rec structure derived from our ab-initio MD was simplified to
a system with only its first hydration shell. A geometry optimization was then
performed, resulting in an overall configuration which recalls the original one
at 0K (fig. 3.29). In both the lower and upper islands the Ti atoms felt the
molecular adsorption of water and were dragged out of the underlying bulk. The
same behavior involved the surface O atoms, which interacted with the H2O
molecules via hydrogen-bond formation. Furthermore, the Ti and O atoms,
that tended to be torn apart by water during the previous MD (fig. 3.28),
stabilized without moving back to their original position. To test whether the
previously described reaction may occur, the total energy of the (001)-rec model
was compered with three other systems in which two protons were displaced in
a pseudo-random way and then coupled in the vacuum consisting of the implicit
solvent [190]. The adsorbed water involved in this removal were at the valleys, at
the top of the islands and at the islands’ slopes. The total energy of the original
model optimized after the ab-initio MD proved to be favorable to the reaction
in all of the three cases. Only in the case of the extraction from the valley the
energy turned out to be in the same regime as the original one with a difference
of about 0.1 eV, whereas in the other two cases the total energy decreased by
−2.8 eV (slope sites) and −3.0 eV (islands’ top sites). Considering a correction
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Figure 3.29: Ball-and-stick models of the (001)-rec structure obtained via geometry
optimizations before and after performing the ab-initio MD with water at 320K.
Water molecules are shown in transparent in order to highlight the kinked surface.

Figure 3.30: Three different scenarios were investigated for the process of water
splitting and the formation of molecular H2 upon reaction of adsorbed H2O molecules
on the reactive reconstructed (001) surface. From the top to the bottom, water
molecules were randomly chosen in the islands or valley positions: the chosen molec-
ular waters before the suggested reaction turn to surface hydroxyls and molecular
hydrogen in its geometry optimzed configuration.

of those values for the Gibbs free energy of solvation of an H2 molecule from a
reference gas state at 1 atm to bulk liquid water at 300K, which amounts to
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+6.6 kcal/mol [203, 204] (about +0.3 eV), we can estimate a driving force of at
least + − 2.5 eV for the development of the reaction. This suggests that water
splitting can be promoted by TiO2 surfaces in case of the presence of partially
reduced Ti sites as long as there is an external driving force able to sustain the
creation of these sites, such as an externally applied potential or a sufficiently
strong electromagnetic field. It is of course unknown if such mechanisms do play
a role during the photocatalytic water splitting, which opens a new perspective
to be investigated.

3.6 Summary
In this chapter it has been showed how several rutile surfaces (both pristine
and reconstructed) provide different electronic properties, especially when wa-
ter comes into play. Moreover, we have proven that DFTB was not able to fully
confirm results coming from DFT.
The Tiorg-smooth DFTB+ set provides a powerful semi-empirical approach
and can be trusted in the description of different surface energies up to unsto-
ichiometric systems with metallic character. However, it tends to overestimate
the values of surface energies and the electron affinity of surface O species. The
DFTB evaluation of the band gaps was instead shifted by a constant value from
the DFT one, but a lower band gap for the structure of (100)-rec as well as a
metallic behavior for (001)-rec could be observed in both cases. The experi-
mental work published so far for the (001)-rec unstoichiometric system provides
only a top view of the surface model. Their 3-dimensional interpretation of the
structure has resulted in different final geometries in DFT and DFTB+ which
look the same in top view, making it difficult to decide which model is closer to
the experimental data. We assume that our DFT calculations are more reliable
than DFTB ones. In fact, not only tight binding approaches still encounter
serious difficulties when dealing with metallic systems, but also the formation
temperature found in the DFT calculations is in very good agreement with the
reported experimental one [148].

In the systems involving water our DFT calculations generally support a
predominantly molecular adsorption at a very low coverage (in line with exper-
imental findings [39, 47, 48, 153]), a mixed situation on rutile-(110) at 1 ML
and again a wholly molecular adsorption at larger coverages such as bulk liq-
uid. The latter is a situation less accessible to experiments and would require
first rinciple MD simulations. Therefore, only very specific H-bond patterns
are able to partially stabilize dissociative adsorption. The same trend was re-
produced on the surface of (100)-rec, for which the disagreement between DFT
and DFTB was clear. Exceptions occur in the presence of peculiar in-surface
hydrogen-bound patterns such as on the (110) facet at the water coverage of
1 monolayer, and whenever Ti atoms are strongly undercoordinated (4-fold or
less), such as on the pristine (001) facet. This gives us confidence that the DFT
predictions should be trusted and that DFTB has a tendency to overestimate
the degree of dissociation in most of the cases. This behavior has been already
observed for water on ZnO [205].
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The unstoichiometric case of (001)-rec in water is a challenge for DFT due
to the size of the system. Despite this, different reactions at both sides of the
structure could be observed. Also in this case the molecular adsorption mode
is the one to be preferred. In many of its sites, a trend for this surface to
aggressively react with water could however be detected. Such actions shall be
imputed to the unstoichiometry of the system as well as the high amount of
undercoordinated atoms all over the surface. Within a simulation time of only
6 ps, one should not expect to achieve a proper and complete description of the
full reaction pattern that water promotes at the (001)-rec structure. Finally,
with the help of static calculations performed by geometry optimizations, we
suggest that this surface can also promote the thermally-activated splitting of
water by releasing H2 molecules. This finding opens up the possibility that such
reactions may occur during a photocatalytic water splitting upon exposure to
UV light and creation of under-oxidised Ti superficial defects or in sub-surface
sites.

In the work described in this chapter, it became clear that the model of a
perfectly planar surface with exactly one adsorbate molecule is outdated nowa-
days. As one of the main tasks of our time, it is necessary to find a way
to adequately describe material interface systems by means of approximated
quantum chemical methods that move towards more complex configurations.
Reconstructions, unstoichiometric systems and defects are the challenges of the
next stage. With DFT we have reached a size and time limit that are not
able to represent processes in such systems in a meaningful and long-time range
statistical way. In this sense, semi-empirical approaches such as tight binding
could replace ab-initio methods in the future in order to expand system sizes
and time scales without the loss of meaningful information.
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CHAPTER 4
Water pollutants on amorphous TiO2

Organic contaminants are still a main threat nowadays which needs more in-
vestigations [6, 7, 8]. To date, most of the information on their dismantling
is provided by experiments that are able to report macroscopic data such as
degradation rates and pH dependence [10, 19, 12, 24, 13, 60, 55, 24, 61]. For
instance, Dai et al. [55] reported that the mineralization rate of methamidophos
dropped slightly of about 20% for pH values between the range 2.0 − 4.0 and
between 10− 12, while it increased significantly up to 90% after a pH value of
4 with a peak at 10. A similar trend towards higher degradation rates in basic
environments was also reported in many other water contaminants [10, 12, 24,
13], but this does not exclude cases at acidic pH values [19].
Despite access to this valuable information, the experimental description of the
exact reaction mechanisms is very limited [66]. It is therefore necessary to
proceed with computational simulations that allow to study first of all contam-
inants’ adsorption modes.

Due to the use of TiO2 in the biological and medical field, especially for
dental implants, there are many studies concerning the protein-TiO2 interface
[206, 207, 208, 209, 210]. Most research in this area is conducted experimentally
and it is mainly based on the identification of the bond formed by shifting the
adsorption spectrum through vibrational frequencies as a fundamental param-
eter [211]. The used spectroscopic techniques are X-ray Photoelectron (XPS),
InfraRed (IR), Raman, Sum frequency generation spectroscopy (SFG) and Cir-
cular Dichroism. These several works do provide important hints on how water
pollutants may bind to different TiO2 surfaces. Most of them share in fact
a common structure to amino acids, since the collection of their side chains
contains representatives to the functional groups. To give a few examples, one
of the most studied amino acids in literature is Cysteine. Experimentally [209]
and theoretically [208] the high chemical activity of thiol groups in the molecule
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at surface oxygen vacancies is well-known. This amino acid also forms covalent
bonds with TiO2, driven by the interaction of the carboxyl group. For the
amino acid Histidine also the backbone amine group and the imidazole side
chain interact with the TiO2 surface [210]. Finally, a carboxylate coordination
was identified in some large lysyne peptides. According to the study conducted
by Roddick-Lanzilotta [212], this was only possible due to the increased flexibil-
ity of the polymer backbone. Only with a twisting of the molecule with respect
to its gas phase adsorption could therefore take place.

In 2017, Tran et al. carried out a study where they gathered water contam-
inants concentrations before and after treatment [23]. With a cross reference
work 1, some of the major organic pollutants that are systematically found
in waste waters are listed in tables 4.1, 4.2, 4.3 and 4.4. All of the reported
contaminants were investigated on TiO2 upon adsorption. They are classified
in four categories: agricultural compounds, pharmaceuticals, industrial chem-
icals and daily usage. For each of them, their concentrations found in either
ground water (Gr), marine water (Ma), surface waters (Sf), river waters (Rv),
water treatment influents (WTI) or water wreatment effluents (WTE) are also
reported.

Table 4.1: Agricultural compounds treated with TiO2. Gr: Ground Water, Ma:
Marine Water, SW: Surface waters, Rv: River Water, WTI: Water treatment influ-
ents, WTE1: Water treatment effluents. Red colors refer to pollutants investigated
in this work.

Contaminant Concentration Application TiO2 Literature
Acephate:

Insecticide Han et al. 2008 [213]
Glyphosate:

Gr:1.42 µg/L[214] Herbicide Shifu et al.
2006[215]

Methamidophos:

Rv: 46.43 ng/L [216] Insecticide Wei et al. 2008 [217]
Zhang et al. 2002
[216]

Tetracycline:

WTI:48 µg/L[23] Antibiotic Zhu et al. 2013 [24]
WTE:3.6 µg/L[23]

1The cross reference work derives from Manuela Romero’s co-supervised Bachelor’s Thesis
Atomistic Simulation of Water Contaminants on Amorphous TiO2 Surface Models, 2018.

https://www.xing.com/profile/Manuela_Romero3
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Table 4.2: Pharmaceuticals treated with TiO2. Gr: Ground Water, Ma: Marine
Water, SW: Surface waters, Rv: River Water, WTI: Water treatment influents,
WTE1: Water treatment effluents. Red colors refer to pollutants investigated in
this work.

Contaminant Concentration Application TiO2 Literature
Acetaminophen/
Paracetamol :

WTI: 0.5 mg/L Analgesic Deluna et al. 2016 [9]
WTE: 62µg/L Abdelwahab et al. 2017 [218]

Jallaouli et al. 2017 [10]
Benzophenone :

WTI :7.8µg/L[219] Suncreams Zuniga-Benitez
WTE:700ng/L[219] Food Packing et al. 2016 [220]

Carbamazepine :

SW: 93 ng/L[35] Anticonvulsant Doll et al. [11]
Gr: 76 ng/L [35] Im et al.[12]
WTI: 83.5µg/L[23]

Ibuprofen:

WTI: 55.9µg/L[23] Anti- Chen et al.2018[13]
WTE: 14.6µg/L[23] inflammatory

Ifosfamid
Oxazasphosphorine:

WTE:2.9 µg/L [221] Chemotherapy Lai et al 2015 [221]
SW:0.14ng/L

Norfloaxine:

SW: 231 ng/L[222] Antibiotic Sayed et al. 2016 [223]
Sulfamethoxazole :

WTI: 11.5µg/L[23] Antibiotic Giannakis et al. 2017
WTE 3µg/L[23] [224]

Valproic Acid :

WTI: 50mg/L[225] Anticonvulsant Haranaka-Funai et al.
2017 [225]
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Table 4.3: Industrial chemicals treated with TiO2. Gr: Ground Water, Ma: Ma-
rine Water, SW: Surface waters, Rv: River Water, WTI: Water treatment influents,
WTE1: Water treatment effluents. Red colors refer to pollutants investigated in this
work.

Contaminant Concentration Application TiO2 Literature
Benzene:

Ma:20 ng/L[16] Precursor in the Montoya et al.2013
[14]

Rv:800 ng/L [16] Chemical Industry Schneider et al.2014
[15]

Gr:0.30mg/L [16]
Dichloromethane:

SW: 1- 743 µg/L[17] Chemical Solvent Borisch et al.
2004[18]

Table 4.4: Daily usage products treated with TiO2. Gr: Ground Water, Ma: Ma-
rine Water, SW: Surface waters, Rv: River Water, WTI: Water treatment influents,
WTE1: Water treatment effluents. Red colors refer to pollutants investigated in this
work.

Contaminants Concentration Application TiO2 Literature
Caffeine :

WTI:113.2µg/L [23] Stimulants Arfanis et al. 2016
[19]

WTE:51.7 µg/L [23]
Salicylic Acid:

WTI: 164.4 µg/L[23] Cosmetics Arfanis et al. 2016
[19]

WTE:10µg/L [23]
Triclosan:

SW: 62ng/L [34] Antibacterial Son et al. 2009 [226]

Among the listed pollutants, nine of them were chosen from the four different
categories. They are highlighted in the tables in red. Their investigation was
performed through staticand dynamic FF interactions on a large amorphous
TiO2 surface.

The global pharmaceutical market has experienced a strong growth over the
last years [227]. Acetaminophen (ACE) [228, 229], ibuprofen (IBU) [230] and



Chapter 4. Water pollutants on amorphous TiO2 79

carbamazepine (CRB) [231] are among the most administered medicines belong-
ing to this category, with consumption surpassing even 15000 t/year in case of
IBU. The first two substances are suited for pain relief and anti-inflammatory
actions, whereas the latter is an anticonvulsant for epilepsy treatments. Once
injested and after their release in the human body, up to 58−68% of ACE, 15%
of IBU, 10% of CRB as well as their metabolites are introduced to aquatic en-
vironments through disposal by the excretory system. They can be considered
water contaminants due to their several negative effects: ACE can induce pro-
liferation of breast cancer cells [218], IBU can strongly affect the photosynthesis
of aquatic plants as well as the reproduction of aquatic animals [13] and CRB
at uncontrolled rates can cause the Stevens-Johnson syndrome or associated
diseases [12, 231].
Dangerous chemicals can also be found in industrial plants during their produc-
tion chains. A major example are benzene (BEN) and dichloromethane (DCL),
with applications such as fuel additives [232] and production of adhesives [17],
respectively. When released through the factory effluents or from petrol spills
in case of BEN, they get easily spread into water sources. While BEN provides
high risks of cancer at concentrations above 1 µg/L [16], DCL is potentially able
to destroy the stratospheric ozone by releasing chlorine into atmosphere [18].
Potentially environmentally hazardous chemicals are also found in everyday
products such as energy drinks and cosmetics. Among the world’s most con-
sumed daily usage substances are caffeine (CAF) [20] and salicylic acid (SLC)
[19]. The former has a stimulating effect on the nervous system, while the latter
is used in make-up and for skin products. Due to their frequent use, these sub-
stances reach water sources very easily. Too high a dose of CAF in the human
body can be lethal and toxticity thresholds have already been reached for some
aquatic organisms [233, 21]. The environmental release of SLC affects instead
phenomena such as photosynthesis and ion transport of some aquatic plants,
risking harmful effects in case of high rates [22, 23].
The agriculture and livestock sectors are also rich of harmful organic chemi-
cals. These include pesticides and insecticides for plants, but also medicines
for animals. Glyphosate (GGG) is a very potent non-selective herbicide [27],
whereas tetracycline (TTR) is a widely used breeding antibiotic [25]. Through
processes of percolation to groundwater and expulsion by the excretory system,
both substances respectively reach water sources at large concentrations [29,
30, 31]. While GGG may cause carcinogenic effects in humans along with many
other diseases [28, 234, 235, 236], TTR and its mix with other anthropogenic
contaminants affect aquatic plants such as green algae [26].

According to our knowledge, no theoretical nor computational studies of the
aforementioned molecules have been conducted on TiO2 surfaces. It is therefore
necessary to achieve information through computational chemistry that could
shed a light on the experimental results. In a sample used in a laboratory
the amount of pollutants studied can reach very high concentrations. While
this causes difficulties in collecting meaningful data, it also reminds us of the
importance of statistics. When dealing with a single molecule on a surface in a
simplicistic model, one cannot be certain that its adsorption configuration is the
one that would occur with the highest probability. Although it does represent
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a minimum point for the potential energy of the system, it is unlikely to be a
global one. For this reason, methods that can explore the energy landscape as
fully as possible are often used under the ergodic hypothesis. According to it,
the time spent by a molecule in a thermodynamic system in the phase space
volume of microstates of the same energy is proportional to the volume itself
after a sufficiently long time. In other words, if one had infinite simulation time
available, the probability of the molecule changing its state to another would
tend to 1, ending up with all possible available configurations.

Another way to approach the problem is given by statistical multi-sampling.
Instead of considering a single molecule in all its possible states, multiple
molecules are distributed in different initial arrangements. Exploiting a suf-
ficiently high number of molecules, assuming that they are inserted into the
system in positions and configurations mutually independent, a Molecular Dy-
namics (MD) simulation can then be performed in order to study their temporal
evolution. In this way it is not only possible to observe the different adsorption
modes at various points on the surface, but also to estimate how many of these
molecules do not adsorb or attracted to each others more than to the surface,
creating competition. In order to proceed with such a method, we have to rely
on big systems and long MDs. The use of FF methods is therefore the most
suited approach.

4.1 Theoretical background
The methods used in this chapter are based on the FF theory, on which both
static rotational analysis simulations and dynamic simulations consisting of the
multi-sampling approach were based. FF principles are here introduced with
specific reference in the construction of the potential of the Hamiltonian, which
is the key element that provides the main characteristics of the system.

4.1.1 Force Fields

In force fields (FF), the potential V of the Hamiltonian introduced in the chapter
2 is divided into two parts: one contains the intramolecular bonding informa-
tion and the other the non-bonded intermolecular interaction [26, 81, 237, 189].

Bonded interactions:

• Bonds. The potential referred to bonds between atoms is a second order
Taylor approximation around the minimum of the curve

Vb(~Ri, ~Rj) = Kij(Rij −R0)2 , (4.1)

where kB is the ab-initio parametrized or experimentally determined elas-
tic constant, R0 is the distance at equilibrium and Rij =

∥∥∥~Ri(t)− ~Rj(t)
∥∥∥

is the distance between the centers of the two atoms, as in fig. 4.1. This
potential is the same of Hook’s law for elastic forces and small oscillatory
behaviors and therefore describes the binding interaction quite adequately.
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Figure 4.1: Bond formed between two atoms at positions ~Ri and ~Rj . Image from
reference [238].

• Angles. Excluding trivial cases such as, for example, H2, O2 and so on,
most molecules are composed of more than two atoms. In principle, ideally
one would consider the oscillating effect of the interaction between all the
atoms in the system. However, this would complicate the overall potential
and consequently the computational speed. Among the interactions to be
considered, however, are the angles formed by three atoms (fig. 4.2), as
their oscillatory behavior is fundamental in many situations. A classic

Figure 4.2: Angle formed between three atoms at positions ~Ri, ~Rj and ~Rk. Image
from reference [238].

example is the water molecule that, when free in the system at a certain
temperature, decreases and increases in an oscillating way the angle spaced
by the oxygen and the two hydrogen atoms. Also in this case, therefore,
the use of Hook’s law helps in terms of a well-approximated description.
This time, however, the potential depends on three position vectors:

Va(~Ri, ~Rj, ~Rk) = Kijk(θijk − θ0)2 (4.2)

Again, the Ka constant has to be parametrized with ab-initio methods
or determined experimentally. Here θ0 represents the angle at its ener-
getically minimum position, whereas θijk is the time-dependent one. The
latter can be trigonometrically defined as

θ(~Ri, ~Rj, ~Rk) = arccos
(~Rj − ~Ri) · (~Rj − ~Rk)

RjiRjk

,

where the atom j is here considered as the central one.

• Dihedrals.
A dihedral can be thought of as the extension of the concept of angle in
a three dimensional space. It is defined as the portion of space between
two half-planes (faces) having the same edge as their origin. In chemistry,
this corresponds to the angle between planes through two sets of three
atoms, having two atoms in common. Dihedrals, are the last, fundamental
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interaction that cannot be avoided. In fact, they allow the description of
the torsion of the molecule or a part of it. A torsion can be of proper or
improper character. In the first case, one has a quartet of consecutively
bonded atoms (fig. 4.3). This mainly allows to constrain the rotation

Figure 4.3: Dihedral describing a proper torsion, formed between four atoms at
positions ~Ri, ~Rj , ~Rk and ~Rl. Image from reference [238].

around a bond. In order to describe this kind of torsion, we first need to
define the normal vectors belonging to the two planes:

~m =
~Rlk × ~Rjk∥∥∥~Rlk × ~Rjk

∥∥∥
~n =

~Rij × ~Rjk∥∥∥~Rik × ~Rjk

∥∥∥
At this point, one can define the torsional angle φijkl either through its
cosinus or sinus functions as it follows:

cosφijkl = ~m · ~n

sinφijkl = (~m× ~n) ·
~Rjk

‖Rjk‖

According to the official convention, the angle on its own is then given by

φijkl = − arctan
sinφijkl
cosφijkl

The potential which describes proper dehadral should then be defined as
a function able of taking into account the energetic minima provided by
the tilting of the two planes. One way to approximate this curve is given
by a cosinus formalism:

Vprp.(~Ri, ~Rj, ~Rk, ~Rl) = KC
ijkl[1 + cos (nijklφijkl − φ0)] (4.3)

Here, the constant KC
ijkl refers to the cosinus description and it is a pa-

rameter identified either with ab-initio calculations or experimentally. The
term nijkl is instead the so-called multiplicity, a positive, non-zero, real
number indicating the amount of energetic minima as the bonds rotates
on a period of T = 2π. Finally, φ0 is the torsional angle at a starting equi-
librium position of choice. In the second case of improper torsion, this is
given by any other torsion occurring between four atoms not successively
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bonded, as shown in fig. 4.4. This is used to understand, for instance, the

Figure 4.4: Dihedral describing an improper torsion, formed between four atoms
at positions ~Ri, ~Rj , ~Rk and ~Rl. Image from reference [238].

chirality present in the molecule. Due to its functionality, an improper
torsion only has one minimum in its description. Hence, a second-order
approximation following Hook’s law is sufficient for a proper description:

Vimp.(~Ri, ~Rj, ~Rk) = Kijk(φijkl − φ0)2 (4.4)

The description of the torsional angle φijkl and φ0 is the same as in the case
of proper torsion, since it still depends on exactly the same two planes.
Again, the constant Kijk shall be identified either with ab-initio methods
or experimentally.

Non-bonded interactions:

• Electrostatic. The first of the two non-bonded interactions considered is
the electrostatic one (fig. 4.5). Each i-th ion present in the system, in

Figure 4.5: Electrostatic interaction between two atoms at positions ~Ri and ~Rj ,
with total charges qi and qj , respectively. Image from reference [238].

fact, possesses a total charge qi. This is provided by experimental data
or by charges deduced through ab-initio methods (for instance Mullikan
or Bader charges), as it is deduced from the electronic distribution in
the molecular orbitals and any dipole present in the molecule. In fact,
more electronegative atoms attract electrons more than those with lower
electronegativity, resulting in an uneven total charge distribution. The
use of the classical coulombic potential is therefore an appropriate choice
for the description of this interaction:

VE(~Ri, ~Rj) =
qiqj

4πεRij

(4.5)

In the above expression, the term ε represents the dielectric constant
in the medium. This value can become ε0 = 8.85 · 10−12 C2/Nm2 in
case of a system in vacuum, otheRvise it solely depends on the implicit
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solvent used. In principle, electrostatic interactions are infinite and should
take into account even atoms that are far away from each other. Since
the coulombic interaction decreases hyperbolically to zero with increasing
distance, it is a good choice to consider an energy cut-off beyond which
it is no longer calculated. Usually this distance is set between a range of
0.8 - 1.2 nm, as it is thought to be sufficiently long to ensure no strong
affections from atoms further than that [189, 237].

• Van der Waals. The second and final non-bonded intramolecular inter-
action consists of Van der Waals (VdW) forces. This is an effect due to
correlations in the fluctuating polarizations of nearby particles, as shown
in fig. 4.6. When the electron density temporarily shifts to one side of

Figure 4.6: Van der Waals interaction between two atoms at positions ~Ri and ~Rj .
Image from reference [238].

the nucleus of an atom, in fact, it develops a transient charge able to
either attract or repel a nearby atom. Despite being the weakest form
of interaction, VdW potentials shall not be treated as negligible terms:
their collective effects, if any, may contribute in the total energy of the
system. The usual way of describing VdW contributions is given either by
Lennard-Jones or Buckingham potentials. In the first case, the formula is
given by the difference of two hyperbole, one of grade 12 and the other of
grade 6:

VLJ(~Ri, ~Rj) = 4εij

[( σij
Rij

)12

−
( σij
Rij

)6]
(4.6)

Here, the term εij is the well depth at the minimum rm = 2
1
6σij of the

potential. This corresponds to the equilibrium attraction. The parameter
σij shall instead be identified with ab-initio methods or experimentally.
Its meaning is the separation for which the energy between the two par-
ticles is zero. Although the Lennard-Jones potential only consists in a
pair-function, it yet describes well the VdW forces. In fact, the first hy-
perbola ensures a very strong repulsion at a very close distance, which
then disappears quickly when the two particles are far away. Other pow-
ers can be chosen, but 12 and 6 are the conventional ones.
The Buckingham potential is another empirical potential proposed by
Richard Buckingham as a simplification of the Lennard-Jones potential.
Its mathematical expression is given by the following formula:

VBh(~Ri, ~Rj) = Aije
−BijRij − Cij

R6
ij

. (4.7)

The three terms Aij, Bij and Cij are in this case the parameters that shall
be provided either experimentally or with ab-initio methods. The function
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follows the same concept of the Lennard-Jones potential, with an additive
exponential term for the repulsive part instead of the hyperbola of grade
12. Thanks to it, the Buckingham potential describes slightly better the
repulsion of the VdW interactions, but it remains more expensive to be
computed.
VdW forces, like electrostatic ones, have also in principle an infinite op-
erating range. While a distance of 0.4 nm is needed to obtain a repulsive
VdW interaction, it is sufficient to move the atoms away beyond 0.6 nm
to no longer observe any kind of effect. Hence, a cut-off energy of about
0.6 nm can be used.

Once described all the bonded and non-bonded components of the total poten-
tial acting on the system, we can sum them up to obtain the following intrinsic
expression:

V (~R1, ~R2, . . . , ~RN) =
N−1∑
i

N∑
j>i

Vb(~Ri, ~Rj)+

+
N−2∑
i

N−1∑
j>i

N∑
k>j

Va(~Ri, ~Rj, ~Rk)+

+
N−3∑
i

N−2∑
j>i

N−1∑
k>j

N∑
l>k

[
Vprp.(~Ri, ~Rj, ~Rk, ~Rl) + Vimp.(~Ri, ~Rj, ~Rk, ~Rl)

]
+

+
N−1∑
i

N∑
j>i

VE(~Ri, ~Rj)+

+
N−1∑
i

N∑
j>i

VLJ(~Ri, ~Rj)

Here, the Lennard-Jones potential was taken into account for the VdW contri-
bution, as it is the standard choice of many simulation programs [237, 189].

4.2 Calculations protocols
The computational settings used in this chapter are listed below.

Force Fields parameters

The structures of the water contaminants was taken from the PubChem data
base [239]. The water pollutants were constructed in their reduced configuration
such that they possessed a neutral total charge 2.

2The FF routine for the rotational analysis was conducted by Manuela Romero’s in her
co-supervised Bachelor’s Thesis Atomistic Simulation of Water Contaminants on Amorphous
TiO2 Surface Models, 2018. Dynamic calculations were performed by Maria von Einem, the
results of which were analyzed through a Python script created on my own.

https://www.xing.com/profile/Manuela_Romero3
https://www.researchgate.net/profile/Maria-Von-Einem-2
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The FF parameters were generated using Antechamber, implemented in the
AMBER program package [237] based on the AMBER99SB FF. The partial
charges were calculated with GAUssian98 (6-31G*)[240] and were adjusted ac-
cording to the RESP scheme common for AMBER FF. The molecules were then
minimized to the closest local minimum of the potential energy through the FF
of AMBER retrieved from GAFF [241].
The TiO2 surface used has a size of 8.18 × 9.55 nm2, namely ≈ 78.12 nm2

[207]. This was created by cutting a single rutile model in a completely arbi-
trary manner [207]. After that, the crystal was heated up to 500 K through an
annealing procedure, for a duration of 200 ps which produced a final amorphous
structure. Some reactive water was further distributed on the surface according
to the model implemented by Köppen et al. [128]. For a physical pH of 7.4,
the absolute density of charge was 0.35 e/nm2. Note that the TiO2 model was
functionalized on just the upper side, meaning that adsorption events on the
upper side are not significative for the selected pH value.

Rotational analysis

The molecules were placed at an arbitrary position and height over the surface3.
They were then rotated along the combination of two angles α and β of 45°
referred to perpendicular planes. A single MD step was here performed, which
allowed the system not to have enough time to evolve dynamically, by leaving
the structure of the molecule unchanged. In this way it is possible to calculate
the force acting on the molecule at each orientation. This was done by summing
up the z-coordinate of the single force acting on each atom in the contaminant.
A positive force corresponds to a repulsion from the surface and vice versa.
In principle, the larger the molecule, the more likely it is to observe a high
total force. Atoms without significant z components however do not contribute
significantly, therefore this simple approach still remains representative.
The procedure was iterated at different heights by keeping the same vertical
reference over the surface, as shown in fig. 4.7. The reference height of 0 Å was
considered in the z-coordinate of the most exposed surface atom. Therefore, a
negative distance means that the molecule dropped below this level, but still it
did not enter the bulk or directly overlapped the TiO2 surface atoms.

MD settings

The timestep set for the MD was set to 2 fs, allowing simulations up to 110 ns
within a reasonable computational time. The sampling frequency was of 10 ps
for simulations of 10 or 110 ns and it was dropped down to 1 ps in case of 1 ns
dynamics in order to achieve a nice definition for a denser-framing approach.

The equilibration of the system was performed over 0.2 ns within an NpT
ensemble and 0.5 ns in NVT ensemble at room temperature using first the
Berendsen barostat and then the velocity rescaling thermostat [189].

3The FF routine for the rotational analysis was conducted by Manuela Romero’s during her
co-supervised Bachelor’s Thesis Atomistic Simulation of Water Contaminants on Amorphous
TiO2 Surface Models, 2018.

https://www.xing.com/profile/Manuela_Romero3
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Figure 4.7: Scheme of the rotational analysis routine 4 for TTR. The molecule is
placed at a random position above the amorphous surface and it is rotated by 45°
along two axis at different heights. The energy is then evaluated and force-distance
curves are generated by finite differences.

The systems with 25 contaminants on the titanium dioxide surfaces were
first calculated in AMBER [237] for 100 ps in an implicit solvent environment
using the Generalized Born model. All further calculations were performed with
the GROMACS program package [189] which allowed to fill up the cell with the
TIP3P explicit solvent.

4.3 Force-distance curves
A good starting point for identifying adsorption configurations is to proceed
with the static rotational analysis4. In this way it is possible to find an esti-
mate of the attraction force as well as initial guesses for dynamic calculations.
In figure 4.8 the force-distance curves are reported for the 9 selected organic
water pollutants. The intensity of the minimum of the respective force-distance
curves along with any functional groups driving the adsorption are listed in tab.
4.5. Careful observations of the results lead to four different possibilities.
The first consists of a weak force (below 300 pN) and barely distinguishable
orientations. This brings up the conclusion that molecules such as BEN and
DCL do not feel a strong attraction nor a significant interaction with the TiO2

surface. In a dynamic environment, where water solvent is also present and the
ambient temperature of the system leads to non-negligible entropy, it can be
expected that these two molecules will not be able to bond in a strong way to
the material.

4The FF routine for the rotational analysis was conducted by Manuela Romero’s during her
co-supervised Bachelor’s Thesis Atomistic Simulation of Water Contaminants on Amorphous
TiO2 Surface Models, 2018.

https://www.xing.com/profile/Manuela_Romero3
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Figure 4.8: Force-distance curves of benzene (BEN), dichloromethane (DCL),
ibuprofen (IBU), acetaminophen (ACE), caffeine (CAF), carbamazepine (CRB), sal-
icylic acid (SLC), tetracycline (TTR) and glyphosate (GGG). The results refer to a
physiological pH value of 7.4. Red, green and blue curves correspond to the most
attractive configurations with major changes at different heights. In yellow the least
attractive configuration is depicted5.
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Table 4.5: Increasing intensities of the attractive forces and identification of the
driving functional group towards adsorption.

Contaminant Force [pN] Driving functional group
BEN -290 indistinguishable
DCL -290 indistinguishable
IBU -500 indistinguishable
ACE -535 hydroxyl
CAF -600 indistinguishable
CRB -780 carboxamide
SLC -1000 carboxyl
TTR -1000 carboxamide
GGG -6500 carboxyl, amino, phosphate

There are then forces with a moderate intensity (between 500 and 800 pN).
Some of them, such as CAF and IBU, are not able to identify a precise orien-
tation: for certain curves they tend to be positioned vertically and for others
horizontally, corresponding to a similar force intensity. It is then challenging to
predict here what to expect from a dynamic simulation, as all these orientations
may actually correspond to adsorption possibilities. On the other hand, ACE
and CRB tend to position themselves vertically on TiO2 with their hydroxyl
and carboxyl groups, respectively. The presence of a highly oriented adsorption
indicates a higher likelihood of remaining at the surface than for CAF and IBU.
The same is even more expected for SLC and TTR, which possess a high at-
traction towards the surface driven by the carboxyl and carboxamide groups,
respectively.
Finally, it was surprising to observe how strong the force-distance curves for
GGG (6500 pN ) are, of which a precise adsorption configuration is also well
defined. It is possible here to recognize how the molecule tends to position
itself horizontally towards the surface, making all three of its main functional
groups interact: the carboxyl, amine and phosphate groups. It is remarkable,
however, that even for the second configuration identified the intensity of the
force (3200 pN) is much greater than in any other molecule investigated. In
this case it is the carboxyl group that is bonded to the surface, leaving the rest
of the structure in a nearly vertical position.

Due to the simplicity of this approach, one key factor must be taken into
account. This rotational analysis routine was actually developed with the in-
tention of observing the major adsorption configurations of macroproteins, such
as Lysozime5. In this case, it works adequately due to the size of the adsorbate.
Regardless of whether the surface has kinked sites, reconstructions or charged
groups, the extent of the macroprotein is so large that it is only taken into
account in global terms and is not particularly affected. When performing this
type of analysis on organic pollutants, as in this thesis, it must therefore be

5The force-distance curves were computed using a modified version of a Python script
originally developed by Nils Hildebrand in his PhD thesis Molecular Dynamics Simulations
of the Protein Adsorption Process on Oxides, 2017.

https://www.linkedin.com/in/nils-hildebrand-a55a0b20/?originalSubdomain=de
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remembered that the results obtained may strongly depend on the specific sur-
face position in which the molecule is placed. Despite this, the method remains
valid to understand the magnitude of the total force acting on the adsorbate
and to have a first rough estimate on which functional groups are those that
feel the greatest attraction. Multi-sampling approaches can be used to solve the
problem of position dependence on the surface, as explained in the next section.

4.4 Dynamic multi-sampling
The statistical multi-sample approach performed consists of the regular distri-
bution of 25 contaminants of the same species over the amorphous surface of
TiO2 at a height of 4 Å in an explicit water solvent at the physiological pH of
7.4. The molecules were placed equidistant from each other at distances of 7
Å and 15° rotations in order to simulate different types of orientations 6. An
example of this starting configuration is shown for GGG in fig. 4.9. Classical

Figure 4.9: The 25 GGG molecules over the amorphous TiO2 surface are here
shown at the starting of the dynamical approach. The contaminants are equally
spaced and they differ for rotations of 15° between one another.

MDs at 300 K were then performed for 10 ns with a sampling frequency of 10
ps. The results were analyzed through a Python script that allowed to report
the relative residence rate at height intervals of 5 Å and the dynamic trend of
the center of mass of each molecule. A total of three types of behaviors were
then identify: no adsorption, formation of clusters, and adsorption of single
molecules. The results for the 25 pollutants by species are shown in tab. 4.6.

Table 4.6: List of the 25 pollutants per species with their respective adsorption
modes.

Mode Contaminants
no adsorption BEN, DCL
clustering CAF, CRB, IBU, TTR
adsorption ACE, SLC, GGG

6The regular distribution of the 25 contaminants in the dynamic calculations performed
by Maria von Einem was generated through a Python script developed by Manuela Romero.

https://www.researchgate.net/profile/Maria-Von-Einem-2
https://www.xing.com/profile/Manuela_Romero3
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The first category includes BEN and DCL. Since the very beginning of the
MDs, the 25 molecules of each pollutant have barely interacted with the surface,
never forming an attraction that would hold them for more than 0.5 ns. As
shown in fig. 4.10, the contaminants were uniformly distributed within the space
occupied by the slab and its repeated image, which is filled with explicit solvent.
This behavior confirms what was expected from the rotational analysis.

Figure 4.10: BEN: snapshot of the BEN molecules at the end of a 10 ns simulation.
DCL: snapshot of the DCL molecules at the end of a 10 ns simulation 7. The
histograms represent the residence rates of adsorption at the surface over a total
time of 10 ns, evaluated on the z-coordinate of the center of mass of each molecule.

As many as four of the nine molecules investigated formed clusters during
their simulation. This is a very significant data as it teaches us how the compe-
tition between pollutants can be a game changer in reactions such as adsorption
and, consequently, degradation. Structures of this type could never have been
found through a single pollutant study, which reinforces the importance of hav-
ing access to statistical methods such as the multi-sampling done in this chapter.
The final clusters are shown in fig. 4.11. Simulations of CAF, CRB and IBU
have been extended 100 ns longer to better observe the dynamic evolution of
the system.
The most impressing structure is provided by CAF, which resembles that of
a DNA double-helix. The chemical composition and shape of a single CAF
molecule belongs to the class of purine ring systems. Here we find also adeno-
sine and guanine, nucleobasis of DNA. It is therefore reasonable, yet surprising,
that a similar base stacking of CAF molecules forms in a dynamic environment.
From the beginning of the simulation, CAF leaves the TiO2 surface to start
forming the structure.

7The FF MD simulations were performed by Maria von Einem, the results of which were
analyzed through a Python script created on my own.

https://www.researchgate.net/profile/Maria-Von-Einem-2
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Figure 4.11: CAF: snapshot of the cluster formed by CAF molecules after 100 ns,
which resembles the structure of a DNA molecule. CRB: snapshot of the amorphous
cluster formed by CRB molecules after 110 ns, which also adsorbed at the surface for
7.4 ns. IBU: snapshot of the amorphous cluster formed by IBU molecules after 110
ns, which adsorbed at the surface for 3.7 ns. TTR: snapshot of the amorphous cluster
formed by TTR molecules after 10 ns7. The histograms represent the residence rates
of adsorption at the surface over a total time of 110 ns (10 ns in case of TTR),
evaluated on the z-coordinate of the center of mass of each molecule.

Another contaminant that immediately forms a cluster, albeit an amorphous
one, is TTR. Of all the TTR molecules in the system, only one adsorbs to
the TiO2 surface, distributing its skeleton horizontally and away from the clus-
ter. This orientation recalls the one marked by the red curve in the rotational
analysis, but it also evolves dynamically in the others (blue and green) before
detaching from the surface.
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Finally, both CRBs and IBUs share the commonality of creating a cluster that
is attracted to the material in its entirety. In contrast to the cases mentioned
so far, some CRB and IBU molecules are adsorbed by the surface at regular
intervals, and then detached afterwards. In the meantime, the other molecules
in the water network start to form two amorphous-looking clusters. These two
macromolecules then interact with the surface from time to time, even managing
to break up the first layers of water on it and thus creating direct adsorption. In
the case of CRB, it is a single carboxamide group that drives the reaction, and
then lets the structure lay horizontally and break away. The longest interaction
identified for CRB is a whopping 7.4 ns. In the case of IBU it is impossible to
identify a specific mediator group in the outermost part of the cluster: once in
contact with the surface, it continues to turn on itself without indicating a more
stable configuration than the others. This type of cluster remains bonded up to
a maximum of 3.7 ns. It is interesting to note that the interaction of CRB and
IBU clusters with the surface is still consistent with the predicted attractive
functional groups of the respective rotational analyses.

For most of the time, the molecules of ACE SLC and GGG were subject
to the strong entropy of the system and remained in the explicit water solvent
between the surface and its repeated image. As shown in the two graphs in fig.
4.12, adsorption events were nevertheless present and therefore ACE and SLC
belong to this category. The simulations have been again extended 100 ns longer
in all three cases. Most adsorptions were mediated by water and were therefore

Figure 4.12: ACE: snapshot of two ACE molecules adsorbing at the surface verti-
cally with their hydroxyl group. SLC: snapshot of three SLC molecules adsorbing at
the surface: two of them bond vertically with their carboxyl group, another with the
opposite part of the phenolic ring 8. The histograms represent the residence rates of
adsorption at the surface over a total time of 110 ns, evaluated on the z-coordinate
of the center of mass of each molecule.

8Dynamic calculations were performed by Maria von Einem, the results of which were
analyzed through a Python script created on my own.

https://www.researchgate.net/profile/Maria-Von-Einem-2
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rather weak due to an indirect interaction with the surface. The water molecules
played in fact the role of a physical barrier that could not be easily overcome.
When this happened, the molecules tended to position themselves vertically, as
predicted by the static analysis. In case of ACE, the adsorption was always
driven by the hydroxyl group and only rarely with horizontal configurations
which did not stand for more than 5.0 ns. Also SLC confirmed the attraction
given by the carboxyl group bonded up to 6 ns, but here adsorption events
conducted by the opposite part of the phenolic ring could also be detected
for less than 1 ns. Although no interactions between contaminants of the same
species was identified for ACE close to each others, in case of SLC this happened
instead quite often. The molecules formed a double-layered structure with an
horizontal attraction of one on top of the other. We can therefore state that it
is a principle of clustering, as the new structure was rather stable and did not
break apart easily.
To better observe the type of adsorption for ACE, the simulation window was
restricted to 1 ns out of the total 110 ns range. Here, the MD was performed with
a denser framing rate so that the interactions with the surface could be detected
more accurately. This simulation was cropped by considering the frame of fig.
4.12 (a) as the initial configuration. They were positioned vertically as predicted
by the red curve of our rotational analysis. In the middle of the simulation (0.5
ns) no ACEs were adsorbed to the surface anymore. However, two of them
still sensed the attractive force from TiO2, distributing one horizontally and
the other with the amino group downward. Both of these configurations were
identified by the rotational analysis, represented by rather weak force-distance
curves (blue and yellow). At the end of this simulation with dense framing (1
ns), up to 5 molecules adsorbed to the surface were observed. Here, the main
configuration was the one identified by the phenolic ring on the surface. Despite
the presence of 3 molecules around the same adsorption site, as shown in fig.
4.13 (left side), no interaction was detected between them. This is an indication
that ACE does not possess competitive behavior with its peer molecules. The

Figure 4.13: Overview of the dense-framing simulation of ACE at 1ns 9. Three
ACE molecules are found very close at the end of the simulation. The time evolution
of each of the 25 ACE molecules in the simulation of 10 ns is shown, evaluated on
the z-coordinate of the center of mass and sampled every 1 ns.

average position of the center of mass for each of the 25 molecules is shown
9Dynamic calculations were performed by Maria von Einem, the results of which were

analyzed through a Python script created on my own.

https://www.researchgate.net/profile/Maria-Von-Einem-2
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with a different color is shown in fig. 4.13 (right side). It can be seen that
the molecules that were already adsorbed at the beginning always remained
near the surface, even when slightly detached. This is given by the fact that,
due to the presence of the explicit water solvent, an ACE molecule is unable
to diffuse away from the TiO2 surface. The remaining molecules float in the
explicit solvent or bind to the top of the slab model, which has no statistical
significance as explained in the theoretical background section of this chapter.

4.4.1 A special mention: glyphosate

Of all the contaminants investigated, glyphosate represents the strongest case
of adsorption. The results of the 110 ns MD simulation are shown in fig. 4.14.

Figure 4.14: Left side: Final snapshot of the GGG simulation after 110 ns 10. The
three main adsorbtion configurations are highlighted and named after Bidentate, C-
vertical and P-vertical. Top right: the histogram represents the residence rate of
adsorption at the surface over a total time of 110 ns, evaluated on the z-coordinate
of the center of mass of each molecule. Bottom right: time evolution of each of the
25 GGG molecules in the simulation of 110 ns, evaluated on the z-coordinate of the
center of mass and sampled every 10 ns.

From the very beginning, 5 molecules were observed adsorbed steadily in contact
with the surface. One of the 5 molecules bonded straight away in an horizontal
fashion at the surface. In this case both the phosphate and carboxyl groups
were in contact with the surface: for this reason the configuration has been
named bidentate. The 4 other GGG molecules positioned themselves vertically
interacting to the surface with the carboxyl group only. This configuration was

10Dynamic calculations were performed by Maria von Einem, the results of which were
analyzed through a Python script created on my own.

https://www.researchgate.net/profile/Maria-Von-Einem-2


96 Chapter 4. Water pollutants on amorphous TiO2

called C-vertical. Due to the entropy of the system at 300 K, however, also
the C-vertical orientations moved to bidentate modes after 10 ns. Here, the
bond provided by the carboxyl group proved to be weaker than the one of the
phosphate group. Some molecules thus raised the carboxyl moiety towards the
water network, remaining in a vertical position with the phosphate group only
bound to the surface. Such a structure was labeled as P-vertical. Within less
then 3 ns, though, also all P-vertical configurations returned to bidentated ones.
In the meantime other pollutants approached the surface directly in a P-vertical
fashion. At the end of 110 ns, on the charged TiO2 surface 5 bidentate struc-
tures, 4 P-verticals and 1 C-vertical could be identified, as shown in the bottom
right side of fig. 4.14. The remaining 15 pollutants still felt a strong attraction
from the TiO2, binding to it in the opposite side of the slab model.
The high adsorption of GGG given by a horizontal configuration was already
clear from the static results of the rotational analysis, where the intensity of
the force was almost one order of magnitude higher than the others. Moreover,
the C-vertical mode found in the same analysis is still representative on an at-
traction higher than any other pollutant.
Once again, the importance of using a dynamic environment with many molecules
is confirmed in order to observe events that otherwise would not be identified11.
This is the existence of the P-vertical structure that rotational analysis failed
to detect although it turned out to be more stable than the C-vertical. Never-
theless, the bidentate structure remains the most stable orientation that needs
further investigation at even more advanced theoretical levels. To do this it is
necessary to rely on quantum mechanics methods such as DFT, which is not
able to handle an amorphous surface without falling into the regular repetition
of the structure due to PBCs. However, a viable candidate structure is rutile-
(110), which is also widely used in the lab to conduct experiments. A detailed
investigation of the adsorption and possible degradations of GGG was therefore
carried out and reported in the chapter 5, where we focused on the identified
bident structure precisely on rutile-(110).

4.5 Summary
In this chapter, 9 different water contaminants were investigated in both static
and dynamic terms. The rotational analysis provided initial guesses on which
molecules had the highest adsorption propensity as well as on their possible
binding orientations to an amorphous TiO2 surface. Through long classical
MD simulations of 25 pollutants of the same species it was possible to compare
the results of the rotational analysis with a dynamic statistical approach. This
multi-sampling analysis identified three types of molecule-surface interactions:
no adsorption, clustering and singular adsorption. In most cases, the initial
guesses predicted by the static approach were also confirmed by the dynamic
approach. During the adsorption events, in fact, other orientations driven by
functional groups different from those found through the rotational analysis were

11Dynamic calculations were performed by Maria von Einem, whereas their histogram and
time-evolution analysis was done through a Python script created on my own.

https://www.researchgate.net/profile/Maria-Von-Einem-2
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hardly found. The most striking exception is given by GGG which, showing a
much higher adsorption than the other molecules, identified a new configuration
(P-vertical) not found by the rotational analysis. The dynamic approach has
also allowed to detect very interesting situations of clustering between pollutants
of the same species, as in the case of CAF that resembles the structure of a DNA
chain.

Despite the good agreement between the two methods, it must be remem-
bered that they possess certain limitations. The FF approach does not allow
direct electronic exchange and bases its strengths on harmonic conjectures. It is
therefore necessary to supplement these approaches with more advanced levels
of theory, such as DFT. On the other hand, without the approach of multi-
sampling or FF MDs, it would be unthinkable in ab-initio methods to exploit
simulations of even 1 ns and systems of such a large size. This means that,
in DFT as well as other ab-initio methods, one could never have detected for
instance the competitive behavior of CAF. Moreover, results derived from ro-
tational analysis may depend strongly on the position above TiO2 in which the
molecule has been placed. Since the surface is amorphous the force-distance
curves obtained at another site would not only change in intensity, but even the
orientations they represent could be different.

During chapter 5, the FF studies performed so far regarding the GGG
molecule will be supplemented with in-depth investigations at the ab-initio level
on a pristine rutile-(110) surface. In this way it is possible to achieve a com-
plete picture not only of the way of adsorption of GGG, but also of its possible
degradation. It is our hope that the development of this top-down analyti-
cal approach will be a precursor to similar future investigations on the other
pollutants as well as on different surfaces.
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CHAPTER 5
Adsorption and degradation of glyphosate on

rutile-(110)

The results presented in this chapter have been made public on ChemRxiv.org
[5].

Glyphosate (GGG) is one of the most controversial compounds used in the
agriculture sector. This non-selective crop-desiccant was immediately success-
ful after its discovery in 1970 [242] The herbicides introduced before were less
efficient and even more harmful when compared to GGG, which was then a very
appealing alternative. The scientific reports of those times started praising it
and wanted to highlight its extraordinary properties rather than focus on the
harm to human health [243, 244, 245, 246]. For instance, it has been outlined
how the product possesses a relatively low penetration in the soil, down to 15
cm and rarely deeper [247, 248, 249]. Natural degradation provided by the
action of subsurface bacteria was also reported [249, 250, 251, 252]. Precisely
because of its several advantages, the scientific community is still undecided
about the dangerousness of GGG. The main opinion agrees, however, that it is
a highly harmful substance [27, 234, 235]. As shown in fig. 5.1, the research on
this molecule has been increasing over time [27]. Neurological issues, epilepsy
and diseases of the endocrine system remains among the top concerns [236, 235,
28]. Especially the possibility of provoking cancers in humans remains the most
fought discussion [253]. All these concerns led the European Commission to re-
new the approval of GGG for only 5 years, with a new assessment taking place
already in 2022 [254].

The degradation process of GGG in soil has captured the attention of the
scientific community and has been the subject of intense research. This crop-
desiccant has a half-life of about 35 days for environments with a pH of 6.5

https://chemrxiv.org/
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Figure 5.1: Numbers of publications on glyphosate (GGG) over time. Graph
taken from the work of Cuhra et al. [27]. A: Period of development, approval and
patenting. B: Initial safety assessments. C: Advent of glyphosate-tolerant-crops. D:
Several important reviews on health and ecotoxicology documenting low toxicity. E:
Emerging evidence on crop damage, residue accumulation and impact on non-target
organisms. F: Evidence on complex effect.

- 7.5 and temperatures raging between 340 - 350 K. To date, the existence of
two main pathways has been reported [255, 256, 257, 252]. The first well rec-
ognized reaction corresponds to the production of aminomethylphosphonic acid
(AMPA) and glycolic / glyoxylic acid. This degradation occurs in case the N-C
bond close to the carboxyl group of GGG gets disrupted. By breaking the P-C
bond instead, sarcosine and orthophosphate are formed. Finally, calculations
performed with density functional theory (DFT) by Catão et al. [256] reported
that is the C-C bond the most likely to break in a water environment. Depend-
ing on the protonation state of GGG (e.g. its pKs value), a different number of
water molecules proved to be directly involved in the reaction, which resulted
into methyl-AMPA. The role of water has been also highlighted experimentally,
suggesting a hydrolytic character of the degradation process [258, 255]. More-
over, the reaction barriers proposed in Catão’s study suggests that the mecha-
nism can in principle be activated with photocatalysis. The photo-degradation
of GGG is a well-accepted procedure that has been already observed in the
laboratory [259, 260, 261, 236, 60]. According to the experimental studies, the
AMPA way is the one of thermal degradation whereas the sarcosine way occurs
in case of photocatalytic decay. These results do need however further theoreti-
cal investigations and Catão’s work is one of the very few computational works
present in literature.
The interaction with TiO2 may represent the most optimal way to degrade GGG
under UV light. Ilina et al. [61] conducted an investigation on the interaction
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of TiO2-rutile and anatase nanoparticles (NPs) in water when in presence of
both GGG and AMPA. The study was conducted in the dark, so that they
could prevent any induced photocatalytic mechanism. The two compounds
were added together in the sample containing the NPs, which was then shaken
by hand and allowed to settle for 24 h. It was observed that the TiO2 NPs
massively contribute in the degradation of the two pollutants. According to
them, the phosphate group was primarily responsible for interacting with the
NPs, stabilizing the adsorption. The same conclusion was also obtained by ex-
periments conducted on other metal oxides [235, 256, 262]. As stated in Ilina’s
work, though, "little is known about the role of the involved functional groups"
upon degradation. It is therefore necessary to proceed with more supporting
information through more theoretical studies at the atomistic level.

In this chapter, different levels of theory were combined to investigate the
adsorption and degradation of GGG on the surface of rutile-(110) introduced in
chapter 3 [183], which was further extended in size for the classical MDs. The
applied methods range from classical simulations, e.g. Force Fields (FF), to ab
initio approaches, such as DFT, and TD-DFT. In the first case, the use of New-
tonian equations only ensured the possibility to work with a significantly large
statistical sample consisting in 25 GGG molecules as in the approach used in
chapter 4. This allowed to conjecture an educated guess of what the most stable
adsorption configurations should look like, which were then further investigated
on the quantum mechanical level. After analyzing the adsorption energies, the
electronic structure and the torsional contribution of the GGG-TiO2 interface
at its most attractive configuration, a mechanism of photocatalytic degradation
was further suggested. This was accomplished by creating a cluster model of
the rutile-(110) and investigated via TD-DFT.

5.1 Theoretical background
The computational treatment of systems involving excited states is very expen-
sive [52]. Usually the most used methods are based on DFT calculations with
hybrid exchange-correlation functionals, such as PBE0 [167, 168] or HSE06
[166]. However, here the self-consistent error does not allow to achieve suffi-
ciently precise results. The implementation of the Hubbard correction U [263,
264] can solve the problem, but the outcome becomes dependent on the choice
of parameters used. On the other hand, these methods have the great advan-
tage of being able to deal with periodic systems or with systems bigger than
those usually treated with first principle calculations. Here the combination
of the Bethe-Salpeter [265, 266] approach with the GW approximation [267,
268, 269] as well as the time-dependent DFT (TD-DFT) [270], are limited to
non-periodic systems. Another well known technique is to address the problem
on only the involved active species, with the assumption of independent holes
and electrons. In these terms, the exciton can be calculated as a triplet state,
forcing the localization of the electron in a few surface layers by freezing the
corresponding atoms. Other methods, such as ∆SCF [271], are also possible.
All of these approaches are however restricted to static calculations only.
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5.1.1 Molecular analysis

In this section the main analytical tools used to analyse the bidentate ⊥ con-
figuration are introduced.

Bader net atomic charges

Together with the success of DFT in the early 60s, the electron density also
gave raise to the Quantum Theory of Atoms in Molecules (QTAM) [272]. The
main developer was Bader and his working group. According to this theory,
it is possible to accurately describe the geometrical structure of a molecular
system by investigating the topology of the electron density ρ~R(~r), where ~r
represents an arbitrary position of an electron and ~R is a parameter for an ionic
position. Especially the interaction of nuclei, in fact, predominantly affects the
topology of the electron density, allowing the detection of their positions as well
as chemical bonds with use of electronic properties only. This means that a
knowledge of the curvatures and critical points of ρ directly reflects the aspect
of the molecules in the system, as shown in fig. 5.2.

Figure 5.2: Electron density surface seen from a three-dimensional point of view.
The bond between two atoms is highlighted to show a section of the electron density
behavior. The first image is taken from reference [273], the second from reference
[274].

Since the electron density is a scalar quantity, its critical points can be found
in positions ~r0 such that

∇ρ(~r0) = ~0 (5.1)

Their classification as minima, maxima or saddle points follows then by the
study of the eigenvaues of the Hessian matrix H(~r0). Thanks to the spectral
theorem and with use of diagonalization procedures such as Gram-Schmidt or
other LAPACK routines [275], it is possible to find the principal axes of cur-
vatures λ1, λ2, λ3. These eigenvalues are associated with a duple (ω, σ) for
each critical point. The number ω is the rank and it consists in the number of
non-zero eigenvalues. The term σ is the signature of the critical point, which
is defined as the algebraic sum of the signs of the eigenvalues. Topologically
stable critical points must be associated with positive eigenvalues, meaning that
ω = 3. This leaves 4 possibilities based on the entries of σ: (3,−3), (3,−1),
(3, 1), (3, 3). Especially the first two of them are of main interest. The case
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of (3,−3) corresponds to a point the neighborhood of which has all the three
curvatures negative. This is then a maximum in the electron density which in
turn coincides to the nuclei positions. Singularities accounting for (3,−1) have
two negative curvatures and a positive one. It is a saddle point corresponding
to a situation in which ρ is a maximum in a plane and a minimum perpendic-
ularly to it. Such points are found between pairs of nuclei and are therefore
directly connected to the concept of chemical bonds. For this reason, they are
called bond critical points : pairs of gradient paths originating at these positions
determine unique lines which connect neighbouring ions (attractors). Finally,
the last two signature cases (3, 1) and (3, 3) correspond to another saddle point
usually found in ring structures and to a local minimum, respectively.

Thanks to the bond critical points it is possible to approximately find the
total electronic charge around each atom in the system by use of an expectation
value. Since atoms in molecules have proven to be connected by surfaces in
which the gradient vector field lies perpendicular to them, the following zero-
flux interaction holds:

∇ρ(~r) · n(~r) = ~0 ∀~r between two bounded atoms (5.2)

This property allows to make well use of the expectation value of any atomic
observable Â over a surface subspace Ω.

A(Ω) = 〈A〉Ω =
n

2

∫
Ω

[
ψ∗(~r)Âψ(~r) +

(
Âψ(~r)

)∗
ψ(~r)

]
dξ (5.3)

with dξ being an infinite surface element of parametrization and n the total
number of electrons in the system. By properly integrating and dividing the
surfaces so that they coincide at the edges with the bond critical points it is
possible to define the Bader net atomic charges:

q(Ω) = (ZΩ −N(Ω))e (5.4)

where ZΩ is the atomic number of the considered ion and N(Ω) =
∫

Ω
ρ(~r)dξ

is the averaged number of electrons. Adding all the Bader net atomic charges
allows then to evaluate the total charge around the molecule.

Judgment of Energy DIstribution (JEDI)

Whenever a molecule gets involved in any reaction it is subjected not only to
electronic exchange, but to major torsional mutations as well. Compared to
its stable gas phase configuration, an interaction with other elements of the
system actually creates some strain in its bonds, angles and dihedrals. An
understanding of how much energy is stored in them is a useful information as
it can shed a light on possible further mechanisms such as degradation. To date
there are no experimental methods able to measure such features in a proper
way and only few theoretical models have been proposed during the years [276,
277, 278].

The Judgment of Energy DIstribution (JEDI) is a quantum chemical tool
that allows to analyze the distribution of strain energy in mechanically deformed
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molecules [279, 280, 281]. This energy is a function of the changes in the redun-
dant internal coordinates of the system. They are linear combinations of the
minimum number of internal coordinates (bond lenghts, bond angles, dihedrals)
necessary for a complete description of the normal modes. In this sense, redun-
dant is used because they add up to the 3N − 6 degrees of freedom, although
some of them can be zero [282].
Given {q}Mi=1 redundant internal coordinates for a given molecule, the energy
stored by each of them is defined through the Hessian matrix of ~q = (q1, q2, . . . , qM)
under the harmonic approximation, which holds for small stretches and bends:

∆Eharm =
1

2

M∑
i=1

M∑
j=1

∂2V (~q)

∂qi∂qj

∣∣∣
~q=~q0

dqidqj =
1

2

M∑
i=1

M∑
j=1

Hij(~q0)dqidqj (5.5)

In the above expression, V (~q) is the potential of the system in redundant coor-
dinates and ~q0 corresponds to the equilibrium geometry before any torsion oc-
curs. It is actually possible to move from infinitesimal dqidqj to finite differences
∆qi∆qj in order to work numerically on this quantity. Given the contribution
of the force along the i-th component of an arbitrary ~qk,

~Fi(~qk) = −∇V (~q)
∣∣∣
~q=~qk

, (5.6)

it is possible to compute its associated energy per redundant coordinate needed
to deform ~q0 to ~qk:

∆Ei =

∫ qk,i

q0,i

~Fi(~q0)dqi = −
∫ qk,i

q0,i

∇V (~q)
∣∣∣
~q=~q0

dqi (5.7)

With use of a Taylor expansion of V (~q) around ~q0 up to the second order, we
then obtain the finite difference version of equation 5.5 for a single contribution
i:

∆Ei =
1

2

M∑
i=1

M∑
j=1

Hij(~q0)∆qi (5.8)

The harmonic total energy can then be reproduced by adding up all the contri-
butions:

∆Eharm =
M∑
j=1

∆Ej (5.9)

JEDI needs three inputs to start a calculation. The first two consist of the
geometry optimized structures of the gas-phase molecule in a stable equilibrium
configuration and that of the deformed structure. These two calculations are
usually obtained by DFT methods, but JEDI is not restricted to this level of
theory. The most expensive calculation is the computation of the Hessian, which
needs to be positive defined and without artifacts such as imaginary frequencies.
This requires very low energy convergence criteria, even on the order of 10−8

eV. Once the Hessian in Cartesian coordinates ~r is computed, it is possible to
transform it into redundant internal coordinates ~q through the use of Wilson’s
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B matrix [283]:
H(~q) = (BT )†H(~r)B† (5.10)

5.1.2 Defining reaction pathways

In this section we introduce two methods used primarily for the study of free
energy reaction barriers. In contrast to metadynamics, which often requires
computational time not accessible to DFT because of the large statistical sam-
pling it requires, steered MD and NEB can be used with reasonable effort.

Steered Molecular Dynamics

The steered MD approach was developed to observe the dynamic evolution of
macromolecules, such as proteins, when one of their parts is subjected to an
external force that deforms its structure [284]. Once the atoms to be pulled or
compressed are identified, it is possible to bind them through a Hooke’s law in
which the spring evolves according to a given velocity d~ξ(t)

dt
provided a priori,

where ~ξ is the constrained collective variable. Among the available methods
there is the constant applied force method or the constant pulling (pushing)
velocity method. In VASP the calculation is made by the second approach with
use of a direct linear increment of the collective variable. Since we are interested
in bond disruption, in this case

~ξ = ~R1 − ~R2 (5.11)

corresponds to the bond distance between two atoms at positions ~R1 and ~R2.
The manual stretch is then applied by pulling (pushing) the two atoms simul-
taneously along their binding directions for a given time. In case of opposite
repulsion, this would correspond to

~R1(t+ ∆t) = ~R1(t)− d
dt
~ξ∆t

~R2(t+ ∆t) = ~R2(t) + d
dt
~ξ∆t

(5.12)

Note that the selected speed is an extremely important variable. In fact, it
must be small enough to ensure that all other atoms in the system can interact
with the molecule while it is undergoing linear deformation. On the other hand,
it must be large enough to ensure adequate computational time to achieve the
maximum selected stretch.

It is possible to define the resulting work needed to carry out the reaction
from the initial state ~ξ(t0) to the final one ~ξ(tf ) as

W =

∫ ξ(tf )

ξ(t0)

(∂V ({~RI}I)
∂ξ

·
ξ
)
dt (5.13)

where ξ =
∥∥∥~ξ∥∥∥ and

·
ξ is its time derivative. For an infinitesimally small velocity

this actually would correspond to the free-energy difference between the two
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states. For the purpose of this work, though, steered MDs have been used to
dynamically sample degradation reactions in terms of initial and final products
rather than energetically. Nudged elastic band (NEB) calculations have been
performed to achieve such an information.

Nudged Elastic Band (NEB)

Given two stable and well defined configurations of the same system, it is pos-
sible to evaluate the energy barrier of the reaction from one to another through
a NEB calculation [285, 286]. The necessary assumption is that both the ini-
tial and final states are in a geometrically and electrically optimized structure,
which means they are local minima of the system free energy. The NEB ap-
proach allows to identify the minimum energy path (MEP) between those two
states. This is defined as the way to go with the absolute least amount of energy
effort. One of its properties is that it must necessarily pass through at least one
first order saddle point of the free energy, as shown schematically in fig. 5.3 (a).

Figure 5.3: Initial imaging of a NEB to find the MEP between two equilibrium
states in a three dimensional (a) [285] and two-dymensional (b) [286] perspective.

The basic idea of a NEB is to replace the parallel component of the force
acting on a point of the system, which contributes in moving it away from the
MEP, with that of an elastic force that does not make it move away from it.
This projection is what gives the name nudged to the method.
The calculation is set up according to the following steps. First, the segment
connecting the two minima ~R0 and ~Rn is divided into n− 1 equispaced images,
also called replicas. The number n must be decided a priori: the larger it is, the
more accurate the convergence of the method will be, but also the slower. The
images are then mutually connected to each other through springs with some
constant k (also decided a priori) that decides how stiff the interaction is. Their
elastic force is defined using three images, so that equal spacing is guaranteed
even in regions with large curvature:

~F
(S)
i = −k

[(
~Ri+1 − ~Ri

)
−
(
~Ri − ~Ri−1

)]
= −k

(
~Ri+1 − 2~Ri − ~Ri−1

)
(5.14)

Being the union of steepest descent walks from a saddle point, at each point
along the path the total force follows a direction parallel to it. In all its per-
pendicular directions (degrees of freedom) the energy is than stationary. It is
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therefore reasonable to consider only the component of the real force ~Fi acting
on ~Ri that is perpendicular to the path and try to bring it to zero. In order to
do this, the tangent unit vector ~τi = ~ti/

∥∥~ti∥∥ needs to be defined between two
images, where

~ti =
~Ri+1 − ~Ri∥∥∥~Ri+1 − ~Ri

∥∥∥ +
~Ri − ~Ri−1∥∥∥~Ri − ~Ri−1

∥∥∥ (5.15)

The perpendicular component of the total force is then described by eliminating
the parallel one from the gradient of the potential:

~F⊥i = −∇V (~Ri) + (∇V (~Ri) · ~τi)︸ ︷︷ ︸
∇V ||(~Ri)

~τi = −∇V ⊥(~Ri) (5.16)

The total NEB force acting on the image ~Ri is then given by

~FNEB
i = ~F

(S)||
i −∇V ⊥(~Ri) (5.17)

where the parallel component of the force was obtained through

~F
(S)||
i = k

[(
~Ri+1 − 2~Ri + ~Ri−1

)
· ~τi
]
· ~τi (5.18)

Elastic calculations with no nudging projection give spring forces which make
the band too rigid and prevent it from converging to the actual MEP by causing
a sliding away of the images from the high energy regions towards the minima
[287].
Another artifact has been observed consisting in the generation of never con-
verging kinked sites when the force parallel to the MEP has a value much larger
respect to the perpendicular component [286]. A solution to this is given by a
new definition of the tangent vector ~ti as

~Ri+1 − ~Ri if Vi+1 > Vi > Vi−1

~Ri − ~Ri−1 if Vi+1 < Vi < Vi−1

(5.19)

which is what is currently implemented in the VTST [287, 288] code used in
our work.

The NEB method provides a rather good description of the MEP, but it can
evaluate the rate constant for the transition with major errors. This corresponds
to the highest identified saddle point, namely the highest maximum of the
potential energy along the MEP, which in turn is also the height of the reaction
barrier. The shape of the energy along the MEP is in fact given by interpolation
schemes ad must be refined for the identification of the value close to a saddle
point. The climbing image method [287] is an accurate procedure that solves
the issue yet maintaining constant both MEP’s shape and the computational
effort. After a NEB is performed up to a certain convergence criterion, the
image which is closest to the saddle point, say ~Rimax , is selected. A new NEB is
then started, but the force acting on ~Rimax shall now be defined in a way that
the image actually climbs up the surface along the elastic bands and goes down
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in their perpendicular direction:

~Fimax = −∇V (~Rimax) +
[
2∇V (~Rimax) · ~timax

]
~timax (5.20)

The other images act then as the one degree of freedom necessary to maximize
the energy up to the saddle point.

The last refinement that allows to find the saddle point with a very high
precision is given by the dimer method [289, 290]. One that the two images ~R1

and ~R2 closest to a saddle point have been identified within a NEB, eventually
with use of the climbing image protocol, the dimer can be defined. It consists of
the pair (~R1, ~R2), which possess very similar coordinates and are spaced slightly
by a fixed value ∆R along ~τ : 

~R1 = ~R + ∆R~τ

~R2 = ~R−∆R~τ

(5.21)

where ~R =
~R1+~R2

2
corresponds to their common midpoint, as shown in fig. 5.4

(a). The algorithm starts then to look for the saddle point by moving the center

Figure 5.4: (a) Representation of the dimer together with the forces acting on it.
(b) Schematic illustration of dimer rotation. Images taken from reference [289]

~R of the dimer uphill with both a translation and a rotation. At each new rigid
location, the potential V (~R) acting on the center of the dimer is defined as

V (~R) =
V (~R1)− V (~R2)

2
+

∆R

4

[
~F (~R1)− ~F (~R2)

]
· ~τ (5.22)

which is derived from the finite difference formula representing the curvature.
Note that, although one refers to ~R, all the evaluated quantities actually come
from the two images ~R1 and ~R2 only. The rotation of the dimer follows with
a single iteration towards the minimum energy configuration. This can be per-
formed with a Newton minimization algorithm. A small angle dθ is first selected
to allow a finite difference estimate of the rotational force ~F :

F ′ =
d~F

dθ
≈

∥∥∥∥∥ ~F ∗ · Θ̂∗ − ~F · Θ̂
dθ

∥∥∥∥∥
θ= dθ

2

(5.23)
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In the above expression, ~F ∗ = ~F ∗1 − ~F ∗2 is the difference of the updated forces,
whereas Θ̂∗ and Θ̂ are the updated and original unit vectors within the plane
of rotation. The rotation then follows with a bigger angle

∆θ ≈
~F · Θ̂ + ~F ∗ · Θ̂∗

−2F ′
(5.24)

obtained from the Newton method in order to bring the force within the plane
to zero.
The efficiency of the dimer method strongly depends on the algorithm used to
perform the rotation. For the first steps the Newton approach is a valid choice,
but when the saddle points starts getting closer to the dimer the conjugate
gradient algorithm brings to a faster convergence [289].

5.1.3 Time-Dependent Density Functional Theory (TD-
DFT)

Ab-initio methods such as DFT start from the study of the time-independent
(non-relativistic) Schrödinger equation. The lack of a time dependency is justi-
fied by the fact that the potential of the system reflects conservative forces, so
the original Schrödinger equation can be decoupled into a time dependent and
a stationary independent part. The elimination of the time variable allows to
find stationary GS through the development of the Kohn-Sham equations A.22
and then recover the information through the Born-Oppenheimer approxima-
tion (see appendix). Twenty years after the introduction of DFT, Runge and
Gross [291] derived a formulation taking into account the time dependency in
a very similar way. They were able to show that the concept behind the first
Hohenberg-Kohn theorem can be extended in the time domain as well.

Theorem 3 (Runge and Gross theorem). Given the time-dependent electronic
Schrödinger equation

Ĥee(t) |Ψ({~ri}i, t)〉 = i
∂

∂t
|Ψ({~ri}i, t)〉 (5.25)

where Ĥee(t) is the time-dependent electron Hamiltonian operator, there exists
a bijection between the time-dependent electronic density

ρΨ(~r, t) =

n

∫
R3(n−1)

Ψ∗(~r1, . . . , ~rn, t)Ψ(~r1, . . . , ~rn, t)d~r1 . . . d~rj−1d~rj+1 . . . d~rn

(5.26)

and the time-dependent external potential Vext(~r, t) of the system.

Although the proof of this theorem is far from being trivial, its consequences
are quite straightforward as they follow the same way of DFT. It is in fact possi-
ble to create a time-dependent non-interacting particle system of fermions, the
Kohn-Sham system, which arises exactly the same time-dependent electron den-
sity of the original one. Assuming that the functions in play are v-representable,
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it is then possible to write down the time-dependent Kohn-Sham equations

i
∂

∂t
|ψj(~r, t)〉 =

[
− ~2

2me

∆~r + Veff[ρ,Ψ0](~r, t)
]
|ψj(~r, t)〉 (5.27)

where {|ψj}〉j are the Kohn-Sham orbitals and Veff[ρ,Ψ0](~r, t) is an effective
potential following the same logic of that in DFT. Note that the dependency
to the initial state Ψ0 = Ψ(~r, 0) is a completely new feature of TD-DFT. This
characteristic is inherited from the time-dependent Schrödinger equation itself,
which is formally solvable only by having the information at t = 0. The initial
state is therefore also the starting point for solving the time-dependent Kohn-
Sham equations and it is usually taken as a Slater determinant of single-particle
orbitals {|ψj(~r, 0)}〉j. It is then important that this function reproduces the
initial density ρ, such as in DFT, but also its first time derivatives.

TD-DFT finds its applications in several fields, but the most studied one
is that of spectroscopy and excitations [270]. The time-dependent external
potential can in fact derive not only from electrostatic interactions, but also
from light emissions such as laser pulses hitting the particles. At t = 0 the
system is in its GS, but when the first pulse comes this is not anymore the case.
Due to the initial weakness of the laser (electric) field, perturbation theory can
be applied once the exchange-correlation energy in the vicinity of the GS is
known. This corresponds to the frequency-dependent linear response method,
which allows to compute excitations and spectra. If δVext(~r, t) is the applied
perturbation on Vext(~r, 0), then the response of the electron density (but also of
any other observable) can be expressed through a Taylor expansion:

ρ(~r, t) = ρGS(~r) + ρ1(~r, t) + ρ2(~r, t) + . . . (5.28)

In case of linear response, the series gets truncated at the first order, which
also explains the name of it. The first order term is found by the following
expression:

ρ1(~r, t) =

∫ +∞

0

∫
χ(~rt, ~r′t)δVext(~r′, t

′)d~r′dt (5.29)

where χ is the density-density response function, defined as

χ(~rt, ~r′t′) =
δρ(~r, t)

δVext(~r′, t′)

∣∣∣
Vext(~r,0)

(5.30)

Since the system starts at its GS, the electron density can be written as a
functional ρ[Vext](~r, t) of the external potential as there is no dependency from
the initial state, like in DFT. The same applies then to Vext and χ as functionals
of ρGS.
Thanks to the fact that the time-dependent Kohn-Sham equations allow to
compute a formally correct electron density, the exact response ρ1(~r, t) can be
found from that of the non-interacting system:

ρ1(~r, t) =

∫ +∞

0

χeff(~rt, ~r′t′)δVeff(~r′, t′)d~r′dt′ (5.31)
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In the above expression, δVeff is the effective time-dependent potential evalu-
ated to the first order by perturbing the energy, whereas χeff corresponds to
the density-density response function in the non-interacting system with unper-
turbed density ρGS:

χGS(~rt, ~r′t′) =
δρ(~r, t)

δVeff(~r′, t′)

∣∣∣
Veff[ρGS](~r)

(5.32)

The true density response can then be evaluated from the Kohn-Sham system
by the first order change in the time-dependent Kohn-Sham effective potential:

eff(~r, t) = δVext(~r, t) +

∫
ρ1(~r, t)∥∥∥~r − ~r′∥∥∥d~r +

∫ +∞

0

∫
fxc[ρGS](~rt, ~r′t′)ρ1(~r′, t′)d~r′dt′

(5.33)
where the time-dependent exchange-correlation kernel fxc has been defined as

fxc[ρGS](~rt, ~r′t′) =
δVxc[ρ](~r, t)

δρ(~r′, t)

∣∣∣
ρ=ρGS

(5.34)

Equation 5.33 again correlates the interacting and the non-interacting system:
the exact linear density response ρ1(~r, t) is found by that of the non-interacting
sysyem to the effective perturbation δVeff(~r, t).
The linear response formalism allows the investigation of closed-shell systems
and their singlet excitations. Triplet states are also useful to be investigated, as
the localization of the electron in a few surface layers can be forced by freezing
the corresponding atoms. The description of this kind of interaction still relies
on linear response, but needs to be extended to take into account spin effects
more extensively.

From periodic systems to clusters

The TD-DFT calculations performed in our work did not rely on the supercell
approach, but rather on that of clusters. They consist of cropping a relatively
small number of atoms from the bulk structure of a solid and investigating its
reactions, such as adsorption of a molecule, as if it were a single "supermolecule"
with no PBCs. The main advantage is that one can use sophisticated quantum
chemistry techniques able to characterize electron correlation effects as well
as excited states [292, 293, 294]. Cluster approaches are also widely used to
investigate local defects such as vacancies [295, 296, 297], since the lack of the
repetition of a supercell does not allow them to be infinitely reproduced. On
the other hand, cluster structures should be generated with extreme attention
to the truncated parts. The risk of taking few atoms ino account is that of
creating a structure with a high amount of undercoordinations. This would
basically correspond to a surface in all directions, with a small room for bulk
atoms to stabilize the cluster. If too many atoms are considered, though, the
computational effort increases. A cluster that is sufficiently small but stable
must therefore be constructed.
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There are mainly three methods for building up such a structure [292].
Free clusters are the most straightforward way to go. They consist of a rather
small cropped part of the crystal without any modification. This means that
they are heavily subject to the selected size, which can be iteratively increased
to prove the validity of the model. Since most of their atoms are surface atoms,
though, they often need to be extended to big sizes before being stabilized.
Another approach is that of hydrogen saturated clusters, which consist of small
crystals with their dangling bonds saturated by H atoms. In this way it is
possible to limit problems related to cluster size and boundary effects such as
in free clusters. However, also in this case it is necessary to verify the stability
of the saturation. It has been proven that for covalently bonded systems such
as TiO2 sizes up to 9 Ti and 18 O atoms were needed before finding a reliable
model of rutile-(110).
The most preferred and widely used method is that of embedded clusters [298,
299, 300, 68, 301]. The whole system is here composed by three parts. First, the
crystal gets cropped in a structure representing the quantum cluster. Here the
region close to the adsorption site is treated with quantum chemical methods
such as DFT. Chemical bonds as well as eventual modifications of the quantum
cluster structure upon adsorption must be in a good agreement with a reference
supercell or experimental system. This comparison leads then to the decision
of the quantum cluster size and shape. The structure is then embedded in an
extended point charge field (PCF) reproducing the corect Madelung potential
when close to the surface. This is done by positioning the point charges in a
way that coincides with the lattice points of the crystal in vacuum. The formal
charges are often taken from the stoichiometry of the system: for TiO2 they
count as +2 for Ti and −1 for O atoms. Finally, it is necessary to find a way to
avoide strong attractions between valence electrons of the surface atoms and the
point charges. A boundary region around the quantum cluster is then created,
in which repulsive effective core potentials (ECPs), pseudopotentials (PPs) or
model potentials (MPs) are applied to mitigate the problem.

5.2 Calculations protocols
The computational settings used in this chapter are listed below.

FF settings

The FF parameters used in the description of GGG were implamented through
the AMBER program package [237] based on the AMBER99SB FF 1. The
program Gaussian16 was used to compute the partial charges with the use of
the 6-31G* basis set [240]. They were further adjusted within the usual RESP
scheme present in AMBER. The final values are reported in fig. 5.5.

To increase the sampling of the adsorption modes, quenched annealing be-
tween 300 and 500 K of 10 cycles for 2 ns in total were added.

1The settings of GGG within the FF calculation protocol were carried out by Maria von
Einem, while Wilke Dononelli took care of the calculation of the charges with Gaussian16
[240]

https://www.researchgate.net/profile/Maria-Von-Einem-2
https://www.researchgate.net/profile/Maria-Von-Einem-2
https://orcid.org/0000-0001-7577-421X
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Figure 5.5: Distribution of the RESP partial charges on GGG computed from
Gaussian16 (6-31G*) 1. Image created by Maria von Einem for ref. [5].

Extended rutile-(110) surface

The rutile-(110) slab model investigated in chapter 3 was extended in the xy-
plane in order to perform FF calculations. It consisted of a 10 × 7 repetition
of the optimized unit cells of 8.90× 13.19 Å2, which turned out in a simulation
cell of 89.03 × 92.32 × 125.00 Å3. For ab-initio calculations the same slab of
chapter 3 was taken into account.

Adsorption energies

The evaluation of the adsorption energy required as reference system the GGG
molecule at a certain distance from the rutile-(110) slab model. This distance
was optimized by evaluating the difference in the adsorption energies through
a comparison of several settings: standard VASP calculations, with an implicit
solvent [190], with the DFT-D3 correction term of Grimme [172, 173] and with
a combination Impl. + DFT-D3. The procedure was the following: first, the
molecule of GGG was inserted at a distance of 11 Å between its center and the
first perpendicular surface atom of rutile-(110). The system was then geometry
optimized for each of the aforementioned settings. The GGG molecule was then
shifted up of +1 Å with a rigid movement and a new geometry optimization
followed. The protocol was repeated for three times, until a distance of 14 Å
has been reached (see fig. 5.6). The resulting adsorption energy differences are
shown in tab. 5.1. From the calculations it is clear that the main influence is

Distance (Å) Std. (eV) Impl. (eV) DFT-D3 (eV) Impl. + D3 (eV)
12 -0.13 -0.01 -0.13 0.00
13 -0.76 -0.01 -0.23 -0.01
14 -2.16 -0.02 -0.46 -0.01

Table 5.1: Energetic differences of GGG far from the surface evaluated with stan-
dard VASP calculations, with an implicit solvent [190], with the DFT-D3 correction
term of Grimme [172, 173] and with a combination Impl. + DFT-D3 at different
distances. The setting used in our results is highlighted in bold.

given by the presence of the implicit solvent, which can handle the zwitterionic

https://www.researchgate.net/profile/Maria-Von-Einem-2
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Figure 5.6: Scheme of the protocol used to optimize the distance between GGG
and rutile-(110). The most stable configuration was taken as a reference system for
the computation of the adsorption energies.

character of the GGG molecule. To maintain an acceptable substitute reference
of the molecule in the gas phase, the 14 Å distance was chosen. Finally, although
the presence of the DFT-D3 correction term affects the calculations to a lesser
extent, it was still retained to remain consistent with the setting used in ab-initio
MD with explicit water solvent, where VdW corrections have more influence.

Bader charge analysis

The Bader net atomic charges computed in this work were performed with
the VTST software developed by Henkelman’s group [274]. Numerically, a
partitioning of the electron density via a grid into Bader volumes is needed.
This is performed by an algorithm following steepest ascent paths along the
gradient, distributed at each grid point. Once a maximum is reached, the
algorithm stops and proceed to other paths defining the whole surface. The
method is efficient, robust and scales linearly with the number of grid points.

JEDI settings

The JEDI analysis performed in this work used the relaxed geometry generated
by optimizing GGG freely in solution 2 This does not correspond to the global
gas-phase minimum, but rather to the local torsional conformation closest to
bidentate ⊥. Only through this structure it was in fact possible to obtain a
Hessian matrix without imaginary frequencies, allowing the JEDI analysis to
be carried out. The real strain energy upon adsorption is therefore actually
higher than the one calculated. This artifact, though, does not change our con-
clusions at least from a qualitative point of view.
The bidentate ⊥ configuration without the surface was taken as the mechani-
cally strained structure.

2All JEDI calculations were performed by Tim Stauch, the results of which were interpreted
and analyzed together with the other co-authors [5].

https://www.uni-bremen.de/ag-stauch/team/prof-dr-tim-stauch
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Steered MD

The GGG molecule in its bidentate ⊥ structure was placed on the explicitely
solvated slab model of rutile-(110) obtained in chapter 3. In order to do this,
five water molecules were removed from the surface and the solvent network to
leave enough space for GGG to directly be in contact with the rutile slab. An
NVT simulation at 320 K was then performed for 1 ps, followed by a 4 ps NVE
one which guaranteed the thermodynamic stability of the bidentate ⊥ structure
on TiO2 in an aquatic environment also at the DFT level. The pulling in the
steered MD lasted for 1.25 ps at 320 K in all studied cases, corresponding to a
bond widening of 1.25 Å. The pulling velocity was set to 1Å/ps to ensure that
water could recombine or relax through the changed structure. After that, the
resulting fragments were move freely within an unconstrained MD for a time
different from reaction to reaction.

NEB settings

All initial and final configurations were geometrically optimized to energy dif-
ferences of 10−3 eV before starting any kind of NEB or dimer calculation.

The N-C bond break of the bidentate ⊥ structure has been investigated
with a NEB composed by 15 images. The method started without activating
the climbing image procedure for energy differences down to 10−2 eV; after
this error the protocol was activated until an accuracy of 10−3 eV. The dimer
method was then activated to find the exact position of the saddle point, which
was defined with a high precision of 10−9 eV.
The same procedure was applied to the C-C bond break with 8 images without
the dimer refinement.
The P-C bond break was optimized using the dimer method only 3.

Cluster properties

An embedded cluster model was created to investigate the photocatalytic prop-
erties and photo-degradation of GGG on rutile-(110)4. The structure is shown in
fig. 5.7 This was constructed based on the periodic DFT rutile-(110) model opti-
mized in 3. The central quantum cluster part consisted of a charged Ti27O54[O34]68−

fragment, with both Ti and O atoms fully coordinated in order to avoid the gen-
eration of artificial dangling bonds. The embedding environment was created
with a total of 71247 within a half-sphere PCF cropped from the supercell model
preserving charge neutrality and were arranged in a way that could reproduce
the TiO2 lattice parameters. A charge value of +2 was assigned to Ti atoms,
whereas it was of −1 for O atoms to provide a good description of the long-term
Coulomb potential. Atomic charge values were taken instead of the correspon-
dent oxidation states [68]. Overpolarization effects were prevented with use of
a boundary region between the quantum cluster and the corresponding PCF.
This consisted of 113 ECPs positioned at the Ti atoms in the PCF close to
the quantum cluster [302]. To achieve net charge neutrality, two separate shell

3The P-C dimer calculation was performed by Wilke Dononelli, who was also of great help
in the validation of the two NEBs.

https://orcid.org/0000-0001-7577-421X
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Figure 5.7: Front view of the cluster model. The quantum region (Ti27O54[O34]68−)
is described by brushed metal atoms, whereas the 113 ECPs are in thick blue dots.
The surrounding PCF is represented with 71247 fine transparent blue (negative) and
red (positive) dots 4.

divided the ECP atoms. The outer shell was defined with the same charge
values of the PCFs, namely +2. The inner shell, having to compensate also the
charges belonging to the quantum cluster, had a value of +2.27 per ECP atom.

In order to compare the quantum cluster properties with that of the rutile-
(110) periodic model, a geometry optimization of the 14 atoms belonging to
the first layer was performed. Both the electronic (band gap) and geometrical
(bond lenghts) values are reported in tab. 5.2. The comparison between the

Table 5.2: Band gap and bond lenghts values of the periodic slab model of rutile-
(110) and the embedded cluster constructed from it 4.

Approach Band gap (eV) P-C (Å) N-C (Å) C-N (Å) C-C (Å)
PBC 1.75 1.89 1.49 1.51 1.57
Cluster 2.15 1.94 1.50 1.51 1.58

two models provides a good agreement, which means that the cluster model can
be trusted to investigate the electronic excitation.

The calculations were performed using the software ORCA [303] with a pob-
TZVP basis set [304]. The ECP and SDD potentials included in ORCA were
used. In order to compare with DFT results, the exchange-correlation functional
of choice was PBE [162] with the DFT-D3 dispersion term of Grimme [172, 173].

TD-DFT and triplet state settings

The TD-DFT calculations were performed using the same settings of the cluster
model5 The auxiliary basis set Def2-SVP/C was also used with the RIJCOSX

4The cluster model was created by Luca Gerhards, the properties of which were then
compared together with the periodic rutile-(110) structure.

5TD-DFT and triplet state calculations were performed by Luca Gerhards on the cluster
model he created by cropping the DFT periodic rutile-(110) structure.

https://uol.de/tc-kluener/mitarbeiter/luca-gerhards
https://uol.de/tc-kluener/mitarbeiter/luca-gerhards


5.3. Adsorption of glyphosate on rutile-(110) 117

approximation [305]. The description of the reaction trajectories in the triplet
state was performed by a scan along the reaction coordinate with 6 steps. In
addition, a state-averaged complete active space self-consistent field calculation
(CAS(2,2) [306, 303] ) was performed to validate both the excitations in the
TD-PBE spectrum and the triplet state. Here, the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) from
the PBE ground state calculation was used in the active space.

5.3 Adsorption of glyphosate on rutile-(110)
The static and especially dynamic approaches carried out in chapter 4 have
proven the great attraction that binds GGG to an amorphous TiO2 surface. The
adsorption configurations identified are certainly an excellent starting point for
a possible degradation procedure, but they need more detailed investigations
passing through ab-initio methods such as DFT. For this to happen, however, it
is necessary to change the TiO2 surface to a more regular one. The amorphous
structure is in fact filled with kinked sites and H+ / OH− ions present on the
surface to mimic a pH value of 7.4, which are impossible to reproduce in small
models subjected to PBC conditions. For this reason, the in-depth GGG search
on TiO2 was performed on the rutile-(110) slab introduced in chapter 3.

The first step consisted of performing the same multi-sampling procedure of
chapter 4 to see whether adsorption orientations similar to those identified on
the amorphous surface or new ones appeared. This time two separate simula-
tions of 25 GGG molecules at 300 K for 110 ns were performed on rutile-(110)6.
In one system the molecules were inserted with their symmetry axis along the
structure parallel to the rows of bridging O atoms, in the other perpendicular.
In both initial configurations the 7 Å distance and 15° rotation was still main-
tained between them. In this way it was possible to have an overall statistic of
50 components in two opposite situations, increasing the quality of the sample.
The last frame of one of the two simulations is showed in fig. 5.8, where the iden-
tified adsorption configurations are also highlighted. The amount of adsorbed
molecules and the different adsorption modes were studied through a Python
script. The time evolution of the distance of the center of the molecule from
the surface and of two perpendicular angles of reference has been observed and
analyzed. Through use of a histogram it was possible to observe the percentage
of molecules in a given configuration, scanned over all 110 ns (fig. 5.9 (a) ).
The second graph, represented in a heat-map fashion, provides information on
the transformations from one adsorption mode to another during the entire MD
calculation (fig. 5.9 (b)).

As many as 47 of the 50 molecules analyzed remained adsorbed to the sur-
face with a direct bond for most of the simulation time, whereas two of them
adsorbed indirectly on top of the first water layer. The strong attraction of
GGG to the rutile can be directly compared to the sample obtained in chap-
ter 4, in which 15 of them were attracted by the upper slab of the amorphous

6Classical MD calculations were performed by Maria von Einem. She has also developed
the Python script for the heat-map and histograms of fig. 5.9 and 5.10 with criteria for the
identification of the different modes that were decided together.

https://www.researchgate.net/profile/Maria-Von-Einem-2
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Figure 5.8: Final snapshot of the MD simulation with the GGG molecules starting
at perpendicular positions to the surface bridging O rows6. Two main adsorption
modes were identified here, namely bidentate and monodentate. They got further di-
vided in different categories: bidentate ⊥, bidentate ||, P-vertical, P-step, C-vertical
and C-step.

surface and only 10 by the lower slab having the distribution of H+ and OH−
ions. This suggests that lack of a charged surface, such as in this case, allows
GGG molecules to be attracted easily. The adsorption orientations identified
on the amorphous surface were also found on the rutile-(110). In this situation,
however, thanks to the regularity of the slab models, it was possible to detect
them with a better definition. GGG molecules bonded to the surface firmly
due to the presence of the charged functional groups. Two types of adsorption
have been observed: bidentate adsorption and monodentate adsorption, as il-
lustrated at the bottom left and bottom right sides of fig. 5.8, respectively. At
the bidentated configurations, both ends of the molecule are adsorbed to sur-
face titanium atoms either at different sides of two bridging O atoms (Bid. ⊥)
or within the same row (Bid. ||). For a monodentated configuration, a strong
differentiation between a binding driven by the phosphate or the carboxylic
group could be identified. Here the molecule can be placed directly in a vertical
position (P-vertical and C-vertical) through O-Ti bonds and without involving
other functional groups, or slightly bent (P-step and C-step). In this case it is
the amine group in the middle of the GGG structure that interacts with rutile
by forming hydrogen bonds with the surface O atoms.
Among all the described situations the bidentated modes dominated the sam-
ple, as analyzed in fig. 5.9 (a). It is also remarkable to observe that half of the
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50 total molecules bonded in the bidentate ⊥ mode, whereas only one third of
them in the bidentate || one. In fig. 5.9 (b) the time evolution for each of the

Figure 5.9: (a) Distribution of the detected adsorption modes evaluated from 50
GGG molecules for a simulation time of 110 ns with a sampling frequency of 10 ps7.
(b) Time evolution of the adsorption modes of 25 molecules per half of the diagram
for a simulation time of 110 ns with a sampling frequency of 10 ps. Image created
by Maria von Einem for ref. [5].

25 GGG molecules in their respective simulations is represented in a heat-map
fashion. The plot clearly shows how stable the bidentate configurations are: 23
and 14 molecules out of 50 remains adsorbed in their bidentate ⊥ and bidentate
|| configurations, respectively, for the whole 110 ns. Especially the bidentate ⊥
mode shows in some cases slight changes to other modes which turn back within
a short time. Monodentated orientations are also representative of a stable ad-
sorption, such as the 3 molecules in the C-step configuration which maintain
it for the entire computation. Note that the C-vertical configuration actually
never appeared in the MD simulations, but its existence was nonetheless conjec-
tured by chemical intuition, and its structure was subsequently analyzed along
with other.

Two 1 ns simulations with a denser-framing sampling of 1 ps were created
by cropping a time window from the 110ns long MDs in order to observe with
more details the evolution of both systems. The results are shown in fig. 5.10.
Here it is possible again to observe the stability of the bidentated modes,

but the resolution now allows a better understanding of the dynamic evolution
of the monodentated ones. The GGG molecules at index 22 (a) and 21 (b)
begin in a P-vertical way, but after 100 ps their amine group starts feeling the
attraction towards the surface bringing to a P-step configuration. This becomes
within time more and more frequent until the bond is well established and
the molecule ends up in a bidentate ⊥ structure. Similar behaviors were also
observed in chapter 4 for the amorphous surface, albeit in a coarser fashion.
On the contrary, the C-vertical configuration does not change its orientation
during the simulation and rather stays stable at its position but for some rare
exceptions such as the molecule at index 7(a), in which the orientation keeps

7Classical MD calculations were performed by Maria von Einem. She has also developed
the Python script for the heat-map and histograms of fig. 5.9 and 5.10 with criteria for the
identification of the different modes that were decided together.
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Figure 5.10: Time evolution of the adsorption modes of 25 molecules for a simu-
lation time of 1 ns and a denser sampling frequency of 1 ps 7. (a) System with the
GGG molecules starting parallel to the surface bridging O rows. (b) System with
the GGG molecules starting perpendicular to the surface bridging O rows. Image
created by Maria von Einem for ref. [5].

oscillating with a bidentate ⊥ one. We assume then that for the P-vertical
configurations the attraction of the central amino directly leads to a bidentated
mode and happens more rarely for modes driven by the carboxyl group. This
explains the low rate of monodentated adsorptions coming from the phosphate
group in the histogram of fig. 5.9 (a).

The six configurations were reproduced on the smaller original rutile-(110)
slab model in order to achieve an in-depth electronic information with DFT
calculations. After performing a geometry optimization, their adsorption energy
to the surface was evaluated through the following formula:

∆Eads = EGGG distant from rutile − EGGG on rutile (5.35)

The energy contribution EGGG distant from rutile is representative of a previously
optimized GGG molecule in a vacuum cell of the same size by a global mini-
mum search procedure 8. In other words, this corresponds to GGG’s gas phase
configuration. Note that, due to the charged background in our system, the use
of the standard formula for the adsorption energy used in chapter 3 for H2O
molecules on TiO2 would actually need an additional term of charge correction,
say Ecorr. The computation of the adsorption energy was then rather performed
by taking into account the fact that EGGG distant from rutile ≈ EGGG+Erutile+Ecorr.
Here the term EGGG distant from rutile refers to the system with GGG positioned
at a distance of 14Å from rutile. The second energy, EGGG on rutile, is represen-
tative of the molecule once adsorbed at the surface. This, when inserted in the
simulation cell at the distance of 14Å from the slab, did not show any major
changes.
The adsorption energies are reported in the first line of tab. 5.3. As expected

8The global minimum search procedure was performed by Wilke Dononelli using ORCA
[303] and was further refined in VASP to be consistent with the other DFT calculations.

https://www.researchgate.net/profile/Maria-Von-Einem-2
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Table 5.3: Adsorption energies and Bader net atomic charges of the optimized
structures of GGG on rutile-(110).

Vacuum Bid.⊥ Bid.|| P-stp. C-stp. P-ver. C-ver.
∆Eads (eV) -3.06 -2.48 -2.92 -1.67 -2.62 -1.94

Charge ( e
Bohr3 ) -1.94 -1.12 -1.10 -1.26 -1.33 -1.25 -1.49

from the classical MDs, the bidentate ⊥ structure promoted the highest at-
traction. Monodentated configurations driven by the phosphate group follow
immediatly after, but their presence has a very low rate due to the fast decay to
a bidentated mode, as previously explained in the denser-framing simulation.
On the other hand, both arrangements based on carboxylic moiety showed the
lowest adsorption energies. In this case, it is not straightforward to move from
the C-vertical or C-step configuration into a bidentate one, which confirms their
minor presence in the histogram of fig. 5.9 (a).
Bader net atomic charges of the six configurations were computed and listed
in the second line of tab. 5.3) in order to visualize how much charge remained
in the various adsorption configurations. In case of the bidentate adsorption
modes, the charge located at the GGG reduces of about 1 eV, whereas in the
monodentated ones is higher. Also from the electronic point of view, then, the
bidentated configurations confirm the results obtained with FF calculations.

5.4 Properties of the bidentate ⊥ mode
Thanks to both the aforementioned classical dynamic analysis and the static
analysis the stability of the adsorption configurations has been well understood.
Since the interest lies in the search for possible degradation pathways, it is nec-
essary to dig deeper in the matter and investigate where the electronic exchange
actually takes place and what is the mechanical torsion the molecule is subjected
to. Being the most probable configuration to occur, the focus from here on will
be on the bidentate mode ⊥ only.

In order to analyze in more detail the charge transfer occurring in this in-
teraction, its electron density difference was evaluated 9. This is shown in fig.
5.11, where the difference was integrated in the y-direction and projected along
the xz plane. At a first glance, one immediately notice that the pollutant is em-
bedded in a blue cloud. The P-C, C-C, C-N and N-C bonds inside the molecule
felt then a strong loss of charge. The surroundings of rutile surface atoms, on
the other hand, tended towards red colors. It is here clear that the two adsorp-
tion sites provided by the phosphate and carboxyl groups are then driving the
interaction. The charge was directly transferred from the O atoms of GGG to
the 5-fold coordinated Ti surface atoms. The electrons were then transported
towards the inner structure and distributed among the first bulk layers. The
same can be observed for the amino group, in which the transfer was slightly
weaker. The latter was driven by the two H-bonds formed between GGG and

9The Python script used to compute the charge transfer was written and provided by
Wilke Dononelli, who also helped in its interpretation together with the other co-authors [5]
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Figure 5.11: The integrated charge density differences are plotted for bidentate
⊥9. Blue areas indicate regions with decreased electron density and red areas with
increased electron density.

the Obridge atoms, that were then carrying the charge inside the rutile structure
as well. The formation of these four O-Ti bonds, together with the two addi-
tional hydrogen bonds, leads to a weakening of the P-C and C-C bonds in GGG.
This indicates that the two bonds may potentially break during a degregation
process induced by adsorption at the surface. However, this type of analysis is
not sufficient to give us an adequate conclusion.

In past works, it has been found that torsional motions can weaken chemical
bonds by preconditioning them for rupture [307]. Since in the bidentate ⊥
conformation the structure of GGG is far from its correspondent gas phase
global equilibrium, a strong strain within the molecule shall be expected. The
GGG molecule, in its bidentate ⊥ configuration, was grabbed out from the rutile
surface and embedded in an explicit water solvent. Through a MD simulation
at 320 K with a duration of 2.5 ps, the structure dynamically relaxed over
time until it reached its thermodynamic equilibrium. A frontal and top view
of the two final conformations is shown in fig. 5.12 At this point, the principal
bonds and dihedral angles within it were measured, averaged along the last 1
ps of simulation time. By evaluating the differences between these averages
and the respective values of the static bidentate ⊥ configuration at the surface,
the largest changes could be detected (see tab. 5.4). No significant changes
were identified in the major bonds (P-C, C-N, N-C, and C-C, starting from the
phosphate group towards the carboxyl group), with differences less than 0.03Å.
The dihedral angles, indices of torsion, also remained stable with variations
smaller than 8°, except in case of the dihedral involving the C-C bond and one
of the two O atoms of the carboxyl group. In it, a remarkable difference of
about 54° was measured.

In order to understand how much strain corresponded to the torsion in the C-
C bond, a rotation along its axis was performed. Based on a 10° step, the energy
was calculated each time using a simple single point calculation. The results
are shown in fig. 5.13 (b). The configuration corresponding to 0° corresponds
to the dynamic relaxation in the explicit solvent. As can be observed, this is a
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Figure 5.12: Comparison between the relaxed GGG structure in a dynamic water
environment and the bidentate ⊥ configuration. In both the top (left column) and
side view (right column) the two molecules were aligned along the phosphate group.

Table 5.4: Measured bond and dihedral differences between the relaxed GGG struc-
ture in a dynamic water environment and the bidentate ⊥ configuration. The greatest
dihedral difference is marked in bold.

In water cell At the surface Difference
Bonds (Å)

P-C 1.89 1.87 0.02
C-N 1.49 1.51 -0.02
N-C 1.51 1.50 0.01
C-C 1.57 1.54 0.03

Dihedrals (°)
O-P-C-N 184.09 179.74 4.34
P-C-N-C 184.72 192.70 -7.98
C-N-C-C 179.82 171.75 8.07
N-C-C-O 264.11 209.89 54.22

minimum of the strain in the bond. The bidentate ⊥ structure is instead close
to a point of maximum. Thus, when the molecule approaches the surface, its
C-C bond shall possess a very high strain.

The structural deformations of the bidentate ⊥ mode were then investigated
by terms of JEDI analysis [279, 280, 281]10 The resulting values are reported in
fig. 5.13 (a). It can be observed that the adsorption leads to a strain of 1.67 eV,
which is actually overestimated of about 10% by the JEDI protocol and then
justifies the assumption of the harmonic. The highest contribute to the strain
energy is stored in the C-C bond as well as in the P-C and N-C bonds with
smaller amounts. It can then be concluded that the energy gained through the
bidentate ⊥ configuration overcompensates the strain energy in the gas phase
by storing the strain predominantly in the C-C bond.

10All JEDI calculations were performed by Tim Stauch, the results of which were interpreted
and analyzed together with the other co-authors [5].

https://www.uni-bremen.de/ag-stauch/team/prof-dr-tim-stauch
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Figure 5.13: (a) JEDI analysis of the bidentate ⊥ configuration of GGG on ru-
tile (110) 10: the strain of the bonds, angles and torsions has been computed and
summed up in the bottom left panel. The color code ranges from green (no strain)
to red (high strain). (b) The major strain in the bidentate ⊥ configuration is in the
torsional motion of the C-C bond at the carboxyl group. This rotated of 54° from
the equilibrium structure in solution in order to reach the optimal adsorption mode.

Through this analysis it seems clear that the main probability of breakage
is in this chemical bond. As we will show in the next section, the C-C bond is
actually one of the bonds least likely to activate degradation. Water molecules
around the bidentate ⊥ structure, which were not present in the charge transfer
and torsional analysis, do in fact play an active role changing the conjectures
made up to this point.

5.5 Degradation of the bidentate ⊥ mode
Both the energy and strain analysis made it clear that, if the molecule can be
torn apart, then this must start from one of the main bonds. Starting from the
phosphate group to the carboxyl group, they are here named as the P-C, C-N,
N-C, C-C bonds. In this section, we will proceed with manually breaking these
bonds and then evaluate their actual realization through the respective reaction
barriers. We will then proceed with TD-DFT calculations to understand if
photocatalytic activation promotes a different type of degradation than that
identified in GS.

5.5.1 Thermal degradation

The static study of charge transfer and strain led to the conclusion that any bond
breakage occurs primarily at the C-C site. However, it should not be forgotten
that the bidentate configuration ⊥, as well as the others, have been identified
within an aqueous environment. The explicit solvent not only represents a



5.5. Degradation of the bidentate ⊥ mode 125

barrier to be overcome in the adsorption reaction at the surface, but may in
principle be a key key to the stabilization of the structure.

To observe this, two ab-initio MDs at 320 K were performed. The first one
lasted for 8.4 ps and was carried out with the optimized bidentate ⊥ structure
at the surface embedded in an implicit solvent. Here, the carboxyl group left
its adsorption position heading towards the vacuum after 1.5 ps and the P-step
configuration was observed. Right afterward, also the amine group slacked the
attraction to rutile and the structure ended up being in the P-vertical one.
Note that P-vertical configurations appeared in the explcit solvent FF sample
with a percentage of 0.2% over 110 ns. It is therefore very unlikely that a
DFT calculation without explicit water molecules produced this result without
a specific reason: the explicit solvent must stabilize the structure. This was
confirmed by the second MD, in which the bidentate ⊥ conformation at the
surface was embedded in the same water network identified in chapter 3 for
rutile-(110). Here the calculation lasted just for 2.4 ps due to the expensive
simulation time. This time, the bidentate ⊥ structure did not leave rutile,
indeed suggesting that the presence of water in the system is an active element in
maintaining the arrangement, as it represents barrier not possible to overcome at
such a temperature. This leads to another important conclusion: the possibility
of water molecules being an active part of a degradation process cannot be ruled
out either.

Four steered MD simulations (one pull for each main bond) at 320 K were
then performed in the same explicit water environment to study the eventual
degradation reaction. In this way it was possible to observe water reactions
dynamically already during the pulling of the bonds. The final, optimized frag-
ments are shown in the bottom part of fig. 5.14.

Figure 5.14: Initial and final configurations of the bidentate ⊥ structure after the
action of the steered MDs together with the four final snapshots of the following
unconstrained MDs. The graph represents the averaged potential energy of the
system over the last picosecond of each simulation. The black line corresponds to
the averaged potential energy on the bidentate ⊥ structure without any pulling.
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• P-C. The P-C bond disruption is recognized experimentally as the sar-
cosine pathway and in the laboratory has been identified as the one that
can be induced by photocatalytic activation [60].
This steered MD was actually the only one leaving out three ending frag-
ments instead of two, as shown in fig. 5.15. Already after 1.1 ps during the

Figure 5.15: Final snapshot of the P-C bond break performed with the same
steered MD routine used for C-N, N-C and C-C. The lack of a proper relaxation
time for water led to the formation of three ionic fragments. The modified protocol
included an additional distance between a H2O molecule and the phosphate group,
the resulting structure of which is reported in fig. 5.14.

pulling we observed that the sarcosine part (C3H6NO2) broke its N-C bond
as well. Hence, at the end of the steered MD three fragments were formed,
respectively composed by phosphate (PO3), methaniminium (CH4N) and
athylenperoxyd (C2H2O2). The unconstrained MD that followed lasted
7.7 ps, a rather long time in order to observe eventual recombinations.
The two outermost molecules (PO3 and C2H2O2) remained steadily ad-
sorbed to the surface through their original bonds. In the phosphate group
the P atom created an additional bond to a 2-fold coordinated surface O
atom, whereas the central C3H6NO2 fragment underwent meanwhile a
strong rotation. First, both the two hydrogen bonds of the NH2 part with
the bridging O atoms broke. Then, after rotating on its position, a new
hydrogen bond was formed between the unadsorbed O atom in the PO3

molecule. This did not stand for a long time (0.6 ps), letting methanim-
ium to complete its rotation and lie horizontally on the surface with two
new hydrogen bonds onto the previous bridging O atoms. This last inter-
action, though, was rather weak as the hydrogen bond belonging to the
C atom was right afterwards disrupted.

The unfolding of sarcosine not only is inconsistent with expectations com-
ing from experimental data [60], but it also produces two highly unstable
fragments. We assume that this final configuration formed due to the
absence of a water molecule capable of rapidly binding to the phosphate
group within the pulling time, stabilizing the charges involved. However,
a repetition of the simulation with a lower pulling rate does not guarantee
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that a different reaction will take place, since it could also be an unfa-
vorable initial configuration in which the water molecules are not close
enough to the phosphate group.
For this reason the simulation was carried out again with the addition of a
push between the O atom of the first water molecule above the phosphate
group and the P atom. This new steered MD lasted 1 ps, corresponding
to 1 Å of O-P approach and simultaneous P-C bond separation. In the
pushing-and-pulling procedure, the amino group of the GGG broke a hy-
drogen bond with the surface and put itself at an upward slant. During
the following unconstrained MD, which lasted 2.3 ps, the water molecule
broke into OH−, binding to the phosphate group, performing a proton
flip towards the CH2 moiety of the sarcosine. This moiety then initiated
a slight twist, moving away from the phosphate group. After 0.6 ps, the
amino group undertook a rotation, breaking the remaining hydrogen bond
to reform soon after with the second H atom. The overall structure re-
mained thermodynamically stable, with the methyl group CH3 created
again positioning itself in the direction of the phosphate group.

• C-N. To our knowledge, there are no experimental data to a possible
disrupture of this bond.
Almost immediately after the onset of the steered MD, at a time of 0.5
ps, a change within the phosphate group was observed: the unadsorbed
O atom moved to a central position between the P and C atoms. It then
created a further bond with the latter, compacting the structure. On
the other resulting glycinate (C2H4NO2) fragment the break of the two
hydrogen bonds with the surface could be observed. This molecule tilted
onto a more vertical position, remaining then stable for the rest of the 5.5
ps long MD. Here, one H2O molecule of the solvent stabilized the fragment
by forming a hydrogen bond with the NH2 part. The same occurred
with the central O atom in the other formed structure, the methilene-
phosphate-like molecule (CH2O3P).

• N-C. This reaction is the one that follows the most well-known pathway
of AMPA, which is scientifically recognized as the one to occur thermally.
The compound was indeed created by stretching the N-C bond. The
final result depended however heavily on the action of the water in the
surrounding solvent. While the pulling was still in progress, at a time of
0.7 ps, an H2O molecule dissociated. This was located exactly between
the phosphate and carboxyl groups, the latter mirrored along the (010)
axis by the PBC. An H atom of the molecule detached to be adsorbed
by a bridging O atom. Thus, a second water molecule in the vicinity
recovered the loss by yielding one of its hydrogen atoms. The remaining
OH− hydroxyl formed a bond with the athylenperoxid fragment (C2H2O2)
via its O atom. Finally, the restored H2O formed a hydrogen bond with
the unadsorbed O atom of AMPA instead. The entire structure then
remained stable for the entire following unconstrained MD of 3.5 ps. It
is important to observe that, if it was not for the active water molecules,
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by breaking AMPA along its P-C bond the three fragments of the P-C
steered MD would be again obtained.

• C-C. According to the static analysis performed, the C-C bond should
be the one most prone to breakage given the strong strain it possesses.
The theoretical work of Catao et al. [256] also identifies in this bond
the most likely photocatalytic activation for the molecule embedded in a
water environment.
Right after the pulling, it was clear the intention of the formed carbon
dioxide (CO2) to reconnect with the main fragment. The latter, though,
started rotating and moved aside with its CH2 part, while keeping stable
the two hydrogen bonds of the amino group. The CO2 molecule then
created a new hydrogen bond between one of its two O atoms and one of
the H atoms in the amino group, forcing the detachment of the latter from
the surface. In the meantime, one H2O molecule belonging to the solvent
split, triggering a Grotthuss mechanism. One proton moved to the CH2

in the main fragment. The remaining OH− got transferred through the
water chain reaction to the CO2 molecule, which had previously broken
the newly created hydrogen bond. For the rest of the MD of 4.7 ps,
no further dynamic changes could be identified. This "proton circuit"
corresponds exactly to the one observed already by Catao et al. [256]
without the contribute, though, of any surface.

On the top-right panel of Fig. 5.14, the graph shows the averaged potential
energy of each studied system over its last picosecond of unconstrained MD.
In this way, it is possible to observe which configuration proved to be more
thermodynamically stable. Here, the black line represents the reference system,
which corresponds to the averaged potential energy on the last picosecond of
the bidentate ⊥ structure on rutile in the explicit solvent. Although the noise
and entropy provoked by the surrounding explicit water molecules are high, the
initial setting was the same in all the four cases. The positive difference of
+0.67 eV shows that the C-N bond is the only unfavorable one with respect to
the reference system. The C-C bond break, on the other hand, is quite close to
the averaged bidentate ⊥ value, with a value of −0.31 eV. The N-C bond break
follows then with a difference of −1.23 eV, whereas it is of −2.98 eV for the
P-C bond break. The lowest potential energy therefore suggests that the P-C
bond break is the most dynamically stable, but it does not mean that it is also
the most likely to get disrupted. To obtain this information, it is necessary to
analyze the energy barriers of the break reaction.

Static studies via a combination of NEBs or dimer method were performed
on the three bonds shown to possess lower potential energy than the reference
value in dynamic environment. The results are shown under "thermal degrada-
tion" in the first column of Fig. 5.16.

11The calculations of the triplet state were performed by Luca Gerhards and further dis-
cussed together with the other co-authors [5].

https://uol.de/tc-kluener/mitarbeiter/luca-gerhards
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Figure 5.16: Left column: (a) final curves corresponding to a GS dimer opti-
mization of the P-C bond break, (b) a GS NEB calculation with dimer of the N-C
bond break through 15 images and (c) a GS NEB of the C-C bond break through
8 images. Right column: final curves corresponding to triplet calculations of bond
breaking through 6 steps for P-C (d), N-C (e) and C-C (f) 11.

The final structure of the P-C (fig. 5.16 (a)) bond breaking was optimized and
the transition state evaluated through a dimer method 12. Here a single water
molecule is involved which, as in the steered MD, gives up a proton to sarcosine
when it binds with the phosphate group. The height of the reaction barrier
is 2.68 eV for a favorable final product of −1.08 eV relative to the initial ⊥
bidentate structure. As on-going research, a NEB is currently being prepared
that can help observe a refinement of the minimum energy pathway (MEP) and
possibly identify intermediate minimum points.
A NEB composed of 15 images was actually carried out and refined by dimer
method regarding N-C bond breaking (fig. 5.16 (b)). The initial and final
states were taken from the bidentate ⊥ structure and the final product of the
steered MD, respectively. In general, the MEP followed by the NEB described a
similar trajectory to that of the steered MD with following unconstrained MD.
The reaction barrier here is 2.40 eV for a final product having −0.43 eV lower
potential energy than the initial one.

12The P-C dimer calculation (fig. 5.16 (a)) was performed by Wilke Dononelli, who was
also of great help in the validation of the two NEBs.

https://orcid.org/0000-0001-7577-421X
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Investigation of C-C bonding was performed through a NEB consisting of 8 im-
ages (fig. 5.16 (c). Again, the initial and final products were taken directly from
the corresponding steered MD. The trajectory corresponding to MEP is again
analogous to that observed during steered MD with following unconstrained
MD. This is the only case, however, where the final state has a similar (slightly
more unfavorable) energy than the initial one, with a difference of 0.16 eV. The
reaction barrier was 3.54 eV, although this value is only close to the saddle
point. We observe that according to Catão et al. [256] the C-C bond breaking
should occur with a 3.33 barrier in the case where water is not involved, other-
wise it drops to 2.00 eV. Thus, the existence of another MEP that makes this
reaction more favorable cannot be ruled out. The structure of GGG studied
by the authors, moreover, is not the bidentate ⊥ and has no interaction with a
surface.

The results of this analysis allow us to conjecture which bond is most likely
to break in the case of interaction with at least one water molecule. We imme-
diately observe that, unexpectedly from what was found through the analysis
of the electronic and torsion properties of the bidentate ⊥ structure, the C-C
bond is actually the least likely to break among the three. Furthermore, al-
though the sarcosine path product is more stable than the AMPA pathway, it
is the latter that possesses the lowest reaction barrier. Both energy values are
however lower than the 3.40 eV corresponding to a wavelength of 365 nm of the
usual photocatalytic processes. Up to date, most of researchers were not able
to overcome this barrier for glyphosate or other degradation products [256, 308,
309, 60]. Considering also the value of the reaction barrier of the C-C bond
as within this range, we can say that all the reactions investigated have the
potential to be photoinduced.
Finally, we observe that the stability trend dictated by the potentials during
the dynamic simulation was respected (see fig. 5.14). The values of the fi-
nal products are higher than those found previously because the water inside
the dynamic cell forms stable bonds at both sides of the rutile-(110) surface,
strengthening the overall equilibrium, which is not the case with an implicit
solvent such as in the NEB calculations.

5.5.2 Photo-degradation

The presence of water during the degradation processes was a major influence
in understanding which pathway is the more likely to occurr thermally at the
GS level of theory. It is now necessary to investigate whether the N-C bond
turns out to be the favorable one even in case of ES or whether it is the P-C,
as predicted by the experimental literature [60].
In order to study the photocatalytic behavior and the accompanying destabi-
lization of bonds in the bidentate ⊥ structure, the total DOS of the adsorbed
system has been compared to the pristine as shown in fig. 5.17. It can be
observed that a slight reduction of the band gap is induced upon adsorption,
leading to a value of 1.59 eV compared to the 1.75 eV of rutile-(110) found
in chapter 3. This means that the presence of GGG on the surface actually
promotes photocatalytic activation. Note however that the underestimation
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Figure 5.17: Total density of states (DOS) of rutile-(110) (orange) with and without
adsorption (purple). The band gap shifts from 1.75 eV to 1.59 eV upon adsorption,
meaning that there is a higher likelihood of photocatalytic activation. The curves
were smeared with Gaussians and shifted to the VBE.

of the band gap is a well known behavior for the PBE functional [163, 310].
The method selected to perform ES analysis was TD-DFT 13 by reproducing
the GGG-TiO2 interface was first reproduced on a rutile-(110) cluster. Here,
a direct comparison between the crystalline highest occupied molecular orbital
(HOMO) near the Fermi energy shows an equivalent hybridization between the
orbitals of the bidentate ⊥ structure and the surface band, as reported in fig.
5.18. This result then well supports the charge transfer into the surface dis-

Figure 5.18: Schematic effects of excitation on the orbitals. The HOMO level
crystalline orbitals at the Γ-point of the GS periodic structure (left) are compared
to the cluster model in both GS (central) and ES (right). Negative isovalues are
displayed in blue, positive ones in red. In the GS the isovalue is ±0.015 e/Å3,
whereas in the ES it was set to ±0.007 to better visualize the 3d-Ti orbitals13.

cussed in the previous section in section 5.4. The strong localization of the
HOMO level at the phosphate group is a clear indication of the destabilization
of the P-C bond in case a photo-induced excitation takes place. As visible from
the virtual bands of TiO2, an excitation into the unoccupied Ti-d-bands from

13TD-DFT calculations were performed by Luca Gerhards on the cluster model he created
by cropping the DFT periodic rutile-(110) structure.

https://uol.de/tc-kluener/mitarbeiter/luca-gerhards
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the occupied hybridization bands might in fact occur.
In fig. 5.19, a comparison between the absorption spectra of the pristine rutile-
(110) surface and the adsorbed GGG molecule is reported. The calculated

Figure 5.19: Comparison between the TD-DFT spectra of the bidentate ⊥ con-
figuration (purple) with the cluster model rutile-(110) surface (orange)13. At its
interaction with the surface, the first electronic excitation can be detected at 1.14
eV, while for the pristine TiO2 they it occurs at 2.15 eV. Image created by Luca
Gerhards for ref. [5].

spectra indicate that the excitation energy is significantly lowered by the bind-
ing of the adsorbant. The pristine surface has its first electronic excitation at
2.15 eV, which is close to the calculated band gap of the calculations with pe-
riodic boundary conditions (1.75 eV, see 3). The adsorbed GGG shows its first
electronic excitations at 1.14 eV, which is also not far from the calculated band
gap of 1.59 eV of the system (see fig. 5.17). An investigation of the character
of the transitions makes it then clear that the HOMO is involved in several
excitations. Therefore, the charge transfer into the d-bands of TiO2 in this case
occurs leading to an even more charged adsorbate, which destabilizes the bonds
in the molecule by reducing the electron density of the bidentate ⊥ configura-
tion. This suggests that the experimental investigations of the photocatalytic
degradation under irradiation of the system [60] are confirmed. The simulations
indicate in fact that, after the photocatalyitic excitation, the P-C bond might
break, leading to the degradation products of sacrosine and orthophosphate.

A more detailed investigation of this excitation was performed with a triplet
state calculation of the system14, which is an approach already been success-
fully used in previous works to describe photocatalytic reactions [311, 312]. As
shown for the ES of fig. 5.18, the phosphate and 3d-Ti orbitals formed a super-
position. One electron is then transferred to the 3d conduction band of TiO2,
thus weakening the P-C bond. Hence, a P-C break should be expected to be
the favorable one under photo-excitation.

14Triplet state calculations were performed by Luca Gerhards on the cluster model he
created by cropping the DFT periodic rutile-(110) structure.

https://uol.de/tc-kluener/mitarbeiter/luca-gerhards
https://uol.de/tc-kluener/mitarbeiter/luca-gerhards
https://uol.de/tc-kluener/mitarbeiter/luca-gerhards
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To describe the trajectories of all three bond breaks, a scan was performed along
the reaction coordinate in the triplet state through 6 geometrically optimized
steps. They consisted of stretching and breaking bonds of interest followed by
geometry optimizations for each image. The final resulting curves are reported
in the right column of fig. 5.3 under the label of photo-degradation.
A comparison of the two occupied orbitals in the triplet state with the electronic
excitation in the TD-PBE spectra (see 5.19) reveals that it corresponds to the
ES. In contrast to thermal degradation, this time it is the P-C bond (fig. 5.16
(d)) that provides the least reaction barrier, with a very low activation value
of 0.37 eV. The destabilization through excitation at the phosphate group is
in fact localized and for this reason it provides a reduced energy of the bond
break. The resulting product, corresponding to the third data point, promoted
a proton transfer from the amino group. The H atom, remaining bound to the
surface O bridging, strengthens the configuration by forming a hydrogen bond
with the phosphate group. The energy of this state is −0.60 eV lower than the
initial energy.
In contrast, the N-C bond break (fig. 5.16 (e)) is the one that demonstrates
having the highest activation barrier with a value of 1.08 eV. In this case the
energy corresponding to the final product is basically coincident with the initial
one (0.09 eV), indicating its possible reversibility. Here the structure is similar
to the final steered MD, except that the amino group remains bound to the
surface. This is likely due to the lack of an interaction with the water molecule,
which plays an important active role in the thermal reaction.
Finally, the bond C-C ((fig. 5.16 (f))) which was expected to break from the
mechanical point of view, shows a reaction barrier of 0.60 eV which is lower than
that corresponding to N-C but higher than that of P-C. In contrast to the other
two cases, however, here the final product is slightly higher in energy (+0.40
eV). This suggests that the reaction is not favorable and can easily return to
its initial state once photocatalytically activated. Again, the absence of water
molecules affects the final structure and it cannot be ruled out that with them
the reaction barrier would be lowered, as suggested by Catao et al. for GGG in
the gas phase [256].

Electronic properties such as the spin denisties of the products at the transi-
tion states need of course further investigations, which are part of the on-going
research.

5.6 Summary
In the present chapter we used atomistic simulation methods to investigate the
adsorption of GGG on the rutile-(110) surface. The molecule showed a high
adsorption to the surface especially in its bidentate ⊥ mode, which confirmed
the expectations of chapter 4 at the amorphous surface. This configuration was
then taken as representative and further investigated both in terms of charge
transfer and strain analysis in order to get a hint on the location of the most
probable bond break to occur under external mechanical forces. In the first
case a transfer of roughly one electron was observed from the functional groups
binding to the surface atoms, leaving the molecule at the phosphate, carboxylic



134 Chapter 5. Adsorption and degradation of glyphosate on rutile-(110)

and amine groups. This charge is distributed into the rutile’s bulk, where it
gets then dissipated. The strain analysis identified the C-C bond as the major
strain location, which suggested in a first place that this would be the most
likely break to occur.
When thermal effects came into play, though, this assumption was refuted.
Through steered MD simulations and following NEB/dimer calculations it has
been proved that, from the thermodynamic point of view, the N-C bond is the
most likely to break. This confirms the experimental data, which suggest the
AMPA pathway as the one to be taken in dark conditions [61, 60].
In order to understand the photo-degradation, a cluster model was developed
to perform TD-DFT simulations. The cluster simulations were in good agree-
ment with the DFT simulations in terms of ground state properties (band gap
and HOMO-levels) as well as in the comparison of the geometrically optimized
structures. Here not only the DOS showed a reduction of the band gap upon
adsorption, but also the TD-DFT spectrum had its first signal in the same
regime. This suggested a high likelihood for the bidentate ⊥ structure to pro-
ceed in a photocatalytic reaction, which was confirmed by triplet states calcu-
lations. Experimental results were again confirmed here for activation by light
[60], indicating the sarcosine pathway as the most favorable, corresponding to
P-C bond disruption.
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CHAPTER 6
Conclusions and final remarks

The presence of pollutants in water resources is one of the biggest environmen-
tal problems humanity has ever faced [6, 7, 8]. There is no single quick and
easy solution able to tackle it, but rather a precise and detailed study based on
experimental and computational data is needed. With our work we have made
a substantial contribution to it with the establishment of an analytical protocol
that spans several theoretical levels. The combination of FF, DFTB, DFT and
TD-DFT methods has indeed allowed us to shed a light on the phenomenon of
adsorption and degradation in an efficient way both in terms of accuracy and
computational time. While the multi-sampling approach allows us to simultane-
ously study the dynamic evolution of several molecules in one system, ab-initio
methods can focus on the most statistically significant result, investigating its
quantum properties in both the GS and ES (see fig. 6.1). The power of this

Figure 6.1: Scheme of how the protocol developed in the thesis works. From a multi-
sampling method, one representative configuration is taken out to be investigated at
the surface more in detail both in the GS and ES.
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combination is in the fact that the limitations of one method cancel out with
the advantages of the other and vice versa. This is the case with the dependence
on a parameterization for FF or DFTB as well as for ab-initio methods, such
as DFT or TD-DFT, due to the lack of ability to investigate systems of sizes
and times in the nano-scale.

The experimental results speak for themselves [40, 42, 43, 44, 45, 46, 55, 56]:
TiO2 is a material with outstanding properties, capable of adsorbing most water
contaminants and promoting their degradation through photocatalytic activity.
Both processes are not at all trivial to describe as they incur several complexi-
ties. Through the study of the selected 9 pollutants we have shown that there
are multiple obstacles occurring during the phase of surface approaching. The
highly ordered first water layer represents for instance a barrier that must be
overcome in order to proceed with direct adsorption modes to TiO2. However,
it is often an indirect adsorption the one taking place, which can easily turn
out in a new diffusion of the contaminants into the aquatic environment. Next
to this pollutant-water competition, the molecules itself can also interact with
each other. This results in molecular arrangements, or clusters, that can no
longer identify a precise adsorption site on TiO2. The molecules that, however,
do feel a strong attraction towards the surface and therefore remain adsorbed
for at least more than 5−10 ns, bind to it through precise functional groups. By
first observing the force-distance curves and then the duration and frequency of
adsorption of these contaminants, we assume the existence of a ranked ladder
that quantifies their binding strength. Starting from the most weakly attracted
to the most strongly attracted, we identified the hydroxyl, carboxyl, carboxam-
ide and phosphate groups (see 6.2). As with amino acids, adsorption depends

Figure 6.2: According to our static and dynamic analysis on the 9 pollutants, the
phosphate group (GGG) is the one providing the most stable adsorption mode to
the TiO2 surface. It is folowed by the carboxamide (CRB), carboxyl (GGG, SLC)
and hydroxyl (ACE) groups.

primarily on functional groups and less on the backbone structure [211, 206,
207, 209, 208, 210, 212]. It is therefore entirely justifiable, as well as beneficial,
to exploit the results obtained on the interaction of amino acids with TiO2, of
which the literature continues to be enriched for applications in the medical
field, to investigate the adsorption of water pollutants.
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Although the presence of a specific functional group indicates the intensity
with which a molecule adsorbs to the surface, this does not provide any kind of
information on what the most likely degradation pathway will be. The GGG
molecule has indeed been shown to possess a very strong attraction force with
TiO2 due to the presence of both the phosphate and carboxyl functional groups
[5], but the identification of the most likely bond break upon degradation re-
quired detailed ab-initio analysis. The recognition of the bond in which the
most torsional strain resides provided very important information about the
conformation of the molecule, but this was not yet sufficient to state that it was
also the most likely to break. The solvent around the adsorption configuration
in fact not only serves to sustain the molecule at the surface, but is an active
part of the degradation reaction through proton transfers and stabilization of
the fragments produced. This was observed in our work with respect to thermal
activation in GS, but it cannot be excluded that it could also occur in ES. Here,
though, all water molecules adsorbing to the surface need an ES treatment as
well, since due to the homocatalytic cleavage a co-adsorbate can be neglected
due to a lack of formation of ionic charges. This results in a complex system,
which would then need a much higher computational effort.

It is exactly the need to insist on developing ever more efficient methods
that makes scientific research as challenging as exciting. One goal that should
be achieved in the near future is to find an approach able to handle nano-
scale systems without losing ab-initio information. Semi-empirical techniques
such as DFTB are a promising prospect that is garnering increasing success [82].
Through the study of the properties of two different reconstructed rutile surfaces
[183] we have shown that this method is indeed able to find results comparable
to those of DFT, but unfortunately it still finds gaps in the correct description
of hydrogen bonds while maintaining the same type of parameterization. As-
suming to achieve this information and to reach a comparable representation
also for the organic molecule - TiO2 interface interaction, it would then be possi-
ble to study the adsorption and degradation in an even more extensive way. As
reported in our work, in fact, each surface cut has different electronic properties
and can therefore promote other types of reaction pathways. A study conducted
on reconstructed, defective or doped surfaces would require, on the other hand,
simulations that can only be achieved through semi-empirical methods.

The complexities to consider within the system are not limited to this. In
the multi-sampling method considered in our research, molecules of the same
species were taken into account in order to study their statistically more fre-
quent adsorption mode. The eventual creation of clusters among the pollutants,
however, opens up the way to other simulations in which the contaminants in-
cluded in the sample are of different species (see fig. 6.3). Their interaction
could in fact create new macromolecules with completely different properties
compared to the original components. Would they feel the attraction of the
surface even more strongly or would they rather stay in the solvent? How
would the kinked sites of an amorphous or reconstructed surface affect any ad-
sorption and degradation of this heterogeneous cluster? Again, a comparison of
FF approaches with suitable semi-empirical methods would be an optimal way
to find that out.
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Figure 6.3: Example of a perspective for future calculations. The (001)-rec model
is considered as the irregular surface on which to investigate the in-water dynamic
trends of three pollutants of different species (TTR, ACE, GGG). Ideally, the simu-
lation should be performed in DFTB to maintain ab-initio information.

Another key factor is the pH. Experimentally, it is known how the surface charge
of TiO2 changes according to the pH of the system [39, 10, 19, 12, 24, 13, 60,
55, 24, 61]. Our FF simulations were based on the physiological pH of 7.4,
but it is necessary to continue with investigations also under basic and acidic
conditions. Where exactly does the pH dependence reported in the degradation
rates come from? Is it perhaps due to the high percentage of surface hydroxyls
which then affect the adsorption modes? Does the electron transfer present at
the contaminant-TiO2 interface observed in this work change due to a charged
surface? The difficulty in answering these questions, however, lies in the ab-
initio representation which, given the small size of the surface and the presence
of PBC, would not be able to have a distribution of hydroxyls and protons that
accurately reproduce the desired pH without incurring fictitious mistakes.

In conclusion, although our study has been able to give an explanation of
several phenomena, other exciting perspectives are already on the horizon. This,
however, is the fate of scientific research: for each given answer, new questions
await.
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Appendix

Proofs of theorems and insights related to the sections of theoretical back-
grounds described during the thesis are given in this appendix chapter.

Born-Oppenheimer approximation

The Hamiltonian operator of the many-body problem is very complex and its
computational application inefficient. For this reason, it is possible to apply
a first assumption, called Born-Oppenheimer approximation [86]. It is based
on the fact that the masses MI of the ions are much larger than that of an
electron me. In the lightest case of the hydrogen atom, in fact, the nucleus (a
proton) has a mass 1836 times heavier than that of the electron. The higher
order of magnitude allows us to assume that while electrons perform their mo-
tion, protons remain basically stationary. Born-Oppenheimer’s idea is then to
calculate in quantum terms the solutions of the Schrödinger equation given only
by the electron Hamiltonian operator Ĥe. This recalls the same operator of eq.
3.2, but takes into account the position vectors ~RI as parameters and not as
variables:

Ĥe = − ~2

2me

n∑
i=1

∆i︸ ︷︷ ︸
electronic kinetic term

+
n−1∑
i=1

n∑
j>i

e2

‖~ri − ~rj‖︸ ︷︷ ︸
electron-electron interaction

−
N∑
I=1

n∑
i=1

e2ZI∥∥∥~RI − ~ri
∥∥∥︸ ︷︷ ︸

electron-ion interaction

(A.1)

=K̂ + Vee + Vext

Note that terms depending purely on the ionic coordinates, namely the ionic
kinetic operator and the ion-ion interaction, are simply eliminated, as they
would be constants. By writing the formula compactly, we will from now on
refer to K̂ as the kinetic operator, to Vee as the electron-electron repulsion and
to Vext as the external potential. The latter is a very important term that will
be the key turning point in DFT theory. In the same way, we shift {~RH}H from
being variables to parameters in the total wavefunction∣∣∣Ψ({~RH(t)}H , {~rh(t)}h)

〉
:=
∣∣∣Ψ{~RH(t)}H ({~rh(t)}h)

〉
:= |Ψ({~rh(t)}h)〉 , (A.2)
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which allows us to write down the stationary electronic Schrödinger equation:

Ĥe |Ψ〉 = E |Ψ〉 (A.3)

The quantum system, therefore, reduces to 3n and not 3(N + n) degrees of
freedom. Of course, for the purposes of ab-initio MD, the ions in the sys-
tem must still move. Given their much slower than electronic motion, the
Born-Oppenheimer approximation assumes that it can be treated with New-
ton’s classical equations. The potential of the system referred to by the forces
at each numerical integration step, called the Born-Oppenheimer potential
VB-O({~rh}h, {~RH}H), corresponds to the ground state (GS) of the expectation
value of the electronic Hamiltonian operator:

MI
d2

dt2
~RI = −∇IVB-O({~rh}h, {~RH}H) = −∇Imin

Ψ∈Q
〈Ψ|Ĥe|Ψ〉 (A.4)

In the above formula, Q is the set of L2(R3n) = {Ψ : R3n −→ C|
∫
R3n Ψ < +∞}

in which the wavefunctions are properly normalized to 1.

Proof of Rayleigh-Ritz principle

We report again the Rayleigh-Ritz principle [156] and give a proof of it.

Theorem 4 (Rayleigh-Ritz principle). Given the many-body, stationary, elec-
tronic Schrödinger equation, the expectation value of the electronic hamiltonian
operator Ĥe on any wavefunction cannot be lower than the GS energy of the
system.

Proof. First, we can multiply both term of eq. A.3 by 〈Ψ|. Analytically speak-
ing, this corresponds, according to the formalism of Dirac’s bra-ket, to calculat-
ing the expectation value by integral.

Ĥe |Ψ〉 = E |Ψ〉 ⇒ 〈Ψ|Ĥe|Ψ〉 = 〈Ψ|E|Ψ〉

Since the energy E is a real number and not a function, it can be taken out of
the integral and made explicit.

〈Ψ|Ĥe|Ψ〉 = E 〈Ψ|Ψ〉 ⇒ E =
〈Ψ|Ĥe|Ψ〉
〈Ψ|Ψ〉

The GS energy EGS, per definition, is the lowest energy of the system given by
a normalized wavefunction. Hence, we have that

E > EGS = min
Ψ∈Q
〈Ψ|Ĥe|Ψ〉
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Explicitation of Vext in terms of ρ

We provide a derivation of how the term Vext in the Hamiltonian operator can
be rewritten explicitly in terms of the electronic density.
We start writing its expectation value for the GS wave-function:

〈Ψ0|Vext|Ψ0〉 =

∫
R3n

Ψ∗0(~r1, . . . , ~rn)Ψ0(~r1, . . . , ~rn)
n∑
i=1

N∑
I=1

Ze2∥∥∥~ri − ~RI

∥∥∥d~r1 . . . ~rn =

=

∫
R3n

‖Ψ0(~r1, . . . , ~rn)‖2
n∑
i=1

N∑
I=1

Ze2∥∥∥~ri − ~RI

∥∥∥d~r1 . . . ~rn

By developing the summation in i term by term, we can break the integral into
n integrals thanks to Fubini’s theorem:

〈Ψ0|Vext|Ψ0〉 =

∫
R3

N∑
I=1

ZIe
2∥∥∥~r1 − ~RI

∥∥∥
(∫

R3(n−1)

‖Ψ0(~r1, . . . , ~rn)‖2d~r2 . . . d~rn︸ ︷︷ ︸
1
n
ρΨ0

(~r1)

)
d~r1+

· · ·+
∫
R3

N∑
I=1

ZIe
2∥∥∥~rn − ~RI

∥∥∥
(∫

R3(n−1)

‖Ψ0(~r1, . . . , ~rn−1)‖2d~r1 . . . d~rn−1︸ ︷︷ ︸
1
n
ρΨ0

(~rn)

)
d~rn

For the purposes of integration, however, there is no difference between ~ri, so
that we can simply define them as ~ri = ~r. In this way we can add up all the
electronic densities and get

〈Ψ0|Vext|Ψ0〉 = �n
1

�n

∫
R3

N∑
I=1

ZIe
2∥∥∥~r − ~RI

∥∥∥︸ ︷︷ ︸
Vext(~r)

ρΨ0(~r)d~r , (A.5)

where we can recognize in
∑N

I=1
ZIe

2

‖~r−~RI‖ the external potential acting on one

single electron at a position ~r.

Proof of the first theorem of Hohenberg-Kohn

We report again the first theorem of Hohenberg-Kohn and give a proof of it.

Theorem 5 (first theorem of Hohenberg-Kohn). Given the many-body, sta-
tionary, electronic Schrödinger equation, there exists a bijection between the GS
electronic density ρΨ0(~r) and the external potential Vext(~r) of the system.

Proof. ⇒
This implication is trivial. In fact, if ρΨ0(~r) is known, then the functional Vext[ρ]
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is immediately obtainable as defined in eq. A.5:

Vext : ρΨ(~r) 7→ V[ρ] =

∫
R3

N∑
I=1

ZIe
2∥∥∥~r − ~RI

∥∥∥ρΨ(~r)d~r (A.6)

Please note that this definition does not imply that ρ has to be the one referred
to the GS energy. This is strictly required, though, in the opposite implication.
⇐ R.A.A.
Let us suppose that there exist two different systems, namely two different
Hamiltonian operators, Ĥe and Ĥ ′e given rise to the same GS electronic den-
sity ρΨ0(~r) = ρ′Ψ′0

(~r). Due to the nature of the kinetic operator and of the
electron-electron interaction, we have that K̂ = K̂ ′ as well as Vee = Vee′ . What
distinguishes the two Hamiltonian operators are then the different external po-
tentials Vext(~r) and V ′ext(~r):

Ĥ ′e = Ĥe + V ′ext − Vext (A.7)

In terms of expectation values, the two ground states are given by

EGS = 〈Ψ0|Ĥe|Ψ0〉 (A.8)

E ′GS = 〈Ψ′0|Ĥ ′e|Ψ′0〉 (A.9)

Hence, if we evaluate the energy of the first system for the GS wavefunction Ψ′0
of the second, we obtain per definition an energy higher than EGS. By using
eq. A.7, we obtain the following expression:

EGS < 〈Ψ′0|Ĥe|Ψ′0〉 = 〈Ψ′0|Ĥ ′e + Vext − V ′ext|Ψ′0〉
〈Ψ′0|Ĥ ′e|Ψ′0〉+ 〈Ψ′0|Vext − V ′ext|Ψ′0〉
⇒ EGS < E ′GS + 〈Ψ′0|Vext − V ′ext|Ψ′0〉 (A.10)

With a similar argument, one can also prove that

E ′GS < EGS − 〈Ψ0|Vext − V ′ext|Ψ0〉 (A.11)

By summing up term by term in expressions A.10 and A.11, we explicitly obtain:

EGS + E ′GS < EGS + E ′GS+

+

∫
R3

[
Vext(~r)− V ′ext(~r)

]
ρ′Ψ′0(~r)d~r −

∫
R3

[
Vext(~r)− V ′ext(~r)

]
ρΨ0(~r)d~r (A.12)

Since ρΨ0(~r) = ρ′Ψ′0
(~r), though, the latter two terms cancel out, leaving

EGS + E ′GS < EGS + E ′GS , (A.13)

which is absurd. Therefore, a unique potential must exists to determine ρ.
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Derivation of Kohn-Sham equations

We proceed with the construction of a dummy system in which the electrons
do not interact with each other, as in the HF approximation. It is assumed,
however, that they still provide the same density ρ as the interacting system.
The Hamiltonian operator of the non-interacting system will then be given by

Ĥ(s) = K̂(s) + V
(s)
ext =

n∑
i=1

(
− ~2

2me

∆i +
N∑
I=1

ZIe
2∥∥∥~ri − ~RI

∥∥∥
)
, (A.14)

which it is solvable since it does not have the electron-electron repulsion term
Vee. An exact GS solution is given by the HF wavefunction, which uses the
Slater determinant to respect Pauli’s exclusion principle:

ΨHF({~rh}h) =
1√
n!

∣∣∣∣∣∣∣∣∣
ψ1(~r1) ψ1(~r2) . . . ψ1(~rn)
ψ2(~r1) . . . . . . . . . . . ψ2(~rn)

... . . . ...
ψn(~r1) . . . . . . . . . . . ψn(~rn)

∣∣∣∣∣∣∣∣∣ (A.15)

In the above expression, ψi(~ri) represents the eigenstates of each electron. For
this wavefunction, the electronic GS density is given by

ρΨHF
0

(~r) =
n∑
i=1

‖ψi‖2
C (A.16)

The question is now how to relate the non-interacting system to the original,
interacting one. We can start writing the non-interacting system as functionals
of ρ:

E(s)[ρ] = K̂(s)[ρ] +

∫
R3

V
(s)
ext (~r)ρ(~r)d~r (A.17)

Due to the non-interacting characteristic of the fictitious system, we are able to
describe the kinetic operator explicitly thanks to the Slater determinant:

K̂(s)[ρ] =
h2

2me

n∑
i=1

∫
R3

ψi(~r)∆~rψ
∗(~r)d~r (A.18)

We ask, now, how incisive is the difference between the kinetic energy of the
interacting system K̂ and that of the non-interacting K̂(s). If the electron
correlation is low, HF’s method gives a very good approximation of the GS
energy EGS. The "kinetic correlation" effects actually make up a very small
part of the kinetic energy, with the most significant part being the K̂(s)[ρ]
functional. A similar approach can be made regarding the term Vee. Enclosed
within it are all the "classical" and "non-classical" effects of the electrostatic
potential. It is possible to extract the Coulomb functional J [ρ] from the HF
approach and assign to the remaining term, the so-called exchange-correlation
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functional Exc[ρ], an unknown form.

Vee[ρ] =J [ρ] + Exc[ρ] =∫
R3

∫
R3

ρ(~r)ρ(~r′)∥∥∥~r − ~r′∥∥∥ d~rd~r′ + Exc[ρ] (A.19)

In the exchange-correlation functional we have included all the effects of the
man-body character of the true electron system and it is what gives to DFT
the necessity to proceed with at least some approximations. We can then define
the Kohn-Sham energy functional as

EKS[ρ] = T (s)[ρ] + Vext[ρ] + J [ρ] + Exc[ρ]︸ ︷︷ ︸
unknown

(A.20)

Therefore, by minimizing this energy one can find the GS energy of the system.
Thanks to Euler-Lagrange equation and the variational approach, we can obtain
a derivation that depends on the single-state wavefunctions belonging to the
Slater determinant A.15. In order to do this we proceed with the functional
derivative over ρ:

δK̂(s)[ρ]

δρ
+ Vext(~r) +

δJ [ρ]

δρ
+
δExc[ρ]

δρ︸ ︷︷ ︸
Veff(~r)

=
δEKS[ρ]

δρ
(A.21)

The term Veff was here defined and it is called effective potential. We observe
that the interacting system can be treated in the same way as an independent
particle system, provided, however, that the efficacious potential plays a role
analogous to that of Vext(~r) of the fictitious system, governed by the equation
δK̂(s)[ρ]

δρ
+ V

(s)
ext (~r, ρ) = δEs[ρ]

δρ
. Since both of the systems have, per construction,

the same extreme ρGS, we can apply once again HF approach to obtain the
famous Kohn-Sham equations:[

− ~2

2me

∆~r + Veff[ρ](~r)
]
|ψ(~r)〉 = εi |ψ(~r)〉 (A.22)

Plane-waves and Bloch’s theorem

The integer span space generated by the primitive lattice vectors, i.e. the col-
lection of all vectors of the kind 3.14, is the so-called Bravais lattice B. Next
to this set, which is real and can be visualized as a direct manifestation of the
unit cell, it is possible to assign a set that occurs instead in Fourier space. In
quantum physics, in fact, the use of the Fourier transform has the very im-
portant significance of allowing one to move from spatial observables {~rh}h to
momentum observables {~ph}h. These second variables are associated with wave-
vectors {~kh}h, which allow us to observe how the wavefunctions extend through
the crystal as a wave. Therefore, we define reciprocal space R the collection of
wave-vectors ~G that make a generic plane wave ψ ~G(~r) = ei

~G·~r periodic in ~R. In
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order to satisfy this property, we have that:

ψ ~G(~r) = ψ ~G(~r + ~R) ⇐⇒ ei
~G·~r = ei

~G·(~r+~R) ⇐⇒ ei
~G·~R = 1

⇐⇒ ~G · ~R = 0 ⇐⇒ ~G · ~R = 2πh , with h ∈ Z

Therefore, this space is generated by ~b1, ~b2, ~b3 such that

~ai ·~bj = 2πδij (A.23)

These inverse-space vectors can be explicitly calculated:

~b1 = 2π
(~a2 × ~a3)

~a1 · (~a2 × ~a3)

~b2 = 2π
(~a3 × ~a1)

~a2 · (~a3 × ~a1)

~b3 = 2π
(~a1 × ~a2)

~a3 · (~a1 × ~a2)
(A.24)

In the same way as before, we can then reach each point of the reciprocal space
by an integer linear combination of the primitive reciprocal lattice vectors:

~G = m1
~b1 +m2

~b2 +m3
~b3 , m1,m2,m3 ∈ Z (A.25)

Note that the reciprocal space is a real Bravais lattice as well. Moreover, the
volumes of the two sets are connected to each other by the following relation:

ΩRUC =
∥∥∥~b1 · (~b2 ×~b3)

∥∥∥ =
(2π)3

‖~a1 · (~a2 × ~a3)‖
=

(2π)3

ΩPUC
(A.26)

with ΩRUC and ΩPUC being the volumes of the reciprocal unit cell and primitive
unit cell, respectively. The application of a Fourier transformation on a general
function f(~r) with periodicity of the lattice space can be written down as a
vector sum instead of an integral (due to the integer character of the lattices):

f(~r) =
∑
~G∈R

f( ~G)ei
~G·~r (A.27)

with f( ~G) being the Fourier transform components of f . The periodic nature of
these functions is what makes the electronic study of crystal structures accessible
and computationally simplified [154].

Theorem 6 (Bloch’s theorem). Given the many-body, stationary, electronic
Schrödinger equation, if the potential in the single-particle hamiltonian has the
translational periodicity of the Bravais lattice, namely

V sp(~r + ~R) = V sp(~r) , with ~R ∈ B (A.28)
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then the single-particle wavefunctions have the same symmetry. up to a phase
factor:

ψ~k(~r + ~R) = ei
~k·~Rψ~k(~r) (A.29)

In other words, each single-particle wavefunction can be expressed as the
product of the phase factor multiplied by the functions u~k(~r+ ~R) = u~k(~r) which
have the full translational periodicity of the Bravais lattice:

ψ~k(~r) = ei
~k·~ru~k(~r) (A.30)

We therefore define any wavefunction that satisfies Bloch’s theorem as Bloch
function (or Bloch state). We can now solve the single-particle Schrödinger
equation with use of Bloch functions, namely:[

− ~2

2me

∆~r +
~2

2me

∥∥∥~k∥∥∥2

+ V sp(~r)
]
u~k(~r) = ε~ku~k(~r) (A.31)

Solving the above equation provides an explicit definition of u~k(~r), which can
then be multiplied by the factor ei~k·~r to obtain the solution of the original single-
particle equation. The great advantage of Bloch’s theorem is the possibility of
solving the equation for ~r within the primitive unit cell of the crystal only,
because every other value of the wavefunction outside of it can be obtain with
use of periodicity.

Thanks to Bloch’s theorem we can now work on periodic systems limiting
the computational cost. Another piece of information suggested by the conse-
quences of the theorem is the importance of plane-waves, which forms the phase
factor in ψ~k(~r), without its normalization term: 1/

√
ΩPUCe

i~k·~r. Its integral over
the volume ΩPUC coincides with a uniform probability, from which the term
"plane" comes from:∫

ΩPUC

∥∥∥∥ 1√
ΩPUC

ei
~k·~r
∥∥∥∥2

C
dxdydz =

1

ΩPUC

∫
ΩPUC

e−i
~k·~rei

~k·~rdx =
1

ΩPUC

∫
ΩPUC

dxdydz = 1 (A.32)

Hence, the description is of total delocalization: at each point of ΩPUC we have
a probability of 1 of finding one electron of defined momentum ~p = ~~k. Despite
this, plane-waves are for many reasons among the most widely used basis sets
in DFT. First, since plane-waves are the solution of the Schrödinger equation
for the free particle, it has historically been decided to take it as a model for
more constructed cases as well. Many elements in fact exhibit a band structure
that can be interpreted as in the case of the free electron, such as metallic s
and p elements. The second reason is practical: the energy and Hamiltonian
expressions of the system are simple to implement under this scheme. Linked
to this is a high computational speed, as the use of the (fast) Fourier transform
is made straightforward due to the particular structure of the plane-waves.
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DFT-D2 dispersion correction term

In order to properly describe the DFT-D3 approach, it is necessary to explain
how DFT-D2 works. The most challenging task in creating VdW dispersion
corrections is the right definition of an energetic dumping function fd for each
pair of atoms. In DFT-D2 this is expressed through use of an exponential
function:

f
(D2)
d (

∥∥∥~RI − ~RJ

∥∥∥) =
1

1 + e
−d
(
‖~RI−~RJ‖
RD2

0,IJ

) (A.33)

In the above expression, d is a parameter representing the damping factor (usu-
ally set to 20), whereas RD2

0,IJ is the sum of the atomic VdW radii for the two
elements I and J . We can then add to the Kohn-Sham total energy of the
system E(DFT) the correction term

E
(D2)
disp = −1

2
s6

N∑
I=1

N∑
J=1

C
(D2)
6,IJ∥∥∥~RI − ~RJ

∥∥∥6f
(D2)
d (

∥∥∥~RI − ~RJ

∥∥∥) (A.34)

such that the new, corrected energy is then given by E(DFT-D2)
corr = E(DFT)+E

(D2)
disp .

The quantities C(D2)
6,IJ are coupled dispersion coefficients derived from single ones,

namely C(D2)
6,I and C(D2)

6,J , through the relation

C
(D2)
6,IJ =

√
C

(D2)
6,I C

(D2)
6,J (A.35)

Single coefficients are tabulated for most elements and they represent, together
with the functional-dependent scaling factor s6 as well as a cut-off distance to
truncate the direct lattice summation, parameters that one has to specify a
priori.

Approximations in DFTB

In order to introduce the tight-binding approach, which involves how the atomic
orbitals shall be treated, we have first to derive approximations to the charge
fluctuations and repulsive terms.
The charge fluctuation energy is a mixture of the Coulomb interaction and
exchange-correlation contributions, both due to oscillations in δρ. To handle
this term, we start dividing the volume of the system V into volumes related to
each atom, {VI}I . In this way, an integral over V can be obtained as a sum of N
integrals over VI . The form of these volumes is case-specific and, since they are
mere geometrical quantities, in each of them we can find an excess/deficiency
of electrons. This is defined as ∆qI = qI − q0

I , where qI is the actual number of
electrons in VI and q0

I is the number of valence electrons for the neutral atom
I. A rough estimate of ∆qI can be obtained as

∆qI ≈
∫
VI

δρ(~r)δr , (A.36)
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which means that

δρ(~r) =
N∑
I=1

∆qIδρI(~r) (A.37)

In this last expression, the δρI(~r) represent normalized variations of the local
density in the atom I: they tell how the density profile of a given atom changes
upon charging. A knowledge of such functions is not known and can only be
assumed a priori. In this formulation, we define them as Gaussians of the form

δρI(~r) =
1

(2πσ2
I )

3/2
e
− r2

2σ2
I , (A.38)

where σI is the standard deviation. Thanks to the applied volumetric partition
in {VI}I , we can now convert the double integral in 3.32 into a sum over atom
pairs. Its result depends on whether I = J or not.

• I = J .
In this case, Ecoul[δρ] assumes the following expression:

1

2
∆q2

I

∫ ∫
VI×VI

(δ2Exc[ρ0]

δρδρ′
+

1∥∥∥~r − ~r′∥∥∥
)
δρIδρ

′
Id~rd~r

′ (A.39)

We now recall that, in general, the energy of an atom I can be expressed
as a function of ∆qI by Taylor expansion:

E(∆qI) ≈ E0 +
∂E

∂∆qI
∆qI +

1

2

∂2E

∂∆q2
I

∆q2
I

= E0 + χI∆qI +
1

2
UI∆q

2
I (A.40)

The factor χI represents the electronegativity of the atom, whereas UI
is the so-called Hubbard term. By comparing eqs. A.39 and A.40, we
observe that the integral is actually UI , so that

Ecoul.[δρ] =
1

2
UI∆q

2
I (A.41)

• I 6= J
In this second case, contributions belonging to the exchange-correlation
term vanish, leaving out

1

2
∆qI∆qJ

∫ ∫
VI×VJ

1∥∥∥~r − ~r′∥∥∥δρIδρ′Jd~rd~r′ (A.42)
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as expression for Ecoul.[δρ]. With our previous assumption on the Gaussian
form of δρI , this becomes

Ecoul.[δρ] =
1

2

erf(CIJ
∥∥∥~RI − ~RJ

∥∥∥)∥∥∥~RI − ~RJ

∥∥∥ ∆qI∆qJ , (A.43)

with CIJ appropriately defined coefficients.

In conclusion, the charge fluctuation term can be rewritten as

Ecoul.[δρ] =
1

2

N∑
I=1

N∑
J=1

γIJ(
∥∥∥~RI − ~RJ

∥∥∥)∆qI∆qJ , (A.44)

where γIJ(
∥∥∥~RI − ~RJ

∥∥∥) is given by

{
UI if I = J
erf(CIJ‖~RI−~RJ‖)

‖~RI−~RJ‖ if I 6= J (A.45)

We must now shortly deal with the repulsion term Erep, which contains the
interactions between ions. However, within it there is also a contirbution due
to exchange-correlation interactions, in which all the core-electron effects are
displayed. The main idea here is to approximate the whole term in a repulsive
function V IJ

rep which depends only on atomic numbers, exactly as it is already
for the ionic-ionic potential. This may seem like a crude approach, but it is
actually well justified. By partitioning the volume V in N atomic volumes as
before, in fact. the Hartree term

1

2

∫ ∫
R6

δρ0(~r)δρ′0(~r)∥∥∥~r − ~r′∥∥∥ d~rd~r′ (A.46)

can be discretized as a sum over atom pairs, each depending on atomic numbers
alone. This is possible because ρ0(~r) itself depends on them and is spherically
symmetric for free atoms. The whole repulsive term can then be approximated
as

Erep =
N−1∑
I=1

N∑
J>I

V IJ
rep(
∥∥∥~RI − ~RJ

∥∥∥) , (A.47)

with V IJ
rep(
∥∥∥~RI − ~RJ

∥∥∥) obtained by fitting to higher level of theory, such as DFT
or HF.

Derivation of the chemical potential µO

We derive the classical definition of the chemical potential µO for an ideal gas,
which will then be representative for the oxygen reservoir. Let U(S, V, n) be
the internal energy of the system, where S is the entropy, V the volume and
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n = n1 +n2 + · · ·+ni+ · · ·+nN the number of particles per N different species.
The definitions of temperature T , pressure p and chemical potential of the i-th
species µi are computed through the differential:

dU =
∂U

∂S︸︷︷︸
T

dS +
∂U

∂V︸︷︷︸
−p

dV +
N∑
i=1

∂U

∂ni︸︷︷︸
µi

dni (A.48)

An extension of eq. 3.42 leads then to

G(T, p) =
N∑
i=1

niµi (A.49)

which holds true since we are in an ideal gas. On the other hand, the Gibbs
free energy can also be written as G = U + pV − TS. We can then proceed
differentiating both of its two expressions, which have to coincide in the end:

dG =
∑n

i=1(µidni + nidµi)

dG = dU + pdV + V dp− TdS − SdT
(A.50)

In the second equation, we can make use of the differential A.48 to obtain

dG = XXXTdS −HHHpdV +
N∑
i=1

µi +HHHpdV + V dp−XXXTdS − SdT

=
N∑
i=1

µi + V dp− SdT (A.51)

By comparing the two different expressions of the same quantity dG and assum-
ing that T is constant (dT = 0), we then conclude the following relationship:

n∑
i=1

nidµi = V dp (A.52)

We can now think of p as composed by the sum of each contribution pi, meaning
that dp =

∑n
i=1 dp1. Moreover, since we in an ideal gas we can make use of

piV = nikBT ⇒ V =
nikBT

pi
(A.53)
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to obtain the following differential equation, which holds true ∀i = 1, 2, . . . , N :

V dpi = nidµi ⇒
ZZnikBT

pi
dpi = ZZnidµi

⇒ kBT
dpi
pi

= dµi∫ µi

µ0
i

dµ′i = kBT

∫ pi

p0

dp′i
p′i

(A.54)

where µ0
i and p0 are reference values of the i-th chemical potential and pressure,

respectively. The solution of the integral for the chemical potential of an oxygen
molecule is then given by

µO2(T, p) = µ0
O2

+ kBT ln
(pO2

p0

)
(A.55)

However, we are interested in finding the chemical potential of a single oxygen
atom µO. Since the surface is supposed to be in equilibrium with the oxygen gas
reservoir, we have that µsurfO = µgasO , because of O + O → O2. For the chemical
potential we are interested in then µO = 1

2
µO2 shall hold which, when inserted

in equation A.55 leads to the following, final expression:

µO(T, p) = µ0
O +

1

2
kBT ln

(pO2

p0

)
(A.56)
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