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Abstract

Video games have become the entertainment industry’s leading branch, with rev-
enues that surpass even TV, cinema or music. This rapid development goes along
with equally skyrocketing consumer demands and expectations, not limited to the
continuous production of content, the validation against flaws and gameplay bugs
and the preservation of real-time online functionalities – in ever-growing systems
and applications. While efforts to overcome these issues primarily involve distinct
expenses of intensive manual labor, automated and/or artificial intelligence-driven
approaches as procedural content generation, dynamic difficulty adjustment or au-
tonomous testing aim at lifting the burden from the developers’ shoulders. For
the simulation of artificial behavior, human-likeness or believability is considered
to be one of the main quality criteria, yet most industrial as well as academic ap-
proaches focus on generally believable behavior for these purposes. This disserta-
tion introduces the concept, architecture, implementation and evaluation of Deep
Player Behavior Modeling, which assesses the atomic decision making of particu-
lar players and generates individual behavior representations to be implemented
in artificial agents. After the examination through multiple field studies in differ-
ent games and genres, these agents proved to be able to convincingly display in-
dividual strategies and preferences, represent in-game proficiency accurately and
became indistinguishable from their original human player. Together with an ex-
tensive literature review and expert interviews that point out the case for usable
AI in video games, this thesis contributes to the fields of game user research, game
AI, machine learning and player modeling within both academia and industry and
illustrates significant advances in the application fields of dynamic difficulty adjust-
ment, player substitution, automated game testing and serious games.
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Zusammenfassung

Videospiele haben sich zum führenden Zweig der Unterhaltungsindustrie entwick-
elt, deren Umsätze inzwischen selbst Fernseh-, Kino- oder Musikwirtschaft übertre-
ffen. Diese rasante Entwicklung geht einher mit ebenso zunehmenden Ansprüchen
und Erwartungen der Verbraucher in Hinsicht auf unter anderem das kontinuier-
liche Angebot von Inhalten, Fehlervermeidung und -behebung und Erhaltung von
Echtzeit-Online-Funktionalitäten – in stetig wachsenden Systemen und Anwendun-
gen. Während die Bemühungen, diese Probleme zu überwinden, in erster Linie mit
deutlichem Aufwand intensiver manueller Arbeit verbunden sind, zielen automa-
tisierte und/oder durch künstliche Intelligenz gesteuerte Ansätze wie prozedurale
Generierung, dynamische Schwierigkeitsanpassung oder autonome Testläufe da-
rauf ab, die Last von den Schultern der Entwickler zu mindern. Für die Simula-
tion von künstlichem Verhalten gilt Menschenähnlichkeit oder Glaubwürdigkeit als
eines der Hauptqualitätskriterien, dennoch konzentrieren sich die meisten indus-
triellen wie auch akademischen Ansätze für diese Zwecke auf allgemein glaub-
würdiges Verhalten. Diese Dissertation stellt das Konzept, die Architektur, die
Implementierung und die Evaluierung von Deep Player Behavior Modeling vor,
das die atomare Entscheidungsfindung einzelner Spieler abbildet und individuelle
Verhaltensrepräsentationen generiert, die anschließend künstliche Agenten steuern
können. Nach der Evaluation durch mehrere Feldstudien in verschiedenen Spie-
len und Genres haben diese Agenten bewiesen, dass sie in der Lage sind, individu-
elle Strategien und Präferenzen überzeugend darzustellen, das Fertigkeitsniveau im
Spiel akkurat zu repräsentieren und letztendlich von ihrem ursprünglichen men-
schlichen Spieler nicht mehr zu unterscheiden sind. Zusammen mit einer aus-
führlichen Literaturrecherche und Experteninterviews, die die Möglichkeiten von
benutzbarer KI in Videospielen hervorheben, leistet diese Arbeit Beiträge zu den
Bereichen der Spielnutzerforschung, Spiel-KI, maschinellem Lernen und Spieler-
modellierung sowohl in der Wissenschaft als auch in der Industrie und demonstri-
ert bedeutende Fortschritte in den Anwendungsbereichen der dynamischen Schwie-
rigkeitsanpassung, Spielersubstitution, automatisierten Spieltests und Serious Games.
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1

Introduction

Due to the steady growth of popularity and accessibility, the video game industry has
evolved into a multi-billion dollar branch that surpassed all other entertainment lines
such as TV, cinema or music 1. Along with this development, player demands for con-
tent and mechanics are ramping up to extents that even large companies struggle to
manage (Washburn Jr et al., 2016). Next to core content production, issues include soft-
ware execution or gameplay bugs that go undetected (e.g., 80% of the 50 most popular
games on the major distribution platform Steam2 need critical updates after launch (Lin
et al., 2017), players facing imbalanced challenges (Adams, 2002), connectivity issues
with large-scale online systems (Kaiser et al., 2009) or the handling of cheating or other
unethical behavior (Doherty et al., 2014). This dissertation investigates techniques for
substituting or automating aspects of these challenges to anchor contributions in in-
creasing player experiences, streamlining development and maintenance processes and
cost-savings. Since the public release of video games, the field of scientific Artificial In-
telligence (AI) examined them in order to establish agents capable of applied problem
solving, outperform human proficiency and approach issues not limited to the previ-
ously mentioned cases, yet industrial development sticks to “simple rule-based finite and
fuzzy-state machines for nearly all their AI needs” (Woodcock, 2001) in the majority of cases.
Exceptions apply, predominantly in games where the AI itself constitutes the game’s
mechanics (Yannakakis, 2012), such as in the reinforcement learning of the companion
animal in Black and White (Lionhead Studios, 2001), the dynamic difficulty adjustment
features in Halo (Bungie, 2001) or Left 4 Dead (Valve, 2008) or the imitation learning
(Drivatar) of Forza Motorsport (Turn 10 Studios, 2005). One of the major causes of this

1https://newzoo.com/insights/trend-reports/newzoo-global-games-market-report-2019-light-
version/

2https://store.steampowered.com/
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disparity might be the significantly differing definitions between scientific and indus-
trial AI, which in the former can be expressed as “the theory and development of computer
systems able to perform tasks normally requiring human intelligence, such as visual perception,
speech recognition, decision-making, and translation between languages” 3, whereas within
the context of video games, “artificial intelligence consists of emulating the behavior of other
players or the entities [...] they represent. The key concept is that the behavior is simulated. In
other words, AI for games is more artificial and less intelligence. The system can be as simple
as a rules-based system or as complex as a system designed to challenge a player as the com-
mander of an opposing army” (Kehoe, 2009). After the following section represents the
scientific background as well as statements of the industry that elaborate on require-
ments of game AI (plausibility/believability, computational performance and ease of
implementation), the main contribution of this dissertation is introduced by the design,
development and evaluation of Deep Player Behavior Modeling (DPBM) that aims at
overcoming the aforementioned issues.

1.1 | Deep Player Behavior Modeling
Approaching the closing of multiple unsolved gaps in the aforementioned areas of im-
balanced challenges, online connectivity breakdowns and the inestimable error poten-
tial emerging from vast game state spaces, this dissertation introduces Deep Player
Behavior Modeling (DPBM) that establishes implicit Dynamic Difficulty Adjustment
(DDA), enables online player substitution and augments automated game testing while
considering the previously identified design guidelines. In contrast to recent advance-
ments in game playing through deep learning (e.g. Deep Q-Learning (Mnih et al., 2015),
AlphaGo (Silver et al., 2016a) or AlphaZero (Silver et al., 2017), DPBM does not optimize
for in-game performance or proficiency, but for the proximity to player-specific behav-
ior. In the following sections, DPBM will be explicated as a generative and individual
approach of computational player modeling that targets a close replication of particular
players, enabling the applications of appropriately challenging opponents (cf. Section
3.4, [F3, S2]), temporary substituting disconnected players while keeping an approxi-
mate proficiency (cf. Section 3.5, [F2]) or incorporating particular player behavior into
autonomous testing routines (cf. Section 3.6, [S1]). In order to model individual charac-
teristics of play, every atomic executed action is recorded together with the contextual
game state (cf. Table 3.3, [F1]). Once a sufficiently representative amount of data is pro-
vided, a model mapping game states to actions can be established via machine learning

3https://en.oxforddictionaries.com/definition/artificial_intelligence.
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(cf. Section 3.3.1) that can drive computer controlled agents by generating behavior
approximating the original player. By application of this technique, the following un-
derlying research question is approached, further divided into sub-questions Q1-Q4 for
granularity.

How can generative player modeling be realized in order to substitute individual
human-like decision making in a representative, fair and convincing manner?

Q1.
Can generative player modeling be utilized to reproduce individual player
behavior with measurably similar decision making?

Q2.
Can generative player modeling convince players that it imitates individual
behavior believably?

Q3.
Can challenging artificial agents that employ the player’s individual decision
making lead to a motivating experience?

Q4.
Can generative player modeling contribute added value to unresolved issues
within dynamic difficulty adjustment, online disruptions and playtesting in
ecologically valid game scenarios?

I hypothesize that the implementation of DPBM introduced through this thesis and
its corresponding publications is capable of representing and generating individual be-
havior that comes close to the original player, convinces this and fellow players of the
similarity, makes up for motivating challenges and expedites progress within the enu-
merated application fields. Consequential to consistent results approving the hypoth-
esis, this thesis represents a considerable advancement of research on the applicability
of machine learning methods for applied problems in video game development. Un-
precedented implementation and evaluation setups, short- to long-term field studies
and transparent narrations amount to novel, unique and valid theoretical, technical
and empirical contributions to the fields of machine learning, games user research and
player modeling within both academia and industry.
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1.2 | Document Structure
In the following, this thesis is structured into multiple sections and begins with recit-
ing the foundational, supportive and additional related publications that constitute this
dissertation. The background chapter summarizes the history of classic scientific game
AI, comprehensively reviews and classifies the recent literature concerning player mod-
eling, contextualizes this approach within these and elaborates on the application fields
of DDA, player substitution, automated game testing and undesirable behavior detec-
tion accompanied by related work in these areas. Within Studies & Developments, the
underlying research question as well as proportioned sub-questions and methods to
answer these are displayed, following technical developments of DPBM (benchmarks
and architecture) as well as results of evaluations in the aforementioned fields (from
a Human-Computer Interaction (HCI) perspective). Section 4 joins the advances from
these particular studies and answers both sub-questions as well as the overarching re-
search question. Eventually, limitations of the used approach are revealed, discussed
and criticized, before solutions and further investigations are proposed through future
work. After a concluding statement, complete versions of the contained publications
are presented together with their contribution towards this thesis and the personal con-
tribution of the author.
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Foundational Publications

[F1]

Pfau et al. (2018a):
Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Towards Deep
Player Behavior Models in MMORPGs. In Proceedings of the 2018 Annual
Symposium on Computer-Human Interaction in Play. ACM, 2018.

[F2]

Pfau et al. (2020b):
Johannes Pfau, Jan David Smeddinck, Ioannis Bikas, and Rainer Malaka. Bot
or not? User Perceptions of Player Substitution with Deep Player
Behavior Models. In Proceedings of the 2020 CHI Conference on Human Factors
in Computing Systems. ACM, 2020b.

[F3]

Pfau et al. (2020c):
Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Enemy Within:
Long-term Motivation Effects of Deep Player Behavior Models for
Dynamic Difficulty Adjustment. In Proceedings of the 2020 CHI Conference on
Human Factors in Computing Systems. ACM, 2020c.

[F4]

Pfau et al. (2020a):
Johannes Pfau, Antonios Liapis, Georg Volkmar, Georgios Yannakakis and
Rainer Malaka. Dungeons & Replicants: Automated Game Balancing via
Deep Player Behavior Modeling. In Proceedings of the 2020 IEEE Conference
on Games (CoG). IEEE, 2020a.

Supportive Publications

[S1]

Pfau et al. (2017):
Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Automated
Game Testing with ICARUS: Intelligent Completion of Adventure
Riddles via Unsupervised Solving. In Extended Abstracts Publication of the
Annual Symposium on Computer-Human Interaction in Play. ACM, 2017.

[S2]

Pfau et al. (2019b):
Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Deep Player
Behavior Models: Evaluating a Novel Take on Dynamic Difficulty
Adjustment. In Extended Abstracts of the 2019 CHI Conference on Human
Factors in Computing Systems. ACM, 2019b.
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[S3]

Pfau et al. (2020d):
Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. The Case for
Usable AI: What Industry Professionals Make of Academic AI in Video
Games. In Extended Abstracts Publication of the Annual Symposium on
Computer-Human Interaction in Play. ACM, 2020.

Additional Related Publications

[A1]

Pfau et al. (2018b):
Johannes Pfau, Jan David Smeddinck, Georg Volkmar, Nina Wenig, and
Rainer Malaka. Do You Think This is a Game? In Extended Abstracts of the
2018 CHI Conference on Human Factors in Computing Systems. ACM, 2018b.

[A2]

Pfau and Malaka (2019):
Johannes Pfau and Rainer Malaka. Can You Rely on Human Computation?:
A Large-scale Analysis of Disruptive Behavior in Games with a Purpose.
In Extended Abstracts of the Annual Symposium on Computer-Human Interaction
in Play Companion Extended Abstracts. ACM, 2019.

[A3]

Volkmar et al. (2019):
Georg Volkmar, Johannes Pfau, Rudolf Teise, and Rainer Malaka. Player
Types and Achievements – Using Adaptive Game Design to Foster
Intrinsic Motivation. In Extended Abstracts of the Annual Symposium on
Computer-Human Interaction in Play Companion Extended Abstracts. ACM,
2019.

[A4]

Pfau et al. (2019a):
Johannes Pfau, Robert Porzel, Mihai Pomarlan, Vanja Sophie Cangalovic,
Supara Grudpan, Sebastian Höffner, John Bateman, and Rainer Malaka.
Give Meanings to Robots with Kitchen Clash: A VR Human Computation
Serious Game for World Knowledge Accumulation. In Joint International
Conference on Entertainment Computing and Serious Games. Springer, 2019a.

[A5]

Pfau and Malaka (2020):
Johannes Pfau and Rainer Malaka. We Asked 100 People: How Would You
Train Our Robot? In Extended Abstracts Publication of the Annual Symposium
on Computer-Human Interaction in Play. ACM, 2020.
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[A6]

Bahrini et al. (2020b):
Mehrdad Bahrini, Nima Zargham, Johannes Pfau, Stella Lemke, Karsten
Sohr and Rainer Malaka. Enhancing Game-Based Learning Through
Infographics in the Context of Smart Home Security. In Joint International
Conference on Entertainment Computing and Serious Games. Springer, 2020b.

[A7]

Bahrini et al. (2020a):
Mehrdad Bahrini, Nima Zargham, Johannes Pfau, Stella Lemke, Karsten
Sohr and Rainer Malaka. Good Vs. Evil: Investigating the Effect of Game
Premise in a Smart Home Security Educational Game. In Extended
Abstracts Publication of the Annual Symposium on Computer-Human Interaction
in Play. ACM, 2020a.

[A8]

Zargham et al. (2020):
Nima Zargham, Johannes Pfau, Tobias Schnackenberg and Rainer Malaka.
Handle With Care: Exploring Recognition Error Handling Methodologies
for Speech-Based Systems. In Proceedings of the 2021 CHI Conference on
Human Factors in Computing Systems. Under Review. ACM, 2021.

[A9]

Porzel et al. (2020):
Robert Porzel, Vanja Cangalovic, Mihai Pomarlan, Sebastian Höffner,
Johannes Pfau, John Bateman and Rainer Malaka. Understanding
Instructions All the Way: A Simulation-based Approach. In Proceedings of
the 28th International Conference on Computational Linguistics. Under Review.
2020.
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2

Background & Literature Overview

2.1 | AI in Games Research
In contrast to its industrial counterpart, AI in games research most prominently formu-
lates game playing as problem solving and aims to find optimal, efficient and/or dom-
inant solutions within highly dimensional game state spaces. Beginning with purely
symbolic games that could be described within a limited set of logical rules (such as
the Nim game (Bouton, 1901), effectively solved by the first computer dedicated only to
video games, Nimatron (Condon, 1942), the field quickly started to tackle more complex
board games that are regarded as requiring high levels of human intelligence (Newell
et al., 1972). Most of these were eventually beaten by AI, using mostly classical search
approaches combined with heuristics, such as in the backgammon solver BKG 9.8 (Berliner,
1980), Chinook (Schaeffer, 1989) that reached a perfect algorithm in playing checkers
(Schaeffer et al., 2007) or most popularly DeepBlue (Campbell et al., 2002) that received
global attention in beating the world chess champion Kasparov in 1997. Recent ad-
vances include but are not limited to natural language processing (e.g. IBM’s Watson
that outperformed world champions of Jeopardy (High, 2012) or deep learning (e.g. Al-
phaGo (Silver et al., 2016b) or AlphaZero (Silver et al., 2017), excelling in chess, shōgi
and go). Above that, they surpassed purely symbolic games and started to master sub-
symbolic, indeterministic and real-time video games such as ATARI games via deep
Q-learning (Mnih et al., 2015), Super Mario World via neuroevolution (SethBling, 2015),
Quake III via population-based Reinforcement Learning (RL) (Jaderberg et al., 2019) or
StarCraft II via multi-agent RL (Vinyals et al., 2019).

Despite the great successes of these approaches, the main evaluation criterion re-
mains winning performance, driving the overall objective to overcome human playing
capabilities and competing algorithms. While this might yield novel and formidable

9



Chapter 2. Background & Literature Overview 2.2. Player Modeling

challenges to top-tier professionals or world champions, near-optimal opponents rarely
provide engaging matches for the vast majority of players. In this respect, player mod-
eling addresses the individualization of game experience by adapting game content to
the psychological type, proficiency or emotional state of the player or establishes agents
that maximize individual similarity, human-likeness or believability instead. Within
the following sections, a systematic literature review will be described that depicts the
history and current state of player modeling. After highlighting and classifying by me-
thodical differences, the integration of this dissertation’s approach is presented and ac-
complished advancements are emphasized.

2.2 | Player Modeling
In order to achieve and constitute an informative representation about the state of the
art of scientific player modeling, I conducted a systematic literature review. Within the
databases of ACM Digital Library, IEEE Xplore, Springer Link, Elsevier Science Direct,
Semantic Scholar, AAAI Digital Library, CiteSeerX and arXiv, 1.777 articles could be
identified that address approaches referred to as “player modeling”, “opponent mod-
eling”, “imitation learning” or assessing “player behavior” in “video games”. After
removing duplicate entries, exclusion based on titles, exclusion based on abstract con-
tent and final selection based on inclusion criteria (technical or theoretical contribution
to the field, publication within the last 20 years, english language), 65 publications re-
mained to be examined in detail (cf. Table 2.2). Within these, utilized games and genres
were noted and player modeling approaches distinguished via the criteria outlined in
the following section.

2.2.1 | Player Modeling Criteria
Depending on the research focus, application field and scientific background, player
modeling can be defined and realized in various distinctive ways. Smith et al. (2011)
differentiate between the dimensions Domain, Purpose, Scope and Source of player
modeling (cf. Table 2.1) that break down the most crucial features of particular ap-
proaches. Above that, Yannakakis et al. (2013) constitute a taxonomy that is able to
express the technical implementation and architectural details of computational player
modeling between model-based (top-down/framework-driven), model-free (bottom-
up/data-driven) and hybrids. Within this taxonomy, they also discern the type of data
used for the player model construction into atomic player actions and preferences, ob-
jective input in terms of physiological data and game context data, referring to the global
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game state. To contrast the approach of DPBM from the existing related work, Table 2.2
discerns prior work within the literature based on the most essential criteria from the
mentioned taxonomies:

� Scope: Individual (Smith et al., 2011)
X: If the approach is able to represent behavior specific to a single individual player

� Purpose: Generative (Smith et al., 2011)
X: If the approach is able to generate artificial agent behavior based on the model

� Data structure (Yannakakis et al., 2013)
A: Atomic data (state-action tuples for atomic actions)
H: High-level behavior (metadata such as kills/deaths/level/time needed for tasks)
M: Movement data (e.g. trajectories/point sequences)
P: Physiological data (e.g. ECG, GSR or EEG)
V: Visual representations (e.g. pixels)

� Player Experience
X: If the approach evaluates player experience of applied player modeling

Domain Purpose

Game actions Generative
details recorded inside of the game’s rule system literally produces details in place of a human player

Human reactions Descriptive
details observable in the player as a result of play conveys a high-level description, usually visually or linguistically

Scope Source

Individual Induced
applicable only to one player learned/fit/recorded by algorithmic means

Class Interpreted
applicable to a sub-population concluded via fuzzy/subjective reasoning from records

Universal Analytic
applicable to all players derived purely from the game’s rules and related models

Hypothetical Synthetic
unlikely to be applicable to any players, but interesting nonetheless justified by reference to an internal belief or external theory

Table 2.1: Player modeling taxonomy based on four independent facets, according to
Smith et al. (2011).
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Partlan et al. (2019)
Player Imitation for Build Actions in a Real-Time Strategy Game
(Learning buildings and unit preferences in a Real-Time Strategy game (RTS) via
Random Forest Classification (RFC) and Recurrent Neural Networks (RNNs))

StarCraft X X A

Ahmad et al. (2019)
Modeling Individual and Team Behavior through Spatio-temporal Analysis
(Extracting state graphs from classified movement behavior)

DOTA2 X M

Melhart et al. (2019)
Your Gameplay Says It All: Modelling Motivation in Tom Clancy’s The Division
(Mapping in-game preferences to Self-Determination Theory (SDT) questionnaire items
via Support Vector Machines (SVMs)

Tom Clancy’s
The Division

X H

Goulart et al. (2019)
Learning How to Play Bomberman with Deep Reinforcement and Imitation
Learning
(Long Short-Term Memory networks (LSTMs) & behavioral cloning)

Bomberman X A

Hester et al. (2018)
Deep Q-Learning from Demonstrations
(Increasing Deep RL performance by human data)

Hero, Pitfall,
Road Runner

X V

Mehrasa et al. (2018)
Deep Learning of Player Trajectory Representations for Team Activity Analysis
(Team classification and event recognition in sports via Convolutional Neural Networks
(CNNs))

Hockey,
Basketball

X M

de Lima et al. (2018)
Player behavior and personality modeling for interactive storytelling in games
(Mapping player choices to Big-Five personalities for adaptive narratives via Artificial
Neural Networks (ANNs))

Test Bed (TB)
adventure
game

X H

Liao et al. (2017)
Deep Convolutional Player Modeling on Log and Level Data
(Experience prediction based on atomic game state logs)

Infinite Mario,
Gwario

X A X

Camilleri et al.
(2017)

Towards general models of player affect
(Affect estimation by biofeedback)

TB Shooter,
Puzzle, Horror

P X

Chen and Yi (2017)
The Game Imitation: Deep Supervised Convolutional Networks for Quick Video
Game AI
(Visual imitation via Deep CNNs)

Super Smash
Bros, Mario
Tennis

X V

Bindewald et al.
(2017)

Clustering-Based Online Player Modeling
(Clustering player behavior, then individualize by weighting parameters)

TB arcade game X X A

Holmgård et al.
(2016)

Evolving models of player decision making: Personas versus clones
(Automated game testing by evolving believable player models)

TB dungeon
crawler

X X A

He et al. (2016)
Opponent Modeling in Deep Reinforcement Learning
(Deep Q-Learning)

Soccer, Quiz
Bowl

X H

Holmgård et al.
(2015)

Monte-Carlo Tree Search for Persona Based Player Modeling
(Player modeling without players via Monte-Carlo Tree Search (MCTS))

TB dungeon
crawler

X A

Burelli and
Yannakakis (2015)

Adapting virtual camera behaviour through player modelling
(Camera point-of-view preference adaptation)

TB puzzle game X X H X

Liapis et al. (2015)
Procedural Personas as Critics for Dungeon Generation
(Playability assessment of Procedural Content Generation (PCG) dungeons via archetyp-
ical player models)

TB dungeon
crawler

X X A

Holmgård et al.
(2014b)

Personas versus Clones for Player Decision Modeling
(Q-Learning & neuroevolution for categorical player models)

TB dungeon
crawler

X X A

Holmgård et al.
(2014a)

Evolving personas for player decision modeling
(Q-Learning & neuroevolution for categorical player models)

TB dungeon
crawler

X X A

Holmgård et al.
(2014)

Generative Agents for Player Decision Modeling in Games
(Q-Learning & neuroevolution for categorical player models)

TB dungeon
crawler

X X A
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Lee et al. (2014)
Learning a Super Mario controller from examples of human play
(Finding unique behavior traits via inverse RL)

Super Mario
Bros

X X A X

Oh et al. (2014)
Imitation Learning for Combat System in RTS Games with Application to Star-
Craft
(Replaying human StarCraft sessions)

StarCraft X X A

Yannakakis et al.
(2013)

Player Modeling
(Taxonomy)

Ortega et al. (2013)
Imitating human playing styles in super mario bros
(Neuroevolution for playing similar than human players)

Infinite Mario
Bros

X X A X

Tekofsky et al.
(2013)

Psyops: Personality assessment through gaming behavior
(Mapping from game behavior to personality types)

Battlefield 3 X H

Togelius et al. (2013)
Active Player Modelling
(Selection methods for supervised player modeling)

Liapis et al. (2013)
Designer Modeling for Personalized Game Content Creation Tools
(Preference learning (goal detection) in CAD software)

Holmgård et al.
(2013)

Decision Making Styles as Deviation from Rational Action: A Super Mario Case
Study
(Player modeling as difference to rational agent (A*) decision making)

Super Mario
Bros

X A

Martinez et al.
(2013)

Learning deep physiological models of affect
(Affect estimation by biofeedback)

TB arcade game X P X

Tence et al. (2013)
Stable growing neural gas: A topology learning algorithm based on player track-
ing in video games
(Movement modeling for PCG of worlds using neural gas)

Unreal
Tournament
2004

X M

Drachen et al. (2012)
Guns, swords and data: Clustering of player behavior in computer games in the
wild
(K-means/simplex volume maximization clustering)

TERA, BF: BC2 H

Karpov et al. (2012)
Believable bot navigation via playback of human traces
(Merging player movement traces)

Unreal
Tournament
2004

X M X

Gemine et al. (2012)
Imitative Learning for Real-Time Strategy Games
(Supervised learning of heuristic bot behavior)

StarCraft II X X A

Smith et al. (2011)
An inclusive view of player modeling
(Taxonomy)

van Lankveld et al.
(2011)

Games as personality profiling tools
(Mapping from game behavior to personality types)

Neverwinter
Nights

X H,MX

Mahlmann et al.
(2010)

Predicting Player Behavior in Tomb Raider: Underworld
(Predicting churn rate)

Tomb Raider:
Underworld

X H

Tognetti et al. (2010)
Modeling enjoyment preference from physiological responses in a car racing
game
(Mapping from biofeedback to preferences)

The Open
Racing Car
Simulator

H X

Pedersen et al.
(2010)

Modeling Player Experience for Content Creation
(Experience modeling via preference learning (ANNs))

Infinite Mario
Bros

X H X

Zhang et al. (2010)
Playing Tetris using Learning by Imitation
(Learning player strategies for Tetris via SVMs)

Tetris X A
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Tencé et al. (2010)
The Challenge of Believability in Video Games: Definitions, Agents Models and
Imitation Learning
(Believability criteria within behavior modeling)

Drachen et al. (2009)
Player Modeling using Self-Organization in Tomb Raider: Underworld
(Self-Organizing Maps (SOMs) for player type categorization)

Tomb Raider:
Underworld

X H,M

Weber and Mateas
(2009)

A Data Mining Approach to Strategy Prediction
(Classification of strategy types based on gameplay features)

StarCraft X H

Canossa and
Drachen (2009)

Play-Personas: Behaviours and Belief Systems in User-Centred Game Design
(Framework for personalized game parametrization)

Tomb Raider
Underworld

X H

Yannakakis (2009)
Preference learning for affective modeling
(Affect estimation by biofeedback (Bayesian Learning, ANNs))

P

Yannakakis et al.
(2009)

Preference Learning for Cognitive Modeling: A Case Study on Entertainment
Preferences
(Player entertainment modeling)

TB exergame X P X

Lueangrueangroj
and Kotrajaras
(2009)

Real-Time Imitation Based Learning for Commercial Fighting Games
(Frequentist modeling/dynamic scripting of player actions)

Street Fighter
Alpha 3

X X A X

Bakkes et al. (2009)
Opponent modelling for case-based adaptive game AI
(DDA & Nearest-Neighbor-Clustering)

SPRING X H

Missura and
Gärtner (2009)

Player modeling for intelligent difficulty adjustment
(DDA & SVM Clustering)

TB 2D Shooter X H

Yannakakis and
Hallam (2008)

Entertainment modeling through physiology in physical play
(Affect estimation by biofeedback)

TB exergame X P X

Togelius et al. (2007)
Towards automatic personalised content creation for racing games
(Combination of player modeling and neuroevolution to generate content)

TB racing game X X A

Sharma et al. (2007)
Player modeling evaluation for interactive fiction
(Player modeling for adapting narrative content)

TB adventure
game

X X H X

Thue et al. (2007b)
Learning Player Preferences to Inform Delayed Authoring
(Player modeling for adapting narrative content)

TB adventure
game

X X H X

Thue et al. (2007a)
Interactive storytelling: A player modelling approach
(Player modeling for adapting narrative content)

TB adventure
game

X X H X

Bauckhage et al.
(2007)

Learning Human Behavior from Analyzing Activities in Virtual Environments
(Bayesian Motion Modeling, Believability Testing)

Quake II X X M X

Schadd et al. (2007)
Opponent Modeling in Real-Time Strategy Games.
(Classification of RTS strategies by fuzzy models)

SPRING X H

Baker and Cowling
(2007)

Bayesian Opponent Modeling in a Simple Poker Environment
(Classification into 4 playing styles by bayesian modeling)

Poker X A

Thawonmas et al.
(2006)

Clustering of Online Game Users Based on Their Trails Using Self-organizing
Map
(SOMs for player movement clustering)

TB game M

Gorman et al. (2006)
Believability Testing and Bayesian Imitation in Interactive Computer Games
(Player modeling of First-Person Shooter (FPS) behavior, believability framework)

Quake II X X A,MX
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Yannakakis and
Maragoudakis
(2005)

Player modeling impact on player’s entertainment in computer games
(Maximizing interestingness by bayesian learning opponents)

Pacman X X H

Thurau et al. (2007)
Bayesian Imitation Learning in Game Characters
(Modeling movement characteristics of players)

Quake II X M

Thurau et al. (2005)
Is Bayesian imitation learning the route to believable gamebots?
(Bayesian imitation learning of FPS movement)

Quake II X X M

Charles and Black
(2004)

Dynamic Player Modelling: A Framework for Player-centred Digital Games.
(General framework)

Houle (2006)
Player modeling for adaptive games
(Adapting manually defined player traits to individual players)

X H

Thurau et al. (2004)
Imitation learning at all levels of game-AI
(Imitation learning of movement, strategy actions, reactive behavior)

Quake II X X A,M

Bauckhage et al.
(2003)

Learning Human-Like Opponent Behavior for Interactive Computer Games
(Waypoint learning with neural gas)

Quake II X X M

Davidson et al.
(2000)

Improved Opponent Modeling in Poker
(Action prediction by ANNs)

Poker X A

Billings et al. (1998)
Opponent Modeling in Poker
(Predicting and adapting to player behavior by weighting parameters)

Poker X A

Table 2.2: Literature review containing articles addressing “player modeling”, “oppo-
nent modeling”, “imitation learning” or “player behavior” in “video games”.

2.2.2 | Classification & Discussion
Out of the included 65 publications, 66.2% approached the modeling of individual be-
havior and 52.3% presented a method for generating artificial behavior from their mod-
els. 35.4% utilized atomic behavior, whereas 32.4% relied on high-level information,
16.9% characterize movement, 6.2% interpreted physiological data and 3.1% visual in-
put. 27.7% focused on or added an additional player experience evaluation that as-
sesses the quality of artificially generated behavior from the particular model. Inter-
preting these features, the literature can be classified into general research objectives
(cf. Table 2.3). In this regard, theoretical foundation considers the construction of ex-
planations, frameworks (Charles and Black, 2004) or taxonomies (Smith et al., 2011).
Analysis of general player behavior approaches point out methodologies of visualization,
classification (Drachen et al., 2012) or imitation (Holmgård et al., 2015) of game-typical,
non-individual player behavior. Movement dynamics process mostly trajectories or spa-
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tial sequences of individual players (Bauckhage et al., 2003) or teams (Mehrasa et al.,
2018). Estimation of player experience does not explicitly model behavior, but underlying
motivation or other psychological factors to estimate affect (Yannakakis, 2009), person-
ality (Tekofsky et al., 2013) or entertainment (Yannakakis and Hallam, 2008). In adap-
tation techniques, individual player models are constructed (mainly through high-level
or physiological data) in order to adjust game parameters such as difficulty (Missura
and Gärtner, 2009), narrative (Thue et al., 2007a) or visual configurations (Burelli and
Yannakakis, 2015). Opponent modeling usually utilizes atomic decision making actions,
but not to generate artificial game agents that act like individual players, but to inform
agents about the preferences (Billings et al., 1998), strategies (Schadd et al., 2007) and
probable behavior of their opponents. Only replication approaches aim at completely
imitating individual player behavior based on atomic data, to generate artificial agents
resembling player-specific strategies, preferences and play styles for various motiva-
tions. Partlan et al. (2019), Oh et al. (2014) and Gemine et al. (2012) approximated
player behavior in terms of building or unit selection within the RTS games StarCraft
and StarCraft II, Lee et al. (2014) and Ortega et al. (2013) imitated playthroughs of the
Jump’n’Run Super Mario Bros and Gorman et al. (2006) and Thurau et al. (2004) mod-
eled distinctive properties within the FPS Quake II. In order to augment automated
game testing, Togelius et al. (2007) trained player model agents evaluating procedurally
generated racing tracks and Holmgård et al. (2014) and Liapis et al. (2015) blended hu-
man decision making styles with pre-categorized personas in order to assess differences
in behavior of players traversing a testbed dungeon crawler. Of all the 15 publications
in the replication category, only 4 evaluated their approach using a player experience as-
sessment. All of these focused on human likeness or believability, as well as objective or
subjective performance of the agent (Gorman et al., 2006; Lee et al., 2014; Lueangruean-
groj and Kotrajaras, 2009; Ortega et al., 2013).
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Research objective References Count

Theoretical foundation (e.g. framework,
taxonomy)

Yannakakis et al. (2013), Togelius et al. (2013),
Smith et al. (2011), Tencé et al. (2010), Charles and
Black (2004)

5

Analysis of general (non-individual) player
behavior

Goulart et al. (2019), Hester et al. (2018), Chen and
Yi (2017), Holmgård et al. (2015), Drachen et al.
(2012), Mahlmann et al. (2010), Zhang et al. (2010)

7

Movement dynamics description

Ahmad et al. (2019), Mehrasa et al. (2018), Tence
et al. (2013), Karpov et al. (2012), Bauckhage et al.
(2007), Thawonmas et al. (2006), Thurau et al.
(2007), Thurau et al. (2005), Bauckhage et al. (2003)

9

Estimation of player
experience/affect/personality

Melhart et al. (2019), de Lima et al. (2018), Liao
et al. (2017), Camilleri et al. (2017), Tekofsky et al.
(2013), Holmgård et al. (2013), Martinez et al.
(2013), van Lankveld et al. (2011), Tognetti et al.
(2010), Drachen et al. (2009), Yannakakis (2009),
Yannakakis et al. (2009), Yannakakis and Hallam
(2008), Houle (2006)

14

Adaptation based on player model

Burelli and Yannakakis (2015), Liapis et al. (2013),
Pedersen et al. (2010), Canossa and Drachen
(2009), Missura and Gärtner (2009), Sharma et al.
(2007), Thue et al. (2007b), Thue et al. (2007a),
Yannakakis and Maragoudakis (2005)

9

Opponent/Strategy modeling

He et al. (2016), Weber and Mateas (2009), Bakkes
et al. (2009), Schadd et al. (2007), Baker and
Cowling (2007), Davidson et al. (2000), Billings
et al. (1998)

7

Replication of individual player behavior

Partlan et al. (2019), Bindewald et al. (2017),
Holmgård et al. (2016), Liapis et al. (2015),
Holmgård et al. (2014b), Holmgård et al. (2014a),
Holmgård et al. (2014), Lee et al. (2014), Oh et al.
(2014), Ortega et al. (2013), Gemine et al. (2012),
Lueangrueangroj and Kotrajaras (2009), Togelius
et al. (2007), Gorman et al. (2006), Thurau et al.
(2004)

15

Table 2.3: Classified research objectives of the related work depicted in Table 2.2.
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2.2.3 | Approach Contextualization
DPBM aims at replicating individual player behavior on an atomic level to populate
and evaluate artificial agent behavior (cf. Table 2.4). According to the taxonomy of
Smith et al. (2011), DPBM directly utilizes game actions (domain) to generate (purpose)
individually (scope) modeled behavior by means of induced (source) training of machine
learning techniques. As per Yannakakis et al. (2013), it can be described as a model-free
(bottom-up) player modeling technique that maps gameplay data to actions mainly via
classification.

Besides believability or human likeness, little to no research has been done on mo-
tivational or engagement aspects of playing with or against player model agents, es-
pecially not when facing own individual behavior. Within believability assessments,
related work is limited to recorded video comparisons from observers excluded from
the original game play and assessing general human likeness, i.e. how likely it is for an
agent to be human, but not how likely it is to be a particular individual player. Thus,
this dissertation is not limited to the implementation and benchmarking of the under-
lying player modeling approach [F1, F2, F3, S2], but emphasizes the player experience
evaluation with respect to motivation [F3, S2], awareness and individual believability
[F2] within the application fields of dynamic difficulty adjustment, player substitution
and automated game testing (cf. section 2.4 Application fields). For the sake of ecolog-
ical validity and real-world versatility, it includes and builds upon long-term [F3] field
studies [F2, F3, S2] within published online games [F1, F2, F3, S2].
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[F4] Pfau et al. (2020a)
Replication Army: Enhancing Automated Game Balancing by Deep Player Be-
havior Modeling

AION X X A

[F3] Pfau et al. (2020c)
Enemy Within: Long-term Motivation Effects of Deep Player Behavior Models
for Dynamic Difficulty Adjustment

AION X X A X

[F2] Pfau et al. (2020b)
Bot or not? User Perceptions of Player Substitution with Deep Player Behavior
Models

TB Fighting
game

X X A X

[S2] Pfau et al. (2019b)
Deep Player Behavior Models: Evaluating a Novel Take on Dynamic Difficulty
Adjustments

TB Fighting
game

X X A X

[F1] Pfau et al. (2018a) Towards Deep Player Behavior Models in MMORPGs Lineage II X X A

Table 2.4: Classification of DPBM within the player modeling criteria
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2.3 | Industrial Background Extension
In order to get a representative impression of the differences between industrial game
AI (where already finite state automata, heuristic decision making or pathfinding al-
gorithms are referred to) and research game AI (e.g. reasoning, planning, learning,
(player) modeling, knowledge bases or multi-agent interaction), 105 of the currently
most successful game companies were contacted for qualitative semi-structured inter-
views within The Case for Usable AI [S3]. After a period of six weeks and two additional
reminders, (n = 9) responses could be collected that served for an outcome-oriented
structuring content analysis (Mayring, 2010).

All of the surveyed participants agreed on the successful integration of pathfinding
in more or less every modern video game since algorithms like A* (Hart et al., 1968)
are cheap in computation, reliable and compelling, which make up the necessary con-
ditions for consumer environments. Above that, compared to many of the other fields
of AI, pathfinding is absolutely essential for video game opponents to prevent totally
idiosyncratic behavior, which led to a very early establishment in the industry. Another
often mentioned technique is the Finite State Automaton (FSA), for its robustness and
observability, despite lacking any higher level capability of reasoning. Developers state
that they use them for “Movement state machines, etc.” (P6), “Character action sequences and
combat” (P4) or “a lot of tasks not considered AI, like managing states of User Interface wid-
gets” (P3), fulfilling predictable tasks far from more elaborate AI approaches. Dynamic
difficulty adjustment is reportedly roughly applied with heuristics like “[opponents] will
start to miss more after managing to hit the player too rapidly” (P6), while the same holds
also for reasoning systems, which are mostly reduced to frugal decision making about
movement (“e.g. to find out what a good position to shoot from will be, considering things like
line-of-fire, distance to target, minimal distance from current position, closeness to allies, etc”
(P7), “Most of our AI is still reactive, but we have systems that ’sample’ positions in the world for
things like: get good attack position, cover spot, etc” (P6). Knowledge bases for Non-Player
Characters (NPCs) are elementary but common, incorporating known versus unknown
facts, e.g. in “computer player’s knowledge of the game state (where other units are on the map)”
(P3). PCG has found it’s place in the game industry, not least because of games that are
completely centered around it (e.g. Minecraft (Mojang, 2011), Spore (Maxis, 2008) or No
Man’s Sky (Hello Games, 2016) but also in regular games that are not completely focused
on PCG, mostly for “Worldbuilding” (P2) or “[generating] in-game content, like making trees
at design time” (P3). Multi-agent interaction is stated to be a discipline that can improve
game quality in a thoroughly manner, which is why many companies try to come up
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with good solutions, e.g. “NPCs can decide to perform a complex attack together” (P4), “One
AI charges a player, while the team members give covering fire” (P6), albeit drawing on FSA
for these decisions. The reasons for the sparse and conservative use of scientific AI are
straightforward and shared among the industry:

“So far, our AI systems are mostly reactive and driven by behavior trees that get
signals from events that happen in the world. The reason for this is that we need
to model explicit rules in their behaviors to make the AI readable and “fun” for the
player. Also, we need to do this using limiting CPU bandwidth and in a way that
these systems are debuggable” (P6).

When asked about their personal position with respect to scientific AI, they agreed
that it bears a considerable potential of interestingness (for both developers and play-
ers) and capabilities of making the environment more believable, yet it comes with a
notable implementation and configuration effort that actually make the industry focus
on heuristic workarounds. The underlying mindset prevalent in contemporary video
game industry is best resumed by referring to their own words:

“What we call “AI” in games is vastly different than what’s used in academia, or in
business/engineering/apps/... Due to specific requirements like suspension of disbe-
lief, games need a tighter control of possible outcomes and cannot afford the situation
to be wildly misinterpreted. [...] Using decision trees, goal oriented action plan-
ning, and similar is found in some games, but we still largely rely on hand-tuned
conditions controlled by hard-coded ifs, state machines etc. If you care more about
“plausibility” than “intelligence”, experience shows that hand-tuned solutions go
a long way further than emergent ones. Also, consider the fact that performance
budget is severely limited especially if there’s a large number of actors. E.g we once
experimented with a very elaborate goal-oriented action planning algorithm heuris-
tic for gunfight tactics (choosing cover, targets, ....) where things like e.g. flanking
were emergent results of the simple base logic resting on data like cover positions,
precision estimation, etc... The results were impressive, but way too expensive. And
could still produce unexpected results in some cases. When you consider that most
games in that genre do away with prescripted actions for each possible scene, saving
an order of magnitude on performance - and guaranteeing no unexpected behavior,
you realize that there’s still a long way to go for “real AI” in games.” (P1)
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“In order to make AI a noticeable feature where towns are full of interacting NPCs or
where enemies are executing complex strategy, a company has to dedicate probably
a dozen or more programmers/designers for over a year to set it all up, which is very
expensive. Also, the more complex the AI, the more bugs that are created which
reduces the polish of the game. We would love to have awesome villager AI with life
like daily routines, but it’s just too cost prohibitive.” (P4)

“As game AI is focused on creating entertainment rather than primarily solve prob-
lems (which academic AI typically does), and usually has much stricter constraints
on performance than academic AI, it is often faster to custom make solutions rather
than use academic approaches. It also appears to be largely cheaper to produce a so-
lution that fits the game and is “correct enough” than actually implement a method
that produces a correct result. I think for most game AI developers, the interest in
using academically developed AI goes as far as it can improve specifics in AI be-
haviour reliably and within budget (both development resources as well as CPU and
memory).” (P5)

“I think there are some opportunities to do more “advanced” AI in video games, but,
it probably means that these games needs to be build and designed “around” these
systems to make them really shine.” (P6)

Summarized, these statements inform the development of the techniques examined
in this dissertation and scientific AI in general by providing design guidelines that ex-
pect plausibility/believability, computational performance and ease of implementa-
tion to be applicable and recognized by the industry.
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2.4 | Application fields
Given a fully functional player modeling implementation that satisfies the aforemen-
tioned criteria (representing individual player behavior based on atomic game actions
that can be generated at runtime), a multitude of opportunities within various applica-
tion fields emerge. This section comprises the most crucial fields for this dissertation,
namely DDA (offering adaptation beyond parameter tuning; training players by expos-
ing them to own strengths and weaknesses), player substitution (bridging online match
disruption due to dropouts; providing more individually representative agents), au-
tomated game testing (enhancing the estimation of balancing issues by incorporating
realistic human player behavior, relieving human testers) and cheating/botting detec-
tion (revealing behavior that is more likely to stem from undesirable third-party bots
rather than players; yielding objective evidence based on behavior in cases of identity
theft). Advancements and evaluations utilizing DPBM in these fields ([F1 − 4, S2]) are
explicated in the course of the following section 3: Studies & Developments.

2.4.1 | Dynamic Difficulty Adjustment
Providing and balancing an accurate level of difficulty is critical for keeping players con-
stantly engaged (Adams, 2002). Disparities can ultimately lead to boredom/underload
or frustration/overload, which make for two of the main causes why players stop play-
ing games (Debeauvais, 2016). Since individual skill and its progression are hard to
foresee throughout potentially large player bases and difficulty and it’s progression can
not be defined or programmed precisely, the field of DDA attempts to regulate emergent
mismatches dynamically. To estimate imbalanced challenge-proficiency-discrepancies,
various assessment techniques have been researched, such as success probability esti-
mation (Hunicke, 2005; Spronck et al., 2004), psychological evaluation (Van Lankveld
et al., 2008) or biofeedback (Hristova, 2017; Liu et al., 2009; Nogueira et al., 2016; Rani
et al., 2005). Alternatively, various machine learning techniques have been deployed
to classify player expertise, such as nearest neighbor clustering (Bakkes et al., 2009),
Support Vector Machines (SVMs) (Missura and Gärtner, 2009), neuroevolution (Olesen
et al., 2008), Reinforcement Learning (RL) (Andrade et al., 2005) or Monte-Carlo Tree
Search (MCTS) (Demediuk et al., 2019). However, when it comes to adjusting this dif-
ficulty, most approaches focus on heuristic parameter tuning, even in the most recent
advancements (Ang and Mitchell, 2017, 2019; Constant and Levieux, 2019; Fernandes
and Levieux, 2019; Frommel et al., 2018).
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Figure 2.1: Two players facing embodiments in Divinity: Original Sin II (Larian Studios, 2017),
exemplary for the popular type of imitation opponents in video games. Mimicking outer ap-
pearance, equipment choices, underlying character stats and learned action skills they seem to
provide a balanced encounter, yet lacking the competence of approximating the players’ deci-
sion making but relying on heuristics or random actions.

On the other hand, opponents that imitate the player character exist in numerous
commercial games, perhaps most notably the recurring Dark Link in the The Legend of
Zelda series (Nintendo EAD, 1987), Guild Wars’ Doppelganger (ArenaNet, 2005), Rene-
gade Shepard from Mass Effect 3 (BioWare, 2012), SA-X in Metroid Fusion (Nintendo
R&D1, 2002) or Embodiments in Divinity: Original Sin II (Larian Studios, 2017), cf. Fig-
ure 2.1. These encounters are perceived as some of the most interesting challenges that
artificial opponents can offer, since the strengths and weaknesses of the own player
character have to be acknowledged and exploited in a seemingly balanced battle. Yet,
so far these have only been realized as crude approximations of the original player, as
they mimic appearance, equipment, basic moves and/or skill sets but rely on heuristic,
strategically rigid decision making.

Combining this paradigm with generative player modeling, this dissertation intro-
duces a distinct adaptation module that incorporates player proficiency implicitly in-
stead of explicitly and represents and generates game proficiency on a multi-dimensional
level, allowing for complex emergent dynamics. I hypothesize that an agent that keeps
up with the progress of the player, displays similar strengths and weaknesses and chal-
lenges players to constantly improve or rethink strategies will yield a novel and capti-
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vating take on DDA.

2.4.2 | Player Substitution
Match disruption in online games is one of the major causes for frustration reported by
players and makes for a frequent occurrence given varying network quality depending
on location and over time (Cecin et al., 2004; Kaiser et al., 2009). Recent results of data
mining Dota2 ascertain that at least one player disconnects in 11.7% of over 50 million
online matches (Michael, 2019). Designing and deploying scalable online games that
avoid interruptions remains an important challenge (Guo et al., 2012).

Network stability and connection maintaining are under steady improvement, both
in terms of progress on physical connections, as well as through the development of
architectures and protocols for tackling discontinuity issues (Mildner et al., 2011; Plumb
et al., 2018; Yahyavi and Kemme, 2013) or prediction of traffic anomalies to counteract
bandwidth- or connectivity-loss before it becomes critical (Gu et al., 2011; Horovitz and
Dolev, 2009). Yet, online games are still vulnerable to connectivity disruptions, since
they can arise from a large variety of potential error sources, ranging from fast-paced
real-time mechanics over massively large amounts of simultaneous players to vast con-
nection distance differences that can span continents. In combination, these issues are
improbable to be overcome completely and can significantly impact the motivation of
affected players and of other players in the same play-session. Disconnected players in
cooperative team fights for example have to be compensated for by allies which – de-
pending on the game and genre – is unlikely to be manageable beyond short durations
(Guthrie et al., 2014).

Apart from unintended cut-offs, disconnecting on purpose can also occur due to a
range of reasons, such as escaping, in which players avoid their loss to be recorded, re-
sentful behavior (“rage-quitting”), in which players seek to deprive their opponent(s)
of victory or intentionally hurt their own team in collaboratively competitive games,
as well as forced disconnects of opponents via glitches or third-party tools (Moeller
et al., 2009; Mørch, 2003; Yan and Randell, 2005, 2009; Yee et al., 2006). To counteract
purposely caused interruptions, some games record them as losses or penalize them,
which can lead to even higher frustration for non-self-inflicted disconnects (Robles et al.,
2008). Other examples of successful commercial games substitute disconnected players
by heuristic, computer-controlled bots that continue playing, e.g. Left 4 Dead (Valve,
2008), a FPS), Heroes of the Storm (Blizzard Entertainment, 2015), a Multiplayer Online
Battle Arena (MOBA)), Super Smash Bros. 4 (Sora Ltd., 2014), a Beat’em up), Mario
Kart 8 (Nintendo EAD, 2014), a racing game), Civilization V (Firaxis Games, 2010), a
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turn-based strategy game), Company of Heroes 2 (Relic Entertainment, 2013), an RTS),
or Rocket League (Psyonix, 2015), a sports game). However, such substitution is fre-
quently criticized, since the replacing bot is usually under-performing and not able to
compete with human players. While modern machine learning approaches have proven
to master a variety of games by continual improvement through simulated play (Mnih
et al., 2015; Silver et al., 2016a; Tesauro, 1994), over-performing bots would also miss the
point of adequate, representative substitutions, since they would yield an obvious and
considerable potential for abuse.

In computer generated behavior in general, human likeness or believability has
been established as one of the most important metrics to facilitate engaging game play
(Acampora et al., 2012; Holmgård et al., 2014a; Khalifa et al., 2016; Miranda et al., 2016;
Ortega et al., 2013; Turing, 1950; Umarov and Mozgovoy, 2014). However, these ap-
proaches have focused on producing a general closeness to human behavior so far, not
explicitly on representing behavior from specific individual players within the same
game session. Although player disconnects pose long-standing challenges, substitut-
ing disconnected players by means of player modeling bots has not been approached
in openly published materials before, neither academically nor in the games industry,
and – to the best of our knowledge – there is no prior scientific research on alternative
temporary replacements. Thus, this dissertation will present, explicate and evaluate a
novel method on bridging online match disruption by replacing dropout players with
DPBM-fueled substitutes.

2.4.3 | Automated Game Testing
Automatic simulations of video game play have proven to be usable in situations where
human testing is too tedious or not exhaustive enough for the purpose of finding bugs
and glitches, parameter tuning, and assuring solvability.

The majority of scientific approaches focuses on detecting logical bugs or game
crashes, such as Radomski and Neubacher (2015) or Varvaressos et al. (2017) who iden-
tified violations of manually defined constraints via simulated play. Buhl and Gareeboo
(2012) highlight the utility of autonomous testing routines in everyday continuous in-
tegration and continuous delivery pipelines by contrasting the amount of encountered
bugs against previous developments without them. Zheng et al. (2019) designed a game
playing agent utilizing deep reinforcement learning, while Chan et al. (2004) made use
of a neuroevolution approach that on top of playing was able to report on the constel-
lation and sequence of actions that lead to game malfunctions. Furthermore, Bécares
et al. (2017) mapped human tester playthrough records to semantic re-play models us-
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ing Petri nets and Iftikhar et al. (2015) and Schaefer et al. (2013) introduced frameworks
for autonomously testing generic games of the platformer or puzzle genre, respectively.

Other work tackles solvability (such as Powley et al. (2016) or Shaker et al. (2013) that
aided level design of physics-based puzzle games by assuring potential solutions are
feasible, or Schatten et al. (2017a,b) that simulated large-scale dynamic agent systems to
test quest solvability in Massively Multiplayer Online Role Play Games (MMORPGs)),
as well as performance and network load monitoring, as approached by Ostrowski and
Aroudj (2013). Van Kreveld et al. (2015) and Southey et al. (2005) assessed difficulty or
interestingness approximations of levels or mechanics by machine learning of descrip-
tive in-game metrics.

Eventually, one of the most difficult and time-consuming phases of the game de-
sign process remains the balancing of different in-game units, character classes, factions
or roles between which players are able to choose. Following the definition of Sirlin
(2009), a multiplayer game is “balanced if a reasonably large number of options available to
the player are viable” (where viability sets the requirement of having many meaningful
choices throughout a game), while “players of equal skill should have an equal chance at
winning”. Together with frequently desired asymmetrical configuration possibilities of
these options, this inherently leads to combinatorial explosions, which can become haz-
ardous for the enjoyability of the game and the satisfaction of its players. Even worse,
Hullett et al. (2012) highlight that balancing issues most of the time “only become apparent
after many months of play” and the trouble with these issues (in comparison to straight-
forward fixable bugs, glitches and solvability aspects) is that they do not only appear
during the launch of a newly published game. Instead, balancing is an ongoing and
repeating task that is heavily influenced by the perceptions of the player community
(as per Lewis and Wardrip-Fruin (2010), “after each patch, often the discussion begins again,
factoring in new balancing or abilities for each class”). In the games industry, this is most
often approached through long-term expert analysis, excessive human play-testing, and
persistent debates with the community.

In this regard, scientific approaches often build on simulations that iteratively assess
balance criteria and dynamically tune in-game parameters based on the former. Jaffe
et al. (2012), García-Sánchez et al. (2018) and de Mesentier Silva et al. (2017) applied
this paradigm to board or card games, which was amplified by Mahlmann et al. (2012)
by introducing procedurally generated cards on top of these simulations. In other gen-
res, Beau and Bakkes (2016) utilized MCTS for balancing units of Tower Defense (TD)
games, Morosan and Poli (2017) tweaked difficulty specifications in RTS and Arcade
games after neuroevolution agents assessed these, Zook et al. (2019) deployed active
learning to a 2D shooter within a number of iterations with varying parameters and
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Leigh et al. (2008) dynamically balanced strategies by coevolution of two competing
agents playing a Capture The Flag (CTF) game.

Closely related to the approach outlined in this dissertation, Holmgard et al. (2018)
conflated atomic player behavior into procedural personas to simulate and test different
play styles in a Dungeon Crawler game and Gudmundsson et al. (2018) utilized atomic
choices in order to predict the difficulty of various levels of a Match-3-Puzzle game.
Nonetheless, even if some approaches process some kind of human player input, incor-
porating actual information about individual and atomic player behavior has not been
tackled yet. Generative player modeling has the potential to unite automatic simulation
methods with behavioral information. This gives developers the opportunity to receive
practically immediate insights on which player strategies are popular, dominant and/or
may require rework, how parameter tuning will likely alter the outcome of strategies be-
fore presenting it to the community and how to automatically balance game mechanics
after large-scale permutations of classes, setups, parameters and behavior – in all stages
of development.

2.4.4 | Cheating/Botting Detection
One of the major classification paradigms in which player behavior has successfully
been studied so far is the detection of unwanted automated software (botting) in on-
line games, based on the players’ traffic (Chen et al., 2008; Hilaire et al., 2010), social
interactions (Oh et al., 2013) or action frequencies (Kim et al., 2005; Mishima et al., 2013;
Thawonmas et al., 2008). Malicious bot software has no or little access to the actual
game variables and objects and is thus usually based on heuristic or predefined deci-
sion making. Above that, botting is used mostly in worthwhile in-game areas and thus
typically makes use of fixed paths, leading to rigid movement behavior. As such, dif-
ferences between the classes of bot and human player can be identified quite accurately
given the aforementioned techniques. A less investigated problem in online games is
the act of identity theft, where criminals gain unwanted access to user accounts. Exist-
ing approaches tackle the issue through different means of automatic detection utilizing
temporally structured metadata (Oh et al., 2012) or malicious action classification (Woo
et al., 2012). These approaches can presumably be extended by employing in-depth
player behavior models for the classification between real human account/character
owners and imposters. Finally, competitive games are always prone to cheating or hack-
ing. In such cases, DPBM can be utilized to improve play-style analytics in order to
classify suspicious or technically impossible behavior.
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2.4.5 | Serious Games
Apart from the aforementioned application fields that can immediately affect gameplay
and player experience, player behavior and atomic decisions within serious games, hu-
man computation and/or games with a purpose can have additional importance for
the respective scientific fields. One of the major challenges within educational serious
games or exergames is the requirement for consistent continuation over longer terms,
which is highly dependent on the game’s potential to provide sustained intrinsic mo-
tivation (Wouters et al., 2013). Similar to the successful approaches of introducing AI
methods (Johnson et al., 2005) or the integration of DDA into this genre (Hocine et al.,
2014), the personalized challenges produced by DPBM might be able to even extend
these motivational capabilities. When it comes to human computation games, large
amounts of in-game player actions are recorded and interpreted to aggregate knowledge
for solving real-world problems. Prominent examples as Foldit mine unfolding strate-
gies of complex proteins (Curtis, 2015) or improve computer vision by incentivizing
players to locate objects in images (Peekaboom) (Von Ahn et al., 2006). Since the accumu-
lated results often affect real-world problems, disruptive players that produce malicious
behavior should be detected and removed from the result set. Within this dissertation,
an evaluation about the magnitude of this malicious behavior will be conducted, follow-
ing with an implementation of a human computation serious game that utilizes DPBM
for all of the aforementioned applications: facilitating long-term motivation by popu-
lating large-scale agent behavior with individual player strategies; substituting fellow
players to ensure non-interrupted gameplay even when playing asynchronously; de-
tecting malicious behavior by contrasting valuable versus malicious behavior; and di-
rectly interpret behavioral player traces to infer real-world knowledge for the purpose
of robotic assistance within the context of everyday activities.
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3

Studies & Developments

The following chapter elaborates on the underlying research questions and provides
evidence raised in the foundational and supportive publications of this thesis. For each
of those contributions, research rationales, results and discussions are outlined, which
can be fully accessed within the respective publications (cf. [F1 − 4], [S1 − 3], [A1 − 9]).
These publications correspond to the larger theoretical and empirical context of this
dissertation and concern the underlying research agenda.

3.1 | Research Agenda
Due to the ongoing rise of complexity, popularity and content production cost of video
game development, industrial production and maintenance, especially for flagship pro-
ductions, is reaching the limits of what even large companies can sustain. Following
the demand of players, games grow more complex in terms of content and mechanics,
where the action spaces become nearly endless, greatly increasing the number of things
that could potentially go wrong. This includes players facing unbalanced challenges,
software execution or gameplay bugs that go undetected, connectivity issues with large-
scale systems, and cheating or other unethical behavior. Usually, these issues are tackled
by time-consuming parameter tuning, interminable testing routines prior and posterior
to public launches, refinement of hardware architectures and software compensation
protocols or persistent manual supervision, respectively. Even if these approaches are
unlikely to be entirely replaced by alternative strategies, it remains even less likely that
they will be able to abandon mentioned issues completely. Yet, applying a technique
well-researched in other application fields might close the gap that traditional meth-
ods struggle to overcome: player modeling. Studying the capabilities of contemporary
machine learning regarding modeling and generating individual player behavior on a
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representative level, the research agenda centralizes on the following general research
question:

How can generative player modeling be realized in order to substitute individual
human-like decision making in a representative, fair and convincing manner?

In order to keep interfering biases between the most crucial components of this gen-
eral research question at a minimum, it was further on separated, evaluated and an-
swered through the following sub-questions:

Q1.
Can generative player modeling be utilized to reproduce individual player
behavior with measurably similar decision making?

Q2.
Can generative player modeling convince players that it imitates individual
behavior believably?

Q3.
Can challenging artificial agents that employ the player’s individual decision
making lead to a motivating experience?

Q4.
Can generative player modeling contribute added value to unresolved issues
within dynamic difficulty adjustment, online disruptions and playtesting in
ecologically valid game scenarios?

3.2 | Methods
Since the interdisciplinary nature of the general research question is inherently divided
into technical implementability (Q1) and player experience (Q2,3,4), the following sec-
tion will first establish, describe and benchmark the underlying machine learning strate-
gies that lead to the development of DPBM, before illustrating evidence for advance-
ments within the mentioned application fields based on the results of the several con-
ducted HCI/player experience evaluations. These mainly consist of self-determination
theory (SDT) (Rigby and Ryan, 2011) questionnaires established in games user research,
such as the Player Experience of Need Satisfaction (PENS) model (Ryan et al., 2006), the
Intrinsic Motivation Inventory (IMI) (Ryan, 1982) or flow (Csikszentmihalyi et al., 1990),
as well as self-constructed quantitative and qualitative assessments.
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3.3 | Engineering Deep Player Behavior Modeling
The following chapter will document the most crucial steps carried out in order to con-
struct a feasible implementation of DPBM. Before being able to make informed deci-
sions about underlying machine learning techniques, let alone the integration into ar-
tificial agent decision making, a dataset had to be aggregated that would make for a
fertile testing ground.

3.3.1 | Initial Benchmark
Publicly accessible datasets that comprise vast proportions of recorded real-world player
information are found in several instances, such as OpenDota 1, an open-source plat-
form offering extensive data about players, teams and hero characters within millions
of match recordings of the popular MOBA Dota2 (Valve, 2013). Tracker Network 2 states
to offer gameplay data for over 100 million players from prominent online games such
as Fortnite (Epic Games, 2017), Counter Strike: Global Offensive (Valve, 2012) or Over-
watch (Blizzard Entertainment, 2016) and PandaScore 3 provides real-time as well as
recorded eSports data. Nevertheless, all of these third-party data providers rely on and
offer only publicly available statistical data that fall into the category of high-level be-
havioral data (cf. Section 2.2.1), such as win/lose rates, kill/death/assist scores, final
quantities of action uses, damage dealt, items bought, gold collected, experience points
gathered and similar records (cf. Table 3.2). While this might yield significant insights
about overall versatility of playable characters, balance and match analysis, the high-
level meta data structure renders it insufficient for the desired atomic decision mak-
ing modeling. Even with the information about which actions are used frequently, no
knowledge about the contextual game state during these action decisions are contained,
which limits the expressiveness of the eventual player modeling agent to action selec-
tion merely based on proportional frequencies. To give empirical evidence about this
insufficiency, modeling based on mere action frequencies serves as a baseline for both
the initial (cf. Section 3.3.1) as well as the advanced benchmark (cf. Section 3.3.4).

1https://www.opendota.com/
2https://tracker.gg/
3https://pandascore.co/
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Attribute Type Description

ability_upgrades_arr (int) An array describing how abilities were upgraded
ability_uses (object) Object containing information on how many times the played used their abilities
ability_targets (object) Object containing information on who the player used their abilities on
damage_targets (object) Object containing information on how and how much damage the player dealt to other heroes
actions (object) Object containing information on how many and what type of actions the player issued to their hero
assists (int) Number of assists the player had
damage (object) Object containing information about damage dealt by the player to different units
damage_inflictor (object) Object containing information about about the sources of this player’s damage to heroes
damage_inflictor_received (object) Object containing information about the sources of damage received by this player from heroes
damage_taken (object) Object containing information about from whom the player took damage
deaths (int) Number of deaths
gold_spent (int) How much gold the player spent
hero_damage (int) Hero Damage Dealt
hero_healing (int) Hero Healing Done

hero_hits (object)
Object containing information on how many ticks of damages the hero inflicted with different spells
and damage inflictors

item_uses (object) Object containing information about how many times a player used items
killed (object) Object containing information about what units the player killed
killed_by (object) Object containing information about who killed the player
kills (int) Number of kills
level (int) Level at the end of the game
multi_kills (object) Object with information on the number of the number of multikills the player had
permanent_buffs (object) Array describing permanent buffs the player had at the end of the game.
purchase (object) Object containing information on the items the player purchased
runes (object) Object with information about which runes the player picked up
stuns (float) Total stun duration of all stuns by the player
radiant_win (boolean) Boolean indicating whether Radiant won the match
duration (int) Duration of the game in seconds
isRadiant (boolean) Boolean for whether or not the player is on Radiant
win (int) Binary integer representing whether or not the player won
lose (int) Binary integer representing whether or not the player lost
total_gold (int) Total gold at the end of the game
total_xp (int) Total experience at the end of the game
neutral_kills (int) Total number of neutral creeps killed
tower_kills (int) Total number of tower kills the player had
courier_kills (int) Total number of courier kills the player had
lane_kills (int) Total number of lane creeps killed by the player
hero_kills (int) Total number of heroes killed by the player
observer_kills (int) Total number of observer wards killed by the player
sentry_kills (int) Total number of sentry wards killed by the player
roshan_kills (int) Total number of roshan kills (last hit on roshan) the player had
necronomicon_kills (int) Total number of Necronomicon creeps killed by the player
ancient_kills (int) Total number of Ancient creeps killed by the player
observer_uses (int) Number of observer wards used
sentry_uses (int) Number of sentry wards used
purchase_tpscroll (object) Total number of TP scrolls purchased by the player
actions_per_min (int) Actions per minute
rank_tier (int) The rank tier of the player. Tens place indicates rank, ones place indicates stars.

Table 3.2: Excerpt from a player entry recorded in a complete match session of Dota2,
provided by OpenDota (https://docs.opendota.com/). Further attributes that do not
contribute to the purpose of player modeling are omitted for visibility.
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Thus, in order to assess the feasibility of the desired contextual state-action architec-
ture, an initial study was conducted [F1] that asked players to perform a common task
in the MMORPG Lineage II (NCSoft, 2003) and tracked all meaningful decisions made by
the players within the situational context represented by a set of game state variables (cf.
Table 3.3). Within a 30-minute time limit, participants with considerable prior experi-
ence of the game were asked to defeat as many NPC enemies as possible in a controlled
single-player environment, using their preferred strategy of skill (action) selection and
order. Afterwards, they were asked to explain their decision making in own words and
highlight which actions responded to particular situations. Utilizing this data set, the
following machine learning benchmark between hidden markov models, decision trees
and multi-layer perceptrons was carried out.

Attribute Sample Value Description

time 10.02.2018 11:34:23 The time at which the skill was executed.
timeReuseAvailable 10.02.2018 11:34:33 The time from which on the skill will be available again.
skillID 11017 The unique ID to identify the skill.
skillName Elemental Crash (Fire) The skill’s name.
casterID 268492421 The unique ID of the player carrying out the skill.
casterName StudyWizard20 The player’s name.
casterClassID 182 The unique ID of the player’s character class.
casterClassName Wizard (Feoh Storm Screamer) The name of the character class.
casterHPpercentage 88.85 The current health points of the player before skill execution.
locX -12856 The absolute x value of the player’s location.
locY 386275 The absolute y value of the player’s location.
locZ -2958 The absolute z value of the player’s location.
targetID 23324 The unique ID of the type of the target.
targetName Mutated Fly The target’s name.
targetClassID -1 The unique ID of the target’s character class.
targetClassName NPC The name of the target’s character class.
targetHPpercentage 68.1 The current health points of the target before skill execution.
ai_intention AI_INTENTION_ATTACK The current state of the target, if NPC (ATTACK, CAST, IDLE).
distance 370.75 The relative distance between player and target.
locXtarget -12523 The absolute x value of the target’s location.
locYtarget 386112 The absolute y value of the target’s location.
locZtarget -2944 The absolute z value of the target’s location.
zone Hellbound (Study) The current area the player is located.
score 6 The current amount of enemies killed within the study.

Table 3.3: Sample state-action entry recorded in Towards Deep Player Behavior Models in
MMORPGs [F1], as seen in Figure 3.1. In comparison to 3.2, this behavior information
is recorded at every action (i.e. skill) a player executes and incorporates surrounding
game state variables. Bold fields are used in the behavior model computation, others
serve visualization or movement analysis purposes.
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Figure 3.1: Screenshot of Lineage II, illustrating a player using the Elemental Crash (Fire)
skill on an enemy [F1]. The corresponding state-action record is depicted in Table 3.3.

Hidden Markov Models. As reported in the post-test questionnaire of Towards Deep
Player Behavior Models in MMORPGs [F1], one major behavioral criterion seems to be the
adherence to individual skill rotations (i.e. repeating sequences). In Hidden Markov
Models (HMMs) (Baum and Petrie, 1966), sequences among states can be expressed via
interconnected state-transition probabilities. This transition neglects most of the under-
lying (hidden) variables, but only depends on predecessor states. Albeit reducing the
predictive power to a single dimension (action sequence), I formulated the estimation
of the main rotation as a Markov chain with the respective previous skills as observ-
able variables, while the complex behavior strategy stayed hidden. Consequential, they
proved to be a suitable starting point for player modeling for their capability of gener-
ating intuitive illustrations. As seen in Figure 3.2, they can directly expressed as skill
transition graphs, while the probability of a player executing one skill is approximated
by the probability given a previously known predecessor. The most used skill together
with its most probable successors constitute the individual main rotation, which differs
from player to player.
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Figure 3.2: HMM skill transition graph of a single player [F1]. White percentages and
the skill icon sizes display the relative usage of the respective skill. The width of the
transition arrows is proportional to the transition probability from one skill to another.
The blue arrow shows the most likely skill to begin attacking each enemy, while red
transition arrows depict the main rotation (transition probabilities are labeled black).
Skills used in less than 3% of encounters are included in the calculations of the model
but excluded from the visualization due to visibility reasons.
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Decision Trees. While HMMs struggle with incorporating larger numbers of dimen-
sions, Decision Trees (DTs) (Breiman et al., 1983) can break data down following the
most discriminatory variables by spanning trees of binary decisions. This allows for
pinning down decisive factors for skill usage accurately from a selection of many con-
textual game state factors that are potentially relevant. Information was included re-
garding the enemy’s intention (IDLE, ATTACK or CAST), the previously used skill and
binary choices whether the player’s Health Points (HP) percentage, the enemy’s HP per-
centage or the distance between them is above or below the respective mean of the cur-
rent player’s data. Discriminativeness was calculated via Shannon entropy. Resultant,
this approach did not only yield a higher accuracy in predicting skill usage compared to
HMMs, but was even capable of “explaining” the intention of situationally used skills.
By reversing the tree and collecting all paths ending in a particular skill leaf, the situ-
ational context of this skill can be assessed and compared to the qualitative statements
of the post-study questionnaire. For example, when asked for skills that were situation-
ally used, one participant stated that he activated a skill (“Death Lord”) whenever his
HP dropped to a low level, in order to transfer some of the enemy’s HP to his own.
Reversing the tree returns “NOT HP above mean” (95.2% accuracy) as the top criterion
for this skill, followed by “Target HP above mean” (90.5%). The player’s contextual
usage of this skill is thus accurately described by “having low HP while the enemy has
high HP”. Furthermore, one player stated to use “Bow Strike” whenever an enemy gets
too close, and thus knocking the enemy back. At this point, the tree returned “NOT
distance above mean” and “target HP above mean” as top criteria, explaining even
more than the uttered statement (since an approaching low HP target could be defeated
quickly, but only approaching high HP targets are countered with the knock-back skill).
This process of reversing DTs produces a ranked set of meaningful variables in which
particular skills are used and is capable of delivering clearly understandable insights to
developers.

Multi-Layer Perceptrons. Multi-Layer Perceptrons (MLPs) (Rosenblatt, 1958) add fur-
ther predictive performance since the learning process does not rely on manually de-
fined discrimination criteria and all variables contribute their real values instead of bi-
nary decisions, as is the case with DTs. As a drawback, neither can the trained model be
easily visualized nor can the process be reversed in order to describe situations in which
particular skills are used.

Above that, the computational and temporal effort of training and retrieving is con-
siderably higher than for the former techniques. Nevertheless, the scalability of outputs
beyond situations explicitly provided in the training data and high accuracy in predic-
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Figure 3.3: Example network for an individual player [F1]. Real valued variables are
mapped to the range from 0 to 1, previous skills are one-hot encoded in the input layer.
Hidden layer and neuron count varied after optimizing for prediction accuracy.
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tion render it a viable candidate for behavior generation. To establish general applica-
bility, one MLP with backpropagation and a logistic sigmoid activation function was
trained for each participant individually, where input and output array sizes varied due
to different numbers of skills used / available. Each network consisted of up to 38 in-
put and up to 34 output nodes representing particular skill IDs after one-hot encoding
(cf. Figure 3.3), where feasible values for the amount of hidden layers, nodes within
and training epochs were examined afterwards. Target values were constituted by the
(binary) use of particular skills given the situation defined from the input array. For
the eventual prediction, the computed output array was translated to a density function
from which the guessed skill is picked probabilistically.

Heuristics. In order to increase the eventual prediction accuracy, certain manually de-
fined heuristics can be applied that filter, weigh or rearrange the resulting skill prob-
ability distribution produced by all of the mentioned techniques. Yet, to not super-
pose correct predictions with false assumptions, only conservative transformations of
the distribution were applied, i.e. filtering out probabilities for actions that are techni-
cally impossible to execute. In this case, these only appeared in the form of cooldown
time (skills that were not available to be used again), insufficient HP/Mana Points (MP)
conditions or unfulfilled distance requirements.

Movement. When modeling movement, it might be beneficial to distinguish between
local and global movement, where local decisions consider the momentary motion rela-
tive to a current opponent (e.g. approaching the enemy, keeping a certain distance or
fleeing) and global movement describes higher-level goals (e.g. traversing the map in a
particular pattern). While local movement was inherently implemented by integrating
the relative distance between player and target as an input parameter within the mod-
eling techniques, global movement decisions showed to be less assessable. Figure 3.4
illustrates the recorded behavior of a single participant of Towards Deep Player Behavior
Models in MMORPGs [F1] and the computed model of global motion utilizing B-splines
(Piegl, 1993). While those showed a crude approximation of the overall movement of a
session, they suffered from a tremendous temporal computation effort and the necessity
to manually define model parameters (dimensions) that rendered it insufficient for fully
automatic approaches.
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Summary. Within the pilot evaluation of DPBM [F1], the individual prediction accu-
racies of HMMs, DTs, and MLPs were compared against each other as well as random
guessing and a Baseline (BL) condition that only took into account action frequencies
(cf. Figure 3.5). Significant differences (p < 0.05) between the baseline and all machine
learning techniques demonstrate that recorded data in the form of absolute frequencies

Figure 3.4: Movement data of a single player [F1]. Blue lines visualize the user’s trajec-
tory (starting at green, ending in the red spot), blue dots indicate skill usage. A yellow
line encloses the travelled area. The thick black line shows the approximation of the
global movement behavior via a B-spline.
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(as in 3.2 from OpenDota) are infeasible for individual generative player modeling and
comprehensive state-action data (as in 3.3) is considerably more expressive. Random
guessing performed foreseeably abysmal given the high-dimensional action space. Fur-
thermore, the study outlines different strengths of the deployed machine learning tech-
niques [F1], with HMMs yielding immediately visualizable extractions of main rota-
tions, DTs offering explanations for situationally used skills and MLPs presenting high
prediction accuracy of skill usage. As the subsequent part of this thesis focuses on gener-
ation and replication instead of analysis, MLPs led to the construction of the first DPBM
architecture (cf. Section 3.3.2).

Figure 3.5: Prediction accuracies for random guessing (RND), a baseline only relying on
action frequencies (BL), HMMs, DTs and MLPs; heuristic filtering included.
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3.3.2 | Initial DPBM Module
Given the insights of this pilot evaluation [F1], the first approach for an architecture
describing a DPBM-fueled agent was formed. In this minimal setup (cf. Figure 3.6),
state-action decision modeling makes up for the core module of replicating player be-
havior, which is only constrained by a heuristic filter handling infeasible conditions
(e.g. insufficient HP/MP, distance or cooldown for particular actions). Utilizing the
high prediction accuracy of deep learning, a number of successive studies [S2, F2 − 4]
deploy MLPs to constitute DPBM opponents within various evaluations. In these cases,
modeling movement behavior was limited to approximating local motion by striving
for the situationally favored distance to the target character. Global movement was ne-
glected for the time being due to particularly confined spatial in-game areas within the
studies and the lack of an efficient approach.

Figure 3.6: Behavior flowchart of an agent driven by the initial DPBM module. Given
a certain situation, the action selection module (MLP) approximates the most likely ac-
tion of the original individual player, filters it for feasibility and executes it, effectively
ending up in a succeeding situation.

Notably, the observed behavior utilized for the initial benchmark originated from
recording an in-game activity aiming at the elimination of a multitude of enemies sig-
nificantly weaker than the player, differing drastically from the activities of later studies
[S2, F2, F3], where players challenge opponents at approximately eye level. This bench-
mark turned out to be helpful to estimate the capabilities of the used machine learning
models, but to not disregard the presumably differing play styles in these situations,
the following advanced benchmark encompasses data aggregated after completion of
Enemy Within [F3].
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3.3.3 | Advanced Benchmark
In Enemy Within [F3], players with considerable prior experience of the MMORPG Aion
(NCsoft, 2008) were introduced to the daily single-player dungeon instance Eternal Chal-
lenge (EC) developed for the purpose of this dissertation. EC included (but was not
limited to) encountering a DPBM-driven opponent trained on the behavior from their
individual preceding battles and thus aggregated one-on-one combat behavior in a con-
siderably challenging setting. After a study period of four weeks, behavioral data of
171 players could be accumulated that should resemble decision making for the desired
application fields fundamentally closer. The following section reports on differences
of prediction accuracy of further conceivable machine learning approaches including
the established MLPs, and illustrates the effects of overfitting, sample size, parameter
contribution and time series inclusion within. Prediction accuracy values exclusively
describe the raw probability distribution calculated by the respective machine learning
technique, without additional heuristic filtering.
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Multi-Layer Perceptrons. The following section concerns the evaluation of one MLP
with backpropagation and logistic sigmoid activation functions per player. The bench-
marks were conducted using Keras 2.2.4 with TensorFlow 2.0.0 backend on a NVIDIA
GeForce RTX2080.

Figure 3.7: MLP architecture mapping game state (information about player, opponent
and skill history) to action (skill usage) probabilities [F3]. Sizes of input and output
layers varied depending on the player’s class and skill usage.
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Network architecture
In order to empirically estimate a suitable configuration of the network’s hyperparam-
eters, a two-dimensional benchmark was conducted that discerned the parameters of
hidden layers and amount of hidden nodes within each of the former. Sizes of the in-
put (I) and output (O) layer were determined in advance after one-hot encoding the
individual player’s skill set and incorporating further situation variables (cf. Figure
3.7), where I ranged from 86 to 122 (M = 98.2, SD = 15.1) and O from 64 to 100
(M = 76.2, SD = 15.1). Figure 3.8 visualizes the distribution of average testing pre-
diction accuracy among varying hidden layers and nodes within. While the most suit-
able amount of hidden layers appears to lie in between 3 and 6, the quantity of nodes
within each hidden layer shows a greater range of viable choices. Effectively, the latter
is likely to be dependent on the input size which varies among individuals in this par-
ticular learning setup. In conclusion, the architecture for the following benchmarks was
fixed to IxI4xO (i.e. the same number of hidden nodes as input nodes for each of the 4
hidden layers). Notably, determining hyperparameters of deep learning techniques is a
multi-dimensional problem where other features such as the number of training epochs
might influence the benchmark outcome. Thus, this initial investigation was repeated
with varying parameters of the following sections, but similar outcomes confirm the
feasibility of the IxI4xO architecture for this approach.

Figure 3.8: Testing prediction accuracy heatmap between hidden layers and nodes.
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Estimating Overfitting
With the just optimized hidden node configuration, the influence of further parame-
ters could be investigated, probably most importantly the number of backpropagation
epochs used in training. Since neural networks in general keep increasing the fitness to
the training data, accuracy on testing and other non-seen data might yield diminishing
returns or even decreases from a certain point of time on. After a number of training
series over the same dataset, overfitting could be identified beyond 1000 epochs (cf. Fig-
ure 3.9).

Figure 3.9: Average training and testing prediction accuracies over several iterations of
IxI4xO MLP modeling aggregated player behavior data [F3], with respect to the amount
of training epochs. The orange line indicates overfitting based on a peak in testing
accuracy.
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Sample size
Fixing the network architecture to IxI4xO with 1000 training epochs, the influence of the
sample size (i.e. amount of data points) on the model quality could be estimated, which
yields a rule of thumb for a minimal sample size constraint (cf. Figure 3.10). Within
single sessions of a DPBM encounter in EC, recorded players used up to 91 skills, where
the prediction accuracy converges not until approximately 200 data points. Conclu-
sively, a single play-through is not sufficient for training and testing since situations
and behavior emerge that did not appear in the training samples. From multiple play
sessions on, both training as well as testing accuracy stabilize. A further reason for
this convergence might be the familiarization of the player to the novel environment -
when they encounter the same in-game setting again and again, their behavior is more
likely to show similar patterns, compared to completely novel situations. Yet, this mea-
surement approach can not distinguish between an increase of model quality and an
increase of internal player behavior conformity. Above that, the recorded data origi-
nated from challenging an adaptive opponent where players reported that they have to
rethink their behavior occasionally [F3].

Figure 3.10: Change in training and testing prediction accuracy of IxI4xO MLP after
1000 training epochs with increasing amount of data points. The orange window ap-
proximates the session size, where accuracy tends to converge from 2-3 sessions on.
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Parameter Contribution
The input layer used in this approach (cf. Figure 3.7) is based on the insights and state-
ments of multiple studies [F1, F3], that the reason for players’ decision making consid-
erably relies on adherence to individual skill rotations and deviations are mostly due
to situational responsive decisions. In order to investigate the actual impact of these fac-
tors on the model quality and test the feasibility of sequence-focused models such as
long short-term memory networks (LSTMs), parameters for those factors were taken
apart and benchmarked in isolation of each other. Figure 3.11 contrasts Responsive De-
cisions (RDs), which contain only the first 22 parameters describing the game state or
situation, to Main Rotations (MRs) that only take the preceding action into account, as
well as to the original combined (C) input layer serving as a baseline.

Figure 3.11: Training and testing prediction accuracy between only RD, only MR and
the original combined (C) input vector.

Although the combined approach yields higher training prediction accuracy, a Welch’s
t-test between testing(MR) and testing(C) resulted in no significant difference. This sug-
gests that rotations contribute a major descriptive part of the approach. Since composed
of sequences, these make up for the evaluation of time series inclusion in the following
section and introduces LSTMs utilizing only these sequences as a potential candidate
for modeling.
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Time series inclusion
Based on the conclusion that the predecessor action turned out to be a significant pre-
dictor, multiple preceding game states might result in a better contextualization. While
the one-hot encoding of nominal skill IDs to input values causes notably large input
layers that one would usually prefer to keep concise, the networks examined in this sec-
tion were fed with even larger input vectors, proportional to the number of time steps
included in retrospection. As seen in Figure 3.12, overfitting already starts at incor-
porating a single look-back step (t = 2), as the continuous decline in testing accuracy
suggests. This indicates that this technique is not able to generalize from incorporating
further retrospective states, which adds to the consideration of LSTMs as their tempo-
rally structured input and internal memorizing architecture can foster the learning of
sequential successions.

Figure 3.12: Average prediction accuracies of (t ∗ I)xI4xO MLPs after 1,000 and 10,000
training epochs, where t is the amount of time steps included in retrospection.
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Top-X accuracy metrics
As Partlan et al. (2019) and Justesen and Risi (2017) emphasize, even if human behavior
follows patterns and preferences, player choices cannot be mapped from situation to
action without ambiguity and decisive variance. Thus, they recommend to also com-
pare Top-3 to Top-10 errors/accuracies among approaches, additionally to the tradi-
tional prediction evaluation that only takes the highest ranked answer (or a probabilistic
choice) into account. Figure 3.13 displays that state-action MLPs are capable of repre-
senting individual player behavior within the five most probable choices with up to
84% (M = 65.5%, SD = 11.6%) testing accuracy and up to 92% (M = 76%, SD = 11.2%)
within the ten most probable actions. Given the comparatively large action space of
(M = 76.2, SD = 15.1) available skills (depending on the character class), they turn out
to constitute a suitable technique for behavior modeling.

Figure 3.13: Top-1 to Top-10 training and testing prediction accuracies of a IxI4xO MLP
after 1000 training epochs.
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Random Forest Classification. Since DTs proved to be a viable technique of explain-
ing situational behavior in the initial benchmark while providing a decent prediction
accuracy on the testing dataset, their conceptual successor, Random Forest Classifica-
tion (RFC) (Ho, 1995), was included in this comparison. RFC establishes ensemble
learning by drawing on a collection of DTs with varying parameters and computes
classification based on the resulting probability distribution, which supports the mit-
igation of overfitting. For the purpose of parameter evaluation on this dataset, maxi-
mal depth was examined up to 30 nodes, where forest magnitudes ranged from 10 to
10000 DTs (cf. Figure 3.14). Eventually, constellations on a par with MLPs could be
found (M = 46.8%, SD = 10.2% testing prediction accuracy) around 7 nodes of maxi-
mal depth while using at least 400 DTs. The benchmark was conducted using the RFC
implementation of scikit-learn 0.22.1 on an Intel(R) Core(TM) i7-8700K CPU @3.70GHz.

Figure 3.14: RFC testing prediction accuracy heatmap between the number of used DTs
and the maximum depth within.
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3.3.4 | Summary

In conclusion, MLPs as well as RFC proved to be suitable techniques for DPBM’s core ac-
tion prediction module (cf. Figure 3.15). The vanishingly low random guessing chance
(RND) highlights the game environment’s vast possible action space, while the Base-
line illustrates the prediction accuracy incorporating only action frequencies, but omits
information about action sequences or the contextual game state. Both MLPs as well as
RFC provided high overall Top-1 testing accuracies (that were even able to be elevated
with conservative heuristics) while demanding acceptable levels of computation time.
As opposed to this, methods as HMMs or DTs are no longer considered to be viable
candidates for DPBM since outclassed by the former. Similarly, no feasible results could
be achieved for LSTMs, as they turned out to require a drastically larger sample size in
order to reach a satisfying prediction level while at the same time, computational effort
exceeds the former methods dramatically. For the same reason, alternative techniques
such as recurrent, genetic, convolutional or generative adversarial networks were also
disregarded, as the target application areas necessitate training deployable in real-time
situations (e.g. to immediately substitute disconnected players) and appropriate player
representations based on already small amounts of behavioral data (e.g. to quickly con-
struct personalized DDA opponents that adapt to changes in player behavior from one

Figure 3.15: Comparison of average Top-1 testing accuracies and training times from
the advanced benchmark methods
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session to another). Eventually, with MLPs and RFC as efficient predictor modules, the
initially mentioned design guidelines for usable game AI can be satisfied, in that they
offer believable results (as affirmed by the following sections) at computationally fea-
sible demands while still being easy to implement (once an in-game representation for
the DPBM architecture is realized).

Notably, both of the benchmarks handled in this section only considered the nu-
merically measurable prediction accuracy on the testing dataset. While this remains
the measure most often used within the field, it neglects factors that are likely to im-
pact individual likeness or believability. In the study of Enemy Within [F3] where this
data is drawn from, limitations arose that replicating decision making is not the only
dimension attributable to human player behavior. Thus, Section 5 acknowledges these
shortcomings and proposes additional modules aiming at representing individual pro-
ficiency concerning precision, cognitive computation and reaction times, target selection
and global as well as local movement.
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3.4 | Dynamic Difficulty Adjustment
The following section summarizes the developments and advances made within the ap-
plication field of dynamic difficulty adjustment. Within two evaluations, intrinsic moti-
vation, representativeness and long-term commitment could be measured, contributing
empirical evidence towards all constructed research sub-questions Q1-Q4.

3.4.1 | Comparison to Heuristic Opponent Behavior

Figure 3.16: In-game screenshot of Korona:Nemesis used in multiple studies [S2, F2]. The
player on the left utilizes Water to counter a Fire projectile.

To assess the player experience of challenging a DPBM-fueled opponent, the least
confounded comparison would be against ordinary computer controlled opponents.
Thus, three types of heuristic opponents (basic: predictable decision making, weak per-
formance; random: unpredictable, moderate performance; and optimal: ideal, strong per-
formance) were contrasted with DPBM (imitative, approximately player’s performance)
during the course of a two-week study [S2]. Since differences between these opponents
had to be clearly distinguishable in a short amount of time and decision making should
be the major underlying game mechanic (as opposed to movement or accuracy), the
elemental fighting platformer Korona:Nemesis (cf. Figure 3.16) was constructed that fa-
cilitated individual strategies by providing an extended Rock-Paper-Scissors paradigm
with no completely dominated strategies. Within the game, players can move, jump,
shoot an elemental projectile or switch their elemental stance. When a projectile hits the
opponent, a certain fraction of their HP is deducted, which is doubled in the case of a
critical hit (when the projectile is superior to the opponent’s stance, cf. Figure 3.17). As
soon as only one player remains alive, the next level is presented, up to a prior defined
limit (in the case oft this study [S2], a player fought ten levels against each opponent
type).
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Figure 3.17: Elements in Korona:Nemesis and their respec-
tive interactions. Arrows illustrate when an element hits
another critically, yielding symmetrical, extended Rock-
Paper-Scissors dynamics.

The hypotheses of the study [S2] stated that players are less engaged in competing
against too weak (basic) or too strong (optimal) encounters, but prefer a balanced oppo-
nent. In the case of the unpredictable random enemy, this balance should emerge from
the symmetric game dynamics, since no matter what element the player chooses, the
random opponent is equally likely to reach a superior choice as it is to make an inferior
one. On the other hand, the DPBM opponent would approximate the player’s profi-
ciency implicitly by imitating their state-action behavior and reach a similar level of
balance. Yet, challenging oneself might encourage the player to constantly self-improve
and bears an even higher potential of increasing intrinsic motivation.

Figure 3.18: Results of the Intrinsic Motivation Inventory subscales for [S2].

Eventually, the hypothesis could be confirmed with quantitative insights via IMI (cf.
Figure 3.18) and supported by qualitative statements. Even though players felt compe-
tent encountering DPBM, they made high efforts and felt appropriately tensioned. Most
importantly, DPBM significantly outperformed all alternatives for interest-enjoyment
(p < .01, d = .75 against basic, p < .05, d = .57 against random and p < .05, d = .54
against optimal), leading to a measurable increase in intrinsic motivation. These out-
comes deliver first evidence for Q3 in showcasing the motivational potential of DPBM
as opposed to traditionally heuristic opponents, as well as for Q4 (regarding implicit
DDA) as a consequential effect. Viable testing accuracies of (M = 70.3%, SD = 13.5%)
from individual MLPs (cf. Figure 3.19) further add to the practicality question of Q1.
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Figure 3.19: DPBM architecture utilized for each individual player in Korona:Nemesis
[S2, F2], mapping game state (information about player and closest target) to action
probabilities.
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3.4.2 | Long-Term Commitment

Figure 3.20: Four opponent types in AION ([F3]), where α, β and γ employed traditional
parameter tuning DDA (rubber-banding).

Based on the previous positive results [S2], Enemy Within [F3] sought to overcome
potential weaknesses of the former and evaluate DDA capabilities of DPBM on a larger
scale. First of all, it [S2] might have suffered from the probable influence of the novelty
bias, where the outcome of the evaluation could have been influenced by the effect that
participants played the game or experienced the particular setting or challenge before.
Above that, the comparison only included DPBM and heuristically driven opponents
without any form of adaptivity. Lastly, the study lacked a proper assessment of the
perceived representativity, so no evidence that players actually rediscover their own
behavior in their opponents could be accumulated yet. Thus, Enemy Within [F3] was
placed in the popular MMORPG Aion, exposed to a community with months to years
of prior game experience and conducted over the course of four weeks where subjects
could participate up to once daily. Additionally, DPBM was contrasted against not only
heuristically driven opponents, but a traditional DDA system employing rubber-banding
throughout multiple parameters. Without exposure of the DPBM opponent’s behav-
ior in advance, players had to explain its decision making with their own words. The
outcomes of Enemy Within [F3] contributed greatly to the research agenda of this thesis
through its ecologically valid long-term field study. Even in the large action space of
the MMORPG (cf. Figure 3.21), DPBM turned out to be a viable technique for approxi-
mating individual behavior, as testing prediction accuracies (M = 60.6%, SD = 22.6%)

Figure 3.21: Exemplary arrangement of a sub-
set of skills available to the Sorcerer class in
Aion. Additionally, context-dependent skills
(when the player or a target opponent is in a par-
ticular condition) and a multitude of items can
be activated.
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from daily trained networks (cf. Figure 3.7) suggest and qualitative statements confirm
(“at first he randomly used skills that I also used, later he added my combos”, “tried to replicate
my own skills and techniques”, “it was hilarious when I played against myself”). The adaptive
instance dungeon Eternal Challenge constructed for this study and consisting of rubber-
banding as well as DPBM opponents, managed to motivate players on a consistent scale,
even after the predicted initial novelty spike (cf. Figure 3.22), where DPBM turned out
to be the greatest motivational impact (cf. Figure 3.23).

Figure 3.22: Daily number of unique players entering Eternal Challenge compared to all
other available instances during the study period [F3].

The outcome that DPBM outperformed all parameter tuning DDA opponents in
terms of IMI’s interest-enjoyment indicates a high “fun factor”, while tension-pressure and
effort-importance highlight the considerable challenge, leading to an overall higher intrin-
sic motivation and linked potential to induce flow. The actual implicit DDA capabilites
of DPBM are backed by qualitative statements that reveal an appropriate challenge,
a noticeable difficulty adjustment over time and the perception of playing against an
equal opponent that facilitates rethinking of habitual behavior (“quite easy at first but
afterwards I really was busy thinking about how I approach him”, “it’s almost as good as I
am”). Eventually, the dataset describing behavior of 171 players in recurring sessions
over four weeks led to the investigation of the Advanced Benchmark (cf. Section 3.3.3)
used for deeper progressions of DPBM in general. Thus, Enemy Within [F3] supplied
additional evidence for Q1 that behavior can be assessed and reproduced, with the ad-
ditional conclusion from qualitative measures that DPBM opponents incorporate the
individual player’s strategies, tactics and preferences, supporting Q2. The consistent
commitment over a longer study period, paired with the significantly higher intrinsic
motivation than traditional DDA parameter tuning responds to Q3 and Q4 in favor for
DPBM.
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Figure 3.23: Results of the Intrinsic Motivation Inventory subscales for the compared
traditional DDA variables and DPBM [F3].

3.5 | Player Substitution
Tackling the prevention of match disruptions in online games caused by network sta-
bility issues, Bot or not [F2] implements DPBM for the continuous training parallel to
active online games and the automatic substitution of disconnected players by their in-
dividual representative DPBM agent. As previously used [S2], Korona:Nemesis was cho-
sen for observation during its launch on the leading distribution platform Steam, where
the appearance of a scientific study was concealed until the post-session questionnaire
to not threaten the ecological validity of the field study. To control for the examined
variable of substituting, the study setup of Figure 3.24 was developed, including four
players. From an initial configuration, one human player was shifted into a mirrored
match with substituted opponents after a random point of time, while in the original
match the player is replaced utilizing a DPBM bot trained on the prior behavior (adopt-
ing the previous architecture [S2], cf. Figure 3.19). When training was not completed
yet or players deliberately disconnected from the game before displaying enough be-
havior information for training, a heuristic random bot was used for substitution, based
on prior insights [S2] that it at least offers a moderate challenge.

Figure 3.24: Study sequence for each match [F2].
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gu
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ha
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actual behavior

human DPBM bot heuristic bot

isHuman 87.18%
(68)

85.48%
(53)

32.75%
(75)

isBot 12.82%
(10)

14.52%
(9)

67.25%
(154)

Table 3.4: Percentages (and absolute numbers in parentheses) of bot detection estimates,
according to the responses to the in-game bot detection survey [F2].

After a match consisting of 20 levels, participants were asked to judge if and which
other players were human or computer-controlled (“bots”). Throughout 206 multi-player
sessions, (n = 312) players submitted bot detection responses and 24 of these addition-
ally completed an optional, web-located questionnaire that asked for further quanti-
tative and qualitative measures. Table 3.4 demonstrates that participants were unable
in distinguishing actual humans from agents deploying DPBM (p > 0.05), where they
were indeed able to tell heuristic bots apart from humans (p < 0.05) or DPBM bots
(p < 0.05). From those players who did notice the substitution, no significant change
in performance or predictability caused by the substitution could be found (cf. Figure
3.25).

Figure 3.25: Boxplot illustrating the results of the custom awareness scale between play-
ers that detected (d) a bot and players unaware (u) of substitution [F2].
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Bot or not [F2] kept track of all DPBMs trained throughout the online sessions, re-
sulting in (M = 82.17%, SD = 23.17%) testing prediction accuracy and a strong positive
correlation between the amount of data points used for training and the resulting testing
accuracy (Pearson’s r2871 = .64, p < .01), which further strengthens the proof of techni-
cal implementability (Q1). Most importantly, the indistinguishability of DPBM agents
and human players makes a strong claim about the capability of believably imitating in-
dividual player behavior (Q2). Even in detected replacements, participants only noticed
the substitution itself, but did not perceive these as more or less proficient or predictable,
which altogether delivers first evidence of the potential of DPBM to bridge undesirable
online disruptions (Q4).
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3.6 | Automated Game Testing

3.6.1 | Autonomous Solving
In order to augment the field of automated game testing, I designed and developed
Intelligent Completion of Adventure Riddles via Unsupervised Solving (ICARUS) in collabo-
ration with Daedalic Entertainment4, a generic adventure game solver suitable for all of
their in-house products ([S1]). Point-and-click adventures usually consist of determin-
istic procedures through symbolic environments, where players have to solve tasks by
interacting with objects or characters, using items on these targets, combining items or
other special actions. Figure 3.26 shows a single scene of Anna’s Quest (Daedalic Enter-
tainment, 2015) containing 19 targets and 11 items currently in the player’s inventory
which amounts to 379 possible actions. Given that most of the time not only one of these
scenes is visitable, combinatorial explosion renders exhaustive human playtesting ex-
tremely inefficient and tedious for the respective testers. Yet, a complete search of state-
action pairs would be best suited in order to detect the most errors possible. A random
guessing solver that blindly chooses actions would already reduce the human testers’
burden, but is likely to overlook actions that lead to bugs or glitches. Thus, ICARUS ap-
proached autonomous solving using discrete reinforcement learning by mapping which
action leads to actual game progress given a particular game state (cf. Figure 3.27. De-

Figure 3.26: Scene from Anna‘s Quest. Circles represent objects (blue) or characters (red),
which can be viewed, used or combined with one of the items (upper left corner). Ad-
ditionally, items can be viewed, used or combined with other items.

4https://www.daedalic.com/

61



Chapter 3. Studies & Developments 3.6. Automated Game Testing

pending on the purpose, this progress is treated as either negative or positive reward,
since avoiding progress eventually leads to a breadth-first search checking all possible
actions for errors and optimizing for progress eventually leads to a depth-first search
that yields to an efficient verification of overall playability (i.e. if the end of the game
can be reached). ICARUS managed to aid playtesting by autonomously detecting game
crashes, freezes, blockers and was additionally deployed in semi-autonomous test ses-
sions where it automatically plays games, but human testers pinpoint graphical flaws,
typos or glitches.

Figure 3.27: Reward map visualization of a single game state in ICARUS ([S1]).

Nevertheless, neither the optimal depth-first, nor the comprehensive breadth-first
search through the game state space turned out to be sufficient to cover all potential
error sources of human playing, since particular game states were not reached that fol-
lowed from particular, non-optimal sequences of actions that human testers executed.
On the other hand, simply recording testers’ playtraces and reiterate them on following
test runs proved also be not enough, since different game versions appear daily during
development and completely mirroring human decisions led to dead ends there. Thus,
the core ICARUS reinforcement learning module was combined with the previously
outlined DPBM state-action player modeling architecture. Due to the deterministic and
sequential nature of adventure games, game states could be recorded and recognized
in a very precise and symbolic manner, leading to clearly distinguishable sequences of
state-action pairs. Eventually, ICARUS was configured to favor human players’ deci-
sions when a recorded state-action pair is available and continues to follow rewards
from the reinforcement learning module elsewise. By creating more exhaustive and
human-like search patterns, this contributes to Q4 as a functional and industrially de-
ployed example of automated game testing.
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3.6.2 | Automated Balancing
Extending the scope of automated testing to temporally tedious balancing issues, Dun-
geons & Replicants [F4] successfully demonstrates how DPBM can aid developers in de-
tecting and regulating imbalances, incorporating the actual behavior of a player popula-
tion for balance simulations instead of heuristic or optimal agents. The dataset of Enemy
Within [F3], comprising atomic behavioral data of one-versus-one combat situations of
the MMORPG Aion, was extended to include information of 6 months and n = 213
players in total and served for the generation of just as many DPBM-driven agents. In
order to detect viability differences between choosable in-game classes of Aion, DPBM
agents were grouped into the classes of their original players and benchmarked against
first a set of opponents with incrementally increasing difficulty and eventually against
each other. In the initial PvE evaluation, each substitute faced 100 heuristic encounters,
where the offensive and defensive parameters of the latter were manipulated in order
to investigate the performance range from fighting trivial to barely defeatable foes.

Figure 3.28: In-game screenshot of the PvE benchmark in Aion (NCsoft, 2008). DPBM-
driven player replicas encounter 100 heuristic opponents with increasing difficulty in
one-on-one situations (attack horizontally, maxHP vertically). Depending on the game
state between the agent and its target, emerging behavioral patterns for action prefer-
ences and sequences can be observed.
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Figure 3.28 visualizes the setup of DPBM agents of a single individual player, where
the attack value of the opponents was increased on the horizontal axis and the maximal
health points value increased on the vertical axis. In effect, the opponent of the lower left
corner should be trivially, but the one of in the upper right corner hardly beatable, lead-
ing to a distribution of performances. To measure these performances and aggregate
them to an overall score, a proficiency metric (φ) was constructed, incorporating the bi-
nary value of having won against the opponent (w), the normalized temporal duration
of the fight (t), the remaining health point percentage of the agent (hpa) and that of the
opponent (hpo):

φ =
n

∑
i,j=0

αw + β(1 − t) + γhpa + δ(1 − hpo)

(α + β + γ + δ)n2

Proficiency distributions (ranging from worst-case (0) to optimal (1) performance)
over these 100 trials depict the “soft boundaries” of the individual agents (as visualized
in Figure 3.29). Above that, the eventual proficiency φ could be used to compare the vi-
ability of different classes, based on the actual strategies that individual players employ
(cf. Figure 3.30 (left)).

Figure 3.29: Proficiency heatmaps of the best, average and worst player replication of
the benchmark. The horizontal axis denotes the increasing attack value of the heuristic
opponent while the vertical axis describes the increasing HP value of it (+25% per step,
respectively).
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As significant differences of proficiency between in-game classes could be found
(F(9, 203) = 9.63, p < .01; partial η2 = 0.3), Dungeons & Replicants [F4] subsequently
introduces one method of parameter adjustment per class by calculation of the mean
squared error to a target proficiency and finding the center of mass in the respective
parameter distribution, leading to a more balanced outcome without significant profi-
ciency differences (F(9, 203) = 1.42, p > 0.05, cf. Figure 3.30 (right)).

Figure 3.30: Proficiency results of player replicas across different classes from the PvE
evaluation (left) and after parameter regulation (right). Includes means (indicated by
x), medians (–) as well as the proficiency of a generalized model of the class (♦) and
random play (O).

To not only be constrained on comparing differences between classes with respect to
PvE encounters, but also include the internal balancing of classes, an additional Player
versus Player (PvP) evaluation was conducted in which all of the 213 player replicas
fought out one-on-one battles against each other. In effect, this was able to illustrate
an extended rock-paper-scissors superiority scheme in which e.g. Melee classes out-
perform Rangers, Rangers dominate Magic classes and these outclass Melees, which is
likely to reflect the developers’ original design. By providing a technique that integrates
the actual behavioral patterns of a whole player population into simulations, balance
discrepancies could be detected and regulated successfully, effectively contributing to
Q4. The insights that this distribution of individual player proficiency resembles the
original players’ performance closer than a generalized model or random play further
add to Q1 in that DPBM is a suitable mechanism for representing player behavior.
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3.7 | Serious Games
To advance the field of serious games and integrate all previously evaluated mecha-
nisms into the domain of games with a purpose (GWAPs), a series of human computa-
tion games was designed and developed during the formation of this thesis. Insights
of serious game design and evaluation supported this development, as the degree of
gamification, adaptation and visualization significantly impact the intrinsic motivation
required for genuine data contribution [A1 − 8].

Figure 3.31: Screenshot excerpts from Kitchen Clash [A4]. Within a generative, natu-
ral language processing procedure, task descriptions for everyday activities are derived
from written online corpora and have to be completed in a Virtual Reality (VR) game
environment. Subsequently, compound executions are graded in terms of quantita-
tive efficiency and qualitative assessments. While general object constraints marked
requirements for completing the tasks, the actual action sequence and specific object us-
age could be utilized to solve underspecified roles and estimate human-like preferences
distributions.

With increasing utilization of DPBM, Kitchen Clash (cf. Figure 3.31) [A4] as well as
Tool Feud (cf. Figure 3.32) [A5] make use of the promoted state-action architecture to in-
fer action and object preference distributions, while Elevator Empire (cf. Figure 3.33) ex-
tends this by incorporating DPBM for large-scale online agent management and player
substitution for asynchronous representations. In effect, all of these accumulate sym-
bolic world knowledge that is processed and used to augment robotic decision making
in the context of everyday activities (EASE5) by modeling action sequences, object or
tool preferences and filling underspecified semantic information. In the case of Eleva-
tor Empire, players train multiple DPBM-fueled agents in parallel in order to optimize
everyday activity processes in a hotel management setting. They are encouraged to
constantly improve their own agents’ routines to be able to progress and withstand

5https://ease-crc.org/
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competition, while they additionally can infiltrate rival establishments to sabotage their
processes. Apart from producing world knowledge, this additionally provides labeled
data for the discrimination of valuable and malicious behavior, demonstrating a feasible
approach for the threat of human computation data corruption (as outlined in [A2]).

Figure 3.32: Screenshot from the mobile game Tool Feud [A5]. Task descriptions for
everyday activities are presented with a constantly changing set of tool choices, where
players have to choose the most appropriate. DPBM’s preference distribution of the
whole population are utilized to model the correctness of the respective answers, yet
the most popular choice(s) are dynamically removed to filter out obvious answers and
acquire alternative solutions.
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Figure 3.33: Screenshot from the online multi-player game Elevator Empire. While play-
ers seek to optimize and expand their own hotel enterprise, they have to train and man-
age their constantly increasing staff. The behavior of these employees is manifested
by DPBM and manipulated by demonstration, leading to a successively accumulating
optimization problem that adaptively challenges the player while simultaneously ag-
gregating world knowledge about everyday activities.
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Contributions Towards Research
Questions

To be able to answer the overarching research question, it was split into the following
four major sub-questions (cf. Section 3.1). With respect to the publications [F1 − 4, S1 −
3] that constitute this thesis, evidence is consolidated and presented below.

Q1.
Can generative player modeling be utilized to reproduce individual player
behavior with measurably similar decision making?

In order to investigate similarity between original and replicated behavior,
multiple measures had to be examined, since quantitative validation ren-
ders DPBM outcomes immediately comparable to different methods and
approaches, whereas qualitative assessments highlight the subjective expe-
riences of players exposed to DPBM agents. Separating these fundamen-
tally different measurement approaches, Q1 collects evidence for quanti-
tative feasibility, whereas Q2 focuses on assessments of individual partici-
pants. From the publications that contain an implementation or benchmark-
ing of DPBM techniques, each reports on the measured prediction accuracy
when evaluating individual player models on a testing set that comprised
20% of the overall training data. Bearing in mind that these studies were
conducted in different games, genres, setups and with different purposes,
DPBM consistently reached high accuracy values (M = 71.4%, SD = 13.2%)
[F1], (M = 82.2%, SD = 23.2%) [F2], (M = 60.7%, SD = 22.6%) [F3],
(M = 61.3%, SD = 22.4%) [F4] and (M = 70.3%, SD = 13.5%) [S2], com-
pared to the marginal baseline accuracies of these high-dimensional action
spaces.
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Above that, the advanced benchmark (cf. Section 3.3.3) further investigates
the impacts of hidden layers and nodes amounts, parameter contribution
and time series inclusion, visualizes the influence of sample size and train-
ing epochs and displays testing prediction accuracy of DPBM according to
the Top-X notation, where the dataset of Enemy Within [F3] can be expressed
with e.g. up to 92% (M = 76%, SD = 11.2%) within the ten most probable ac-
tions. Together with the insights of Bot or not [F2] that DPBM is continuously
improving with time and data (Pearson’s r = .64 between testing accuracy
and sample size) and is able to represent individual proficiency (r = 0.91
between original player’s and the DPBM replica’s score outcome) [F1], the
state-action architecture and deep learning paradigm of DPBM turned out to
be a suitable technique for individual generative player modeling.

Q2.
Can generative player modeling convince players that it imitates individual
behavior believably?

While believability or human-likeness was only examined in terms of gen-
eral similarity in prior related work, this thesis focused on assessing individ-
ual behavior explicitly. In Enemy Within [F3], players encountered a DPBM-
fueled opponent up to once daily over the course of four weeks. Without
previous explanation or framing regarding this opponent’s behavior, partic-
ipants reported that after a couple of sessions it actually started to replicate
their behavior, approximated their combos and evolved into a challenging
contestant almost as good as themselves. In the even more drastic study
setup of Bot or not [F2], one of four players in an online match was removed
from the session and immediately substituted by their DPBM surrogate after
a random period of time. To estimate whether DPBM could be an appropriate
solution for temporary match disruptions (e.g. due to connection loss), par-
ticipants were asked to judge if one of their fellow players was replaced by a
computer controlled agent. The result that DPBM substitutes (85.5% judged
as human) were indistinguishable from actual human players (87.2%) – while
traditional heuristic bots (32.8%) were notably detected most of the time –
and even the detected replacements did not differ in perceived proficiency or
predictability, proves that DPBM is able to successfully convince players to
replicate individual behavior, only supported by the qualitative descriptions
of Enemy Within [F3].
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Q3.
Can challenging artificial agents that employ the player’s individual decision
making lead to a motivating experience?

To assess the player’s motivation while challenging DPBM-driven oppo-
nents, the Intrinsic Motivation Inventory (IMI) was consulted and evalu-
ated throughout the subscales perceived competence, interest-enjoyment, tension-
pressure and effort-importance. Hypothesizing that an opponent which re-
sembles individual strengths and weaknesses in a constantly updating loop
leads to a notable challenge that elevates tension-pressure, where the incen-
tive to “defeat oneself” implicitly increases effort-importance and interest-
enjoyment, multiple studies [S2, F3] were conducted in different setups. One
[S2] contrasted DPBM to heuristic opponents representing “too weak”, “too
strong” and “reasonable proficiency, but non-adaptive” enemies. Challeng-
ing the DPBM opponent resulted in high values of effort-importance (M =

5.57, SD = 1.95) and interest-enjoyment (M = 5, SD = 1.57), where the
latter was significantly higher than all alternatives, which was backed by
qualitative statements. In Enemy Within [F3], players evaluated the expe-
rience of daily encounters of their DPBM counterpart after a study period
of four weeks. In contrast to rubber-banding DDA enemies, DPBM sig-
nificantly outshined all other opponent types in terms of tension-pressure
(M = 4.91, SD = 2.15), effort-importance (M = 5.87, SD = 1.63) and interest-
enjoyment (M = 6.17, SD = 1.11). When asked for their personal opinion, par-
ticipants emphasize the notable entertaining factor of the DPBM opponent
and appreciate the increasing amount of challenge through behavior approx-
imation. Since DPBM-driven opponents yielded considerable absolute IMI
scores, positive qualitative appraisal and outclassed both traditional heuris-
tic enemies as well as foes implementing established rubber-banding DDA, it
can be concluded that they indeed can lead to intrinsically motivating expe-
riences.
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Q4.
Can generative player modeling contribute added value to unresolved issues
within dynamic difficulty adjustment, online disruptions and playtesting in
ecologically valid game scenarios?

Sustaining the ecological validity of the publications, all studies that evalu-
ated the impact of DPBM as the decision making module for in-game agents
were conducted using a field study approach where the appearance of a
scientific study was concealed during play and only revealed with the fi-
nal questionnaire (Can you rely on human computation? [A2] additionally
highlights the importance of this procedure). To this regard, the game Ko-
rona:Nemesis was inofficially published as a Beta test and advertised via on-
line forums for its first study [S2] before released on the game distribution
platform Steam together with the course of Bot or not [F2]. Enemy Within
[F3] was conducted on a private server of the MMORPG Aion with an ex-
isting player base as part of one of the regular updates. This procedure made
it possible to aggregate real-world human player data as well as to assess
game experiences within the actual population. With respect to DDA, exist-
ing approaches rely on manually defined parameters and constraints, where
the major motivational potential emerges from regulating the challenge. The
first take on DDA [S2] successfully demonstrated that DPBM can produce
decision making for game opponents that are intrinsically motivating, where
Enemy Within [F3] additionally reveals that these even outclass established
DDA implementations such as rubber-banding. With the mostly unrecognized
(and otherwise as fair classified) substitution in Bot or not [F2], DPBM intro-
duces a novel approach to bridging temporary online disruptions. Previous
industrial implementations relied on choosing conservatively weak substitu-
tions that often spoiled matches for teammates and opponents alike, while
scientific strategies focused solely on the avoidance of disruptions through
hardware and protocol improvement so far that are unlikely to extinguish
the problem completely. ICARUS [S1] adds to the viability with respect to
industrial application by demonstrating a working example of the benefits of
DPBM in augmenting automated game testing software that is under active
deployment. Eventually, Dungeons & Replicants [F4] outlines the advantages
of incorporating atomic behavioral data of a whole player population instead
of heuristic or optimal agents when applied to exhaustive balancing simula-
tions.
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Under the assumption that all classes of the utilized MMORPG should be
equally viable in one-on-one situations, significant performance differences
could be detected (and regulated). Above that, the presented mechanism
was able to confirm the probably intended design of superiority relationships
between classes and was able to inform game development with quantitative
insights about the viability of classes when actually played with individually
believable behavior.

Uniting the particular insights regarding Q1-Q4, the overall contribution of this dis-
sertation can be consolidated, answering the overarching research question “How can
generative player modeling be realized in order to substitute individual human-like
decision making in a representative, fair and convincing manner?” Using atomic
state-action records that pinpoint player decisions in generalizable game states, indi-
vidual behavior can be sufficiently represented, rendering deep learning methods such
as MLPs as viable modeling and generation techniques that can produce believable sub-
stitutions, challenging competition and representative decision making at eye level of
individual proficiency. This could be consistently proven in multiple games, genres and
field studies, while remaining areas and limitations are discussed in Chapter 5.
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Theoretical Contribution
Parallel to the specific research questions that investigate the proposed approach, this
dissertation provides meaningful insights for the broader fields of game design, game
development, game user research and game AI. The most important theoretical impli-
cations are enumerated in the following.

AI techniques have to ensure usability in order to be recognized from the in-
dustry. Scientific research in video game AI has never been as well investigated as in
this day and age – yet, the industry shows itself very conservative in employing novel
approaches from academia. Reasons for this rather cautious utilization are extracted
from interviews with industrial professionals in The Case for Usable AI [S3], which im-
mediately lead to design guidelines that novel AI methods should follow: In order
to consider these as usable, they must not harm but explicitly add to the plausibil-
ity/believability of NPCs; the techniques have to be easy to implement, debug and
adjust; they should not increase the game’s computational performance requirements
significantly and the added value of player experience should be proven. To advance
the integration of game AI and development of academia and industry, upcoming sci-
entific submissions should fulfill and refer to these criteria.

Games user research should necessitate ecological validity. Insights from a large-
scale examination about player behavior in GWAPs have shown a drastic disparity be-
tween field studies as opposed to laboratory studies [A5]. The latter can be highly im-
pacted by confounding factors such as the experimenter or novelty bias, the Hawthorne-
effect or inaccurate target groups that can lead to overinterpretations of the impact of
novel approaches or techniques. In contrast, ecologically valid field studies are able to
observe the outcomes of the actual target group within real-world environments and
contexts. This could be demonstrated multiple times within this thesis by evaluations
within newly released and publicly accessible games [F2, S2] or by extending commer-
cially successful games with already existing player communities with novel content
[F1, F3]. As preference and proficiency distributions in video games and genres are
highly multifarious and likely to be biased by traditional laboratory subject sampling,
games user research should stress the importance of doing evaluations in the field, es-
pecially as there are more opportunities of altering/modding or publishing games than
ever before.
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Individual believability is the key for convincing behavior. The field of believable
agents is well-researched and active, yet most of the advancements focus on either ex-
tracting and modeling general player behavior or engineer universal approaches that
approximate general human-likeness. While these are in fact able to appear as human
to other players, they lack the ability to appear as individual human players. While
this might be sufficient for some scenarios, individual representations come closer to
the behavior of a population [F4] and provide opportunities for even more application
cases, as they are able to approximate individual proficiency [F1, F3, F4, S2], substitute
specific players [F2] and give information about particular differences between players
[F1]. This opens up opportunities for games user research and game AI in modeling
decisions on every conceivable abstraction, e.g. atomic behavior actions, movement
patterns or high-level decisions.

Player behavior mainly consists of individual strategies and preferred ways to de-
viate from these. As the expert interview of the AAA-MMORPG Aion highlights [F3],
players in general have an individual pivotal strategy planned before executing it and
only deviate from this when forced by outside influences (e.g., action of other players
or NPCs). In the case of MMORPGs and fighting games, this is reflected in the main
rotation, i.e. the loop of preferred action sequences, and situational responsive decisions.
These can be recorded and utilized in order to describe, model and/or generate indi-
vidual player behavior [F1, F2, F3, F4, S2]. While this thesis is only to provide evidence
for these specific cases, it is likely that these patterns transfer to other games and genres,
e.g. the building and unit choices of RTS games or movement and aim patterns within
FPS.

Atomic behavior is mappable to higher-level variables. Outcomes of the large-
scale analyis of behavior throughout a player population in Dungeons & Replicants [F4]
suggest that representations of atomic behavior implicitly contain information of higher-
level variables such as the in-game proficiency (as estimated by efficiency and effec-
tiveness measures) of the recorded player (cf. Figure 4.1). This does not only open
up possibilities of comparing the proficiency of different players (and thus might en-
hance match-making procedures or could provide personalized challenges where play-
ers could face representations of equally skilled players), but inspires to investigate the
connection of atomic behavior to various high-level parameters of interest. In a broader
context, this method could be used to predict engagement, frustration, commitment or
motivation (and thus would diminish the need of often immersion- or flow-harming
questionnaires), estimate personality types or traits (and thus would open immediate
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opportunities to adjust game mechanics [A3]) or evaluate the seriousness of displayed
behavior (and thus could augment the selection of useful as against malicious behavior
for GWAPs [A2]) – only by interpreting atomic decision making.

Figure 4.1: Measured proficiency values (blue) versus predicted proficiency (green), us-
ing a 1572x15724x1 DPBM network that mapped game state variables and current and
preceding actions to a single proficiency target value (ranging from 0 = worst to 1 =
optimal proficiency).
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Limitations & Future Work

With the overall research question as well as the sub-questions answered, certain lim-
itations apply that facilitate future work from which some will we discussed in the
following chapter. First of all, DPBM was applied to application fields that would
benefit from generative player modeling within only a limited number of games and
genres. While it could be argued that this technique is suitable for (MMO)RPGs with
skill combat systems (as demonstrated by Lineage II [F1] and AION [F3]), point-and-
click adventures (as shown in ICARUS [S1]) and arguably viable for Fighting games
(as represented by Korona:Nemesis [S2, F2]), no evidence could be accumulated so far
that justifies the installation in other genres. Thus, further empirical research would
need to be executed that considers the environment of games representative for gen-
res with considerably fuzzier decision making, such as FPS (where this mostly appears
in making movement decisions and developing aiming and reaction proficiency), RTS
(where vast global game states have to be considered that individual players are differ-
ently able to perceive) or genres with no clearly defined initial and goal state (such as
simulation or sandbox games). Even with the successful implementation of DPBM in
the aforementioned games, the previous game state representation only considers the
situation between the individual player and one target, disregarding more complex sce-
narios with multiple opponents or allied players. Above that, the long-term application
of the adaptive AION dungeon ([F3]) indicated that the DPBM opponent differed from
its originator in several dimensions apart from decision making, such as reaction times
or aiming precision. Most importantly, this version of DPBM is restricted to incorporat-
ing local movement information and neglects global movement patterns for now. While
for these mentioned dimensions no trivial measures are available (as opposed to pre-
diction accuracy for decision making), future evaluations will utilize an updated DPBM
module to extract the impact of these factors on the overall individual believability (cf
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Figure 5.1).

Figure 5.1: Behavior flowchart of an agent employing the succeeding DPBM module
version.

With respect to this updated version of DPBM, global movement considers the un-
derlying spatial goal, independent of a current target. Depending of the game, genre
and situation, this can likely be broken down into two- or three-dimensional preference
distributions over in-game maps which can be clustered into points of interest (Ahmad
et al., 2019), transformed into semantic trajectories (Schertler et al., 2019) or utilized
for pathfinding that extends traditional distance minimization with the minimal devia-
tion of individual preference points. This will be joined with local movement behavior
that informs mainly about relative distance preferences to a current target, so that ap-
proaching or fleeing behavior is incorporated depending on the respective situation. In
situations that include multiple (allied or hostile) characters, a supplementary target
selection module will be requested before actual action selection, to model mappings
between game states and character focus (e.g. to recognize when a player would heal or
support a team member or which opponent type or status is favored for attacks). After
the core action selection, a precision estimation module is applied that approximates
the player’s precision proficiency (e.g. aiming in FPS or successful ground targeting in
several other genres). Eventually, to accurately represent reaction and cognitive calcu-
lation times, the temporal estimation module calculates how much time the original
player requires to execute a specific action in the respective situation and delays the
execution of this action in DPBM opponents accordingly.
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After thorough evaluations about the added value of perceived individual believ-
ability, DPBM can be utilized for application fields not yet covered by this dissertation.
These include but are not limited to detecting bots in online games that carry out inter-
minable and tedious tasks, revealing the use of cheats by recognizing behavior that is
technically impossible or not by means of human capabilities, or yielding appropriate
representations of opponents in asynchronous battles frequently used in mobile games
(where challenging other players is often reduced to challenging a heuristic computer-
controlled agent with the same equipment or setup). Additionally, further evaluations
of DPBM for facilitating data aggregation in GWAPs follow, as realized in the online
human computation games Kitchen Clash and Elevator Empire. Within these, players de-
cisions, sequences and object preferences of everyday activity tasks are approximated to
not only create highly adaptive and novel interaction mechanics, but also to aggregate
a database of world knowledge and affordances for robotic learning (as explicated in
[A4]).

Additional to the expansion onto further genres and application fields, DPBM of-
fers capabilities for completely novel mechanisms and functionalities. When the men-
tioned limitations are overcome and the additional player characteristic approximators
are both implemented and evaluated, it can be envisioned for e.g. maintaining per-
petual presence of online game characters by substituting players by their individual
surrogate when they go offline – or even enabling the possibility of playing alongside
with their own alternative characters, driven by personalized behavior (in games where
players can choose from multiple avatars). Future Work will evaluate how players will
accept, experience and appraise these unprecedented situations.
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Conclusion

Behavior of computer controlled agents in video games significantly differs from be-
havior displayed by human players. In many cases, this is desirable and introduced
by design (as in elevating the players’ perceived competence by impersonating a super-
human character), yet a multitude of application fields remain that would benefit from
human-like behavior. While believability has been a major criterion within game AI and
games user research that was approached by various algorithms for generative player
modeling and artificial agents in general, modeling and replicating player behavior on
an individual basis remained largely under-investigated. This dissertation introduced
the design, development and evaluation of the Deep Player Behavior Modeling (DPBM)
architecture that maps contextual situations (game states) to individual preference dis-
tributions (actions) of atomic decision making via machine learning techniques. After
highlighting advances in scientific game AI, a comprehensive literature research rep-
resented the state of the art of player modeling approaches in related work, identified
their most substantial features and classified them into descriptive research objective
categories. Based on these, DPBM could be contextualized and the value of modeling
individual and atomic decisions was justified by illustrating the advantages in the appli-
cation fields of Dynamic Difficulty Adjustment (DDA), player substitution, automated
game testing and serious games, in contrast to the recent advances of related work in
these areas. Studies and insights of this thesis are presented in a twofold manner by
first elaborating on the technical development through machine learning benchmarks,
architecture progression and parameter examination and successively evaluating the
constructed models in ecologically valid field studies of the aforementioned applica-
tion fields with respect to player experience, motivation, commitment and believability.
Answering the overall research agenda, DPBM was able to realize individually believ-
able substitutions in a representative manner by reproducing atomic decision making
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on a similar level, convincing players that their own or a fellow player’s behavior was
achieved and eventually attaining an approximation of the original player’s proficiency
that can lead to an intrinsically motivating experience. These accomplishments are un-
derlined by DPBM’s industrial usability, since the approach was designed and revised
to meet professional game developers’ criteria: DPBM is able to learn and provide ap-
proximate player representations with reasonable temporal and sample size effort, al-
lowing for instantaneous substitutions and rendering it computationally performant;
its generic architecture that maps game states to action preference distributions is prac-
ticably transferable to most video game genres, ensuring ease of implementation; while
quantitative as well as qualitative reports of multiple field studies highlight the distinct
believability potential when employed for agent behavior. Limitations and opportuni-
ties are discussed subsequently, envisioning individual generative player modeling as
a multi-dimensional approach that encompasses not only decision making in the sense
of action selection, but also target choice, precision estimation, cognitive computation
and reaction time while consolidating local and global movement factors. These will
be further on applied to games within and beyond the genres examined in this the-
sis to strengthen the empirical results regarding DDA, player substitution, automated
game testing as well as evaluating its capabilities for cheating or botting detection, asyn-
chronous play and human computation augmentation.
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Publications

The following publications constitute the most substantial amount of this thesis’ con-
tribution. To distinguish the personal contribution from the involvement of co-authors,
each reference is shortly summarized and the personal contribution is indicated follow-
ing the CRediT taxonomy 1.

7.1 | Foundational Publications
[F1] Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Towards deep player
behavior models in mmorpgs. In Proceedings of the 2018 Annual Symposium on Computer-
Human Interaction in Play, CHI PLAY ’18, page 381–392, New York, NY, USA, 2018a.
Association for Computing Machinery. doi: 10.1145/3242671.3242706
Contribution of this publication concerning this dissertation: In order to get a first
dataset and evaluation about feasible machine learning techniques for DPBM, a study in
the MMORPG Lineage II was conducted in which participants showed common single-
player battle behavior. This was recorded and analyzed with the help of HMMs, DTs
and MLPs and compared to the subjects’ qualitative descriptions about their own de-
cisions. This analysis laid ground for all succeeding publications integrating a form of
DPBM.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, software, validation, vi-
sualization and the major part of writing (90%).

1https://casrai.org/credit/
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[F2] Johannes Pfau, Jan David Smeddinck, Ioannis Bikas, and Rainer Malaka. Bot
or not? user perceptions of player substitution with deep player behavior models. In
Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems, CHI ’20,
page 1–10, New York, NY, USA, 2020b. Association for Computing Machinery. doi:
10.1145/3313831.3376223
Contribution of this publication concerning this dissertation: After the development
of the online platform fighter Korona:Nemesis, it was officially launched on Steam and
utilized for evaluating player substitution over the course of four weeks. Resulting
in indistinguishability between DPBM opponents and human players (while notably
heuristic opponents were detected often), this work constitutes the main factor in sup-
plying evidence that deploying DPBM can overcome temporary online match disrup-
tions.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, major part of software,
student supervision, validation, visualization and the major part of writing (85%).

[F3] Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Enemy within: Long-
term motivation effects of deep player behavior models for dynamic difficulty adjust-
ment. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems,
CHI ’20, page 1–10, New York, NY, USA, 2020c. Association for Computing Machinery.
doi: 10.1145/3313831.3376423
Contribution of this publication concerning this dissertation: Within the MMORPG
Aion, I designed and developed the adaptive instance dungeon Eternal Challenge (EC)
consisting of both traditional rubber-banding DDA as well as DPBM opponents. EC was
published during a regular update on a private Aion server and evaluated across a study
period of four weeks. Outcomes highlight the entertainment factor of encountering one-
self represented by an DPBM opponent which even outclassed traditional DDA, confirm
that players recognize their own behavior in the model and showcase the consistent mo-
tivational potential over long-term.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, major part of software,
validation, visualization and the major part of writing (90%).
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[F4] Johannes Pfau, Antonios Liapis, Georg Volkmar, Georgios Yannakakis, and Rainer
Malaka. Dungeons & replicants: Automated game balancing via deep player behavior
modeling. In 2020 IEEE Conference on Games (CoG), pages 431–438. IEEE, 2020a. doi:
10.1109/CoG47356.2020.9231958
Contribution of this publication concerning this dissertation: Using an extended dataset
of [F3] from the MMORPG Aion, a comprehensive set of DPBM agents could be estab-
lished that represented the population of players. This served for two evaluations that
were able to detect balance discrepancies between in-game classes with respect to fight-
ing heuristic encounters as well as superiority relationships in the case of facing each
other. Results approve the use of DPBM to incorporate the proficiency distribution of a
player population instead of heuristic or generalized agents.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, software, validation, vi-
sualization and the major part of writing (90%).
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7.2 | Supportive Publications
[S1] Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Automated game test-
ing with icarus: Intelligent completion of adventure riddles via unsupervised solving.
In Extended Abstracts Publication of the Annual Symposium on Computer-Human Interaction
in Play, CHI PLAY ’17 Extended Abstracts, page 153–164, New York, NY, USA, 2017.
Association for Computing Machinery. doi: 10.1145/3130859.3131439
Contribution of this publication concerning this dissertation: The design and devel-
opment of ICARUS aimed to accelerate industrial playtesting situated with Daedalic En-
tertainment and relief human testing procedures. While reinforcement learning was able
to generically learn and play these adventure games, it could be even improved later by
the incorporation of DPBM to resemble human playthroughs more closely.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, software, validation, vi-
sualization and the major part of writing (90%).

[S2] Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. Deep player be-
havior models: Evaluating a novel take on dynamic difficulty adjustment. In Extended
Abstracts of the 2019 CHI Conference on Human Factors in Computing Systems, CHI EA
’19, page 1–6, New York, NY, USA, 2019b. Association for Computing Machinery. doi:
10.1145/3290607.3312899
Contribution of this publication concerning this dissertation: To initially test the moti-
vational potential of DPBM-driven opponents, a beta version of the elemental platform
fighter Korona:Nemesis was released and evaluated. This field study was able to show
the high intrinsic motivation of participants when facing DPBM in comparison to tradi-
tional game opponents with heuristic decision making.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, software, validation, vi-
sualization and the major part of writing (90%).
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[S3] Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. The case for usable
ai: What industry professionals make of academic ai in video games. In Extended Ab-
stracts of the 2020 Annual Symposium on Computer-Human Interaction in Play, CHI PLAY
’20, page 330–334, New York, NY, USA, 2020d. Association for Computing Machinery.
doi: 10.1145/3383668.3419905
Contribution of this publication concerning this dissertation: This paper investigates
the requirements of industrial video game companies in order to establish design guide-
lines for game AI, including the proposed methods of this thesis. To be applicable and
usable for commercial development, AI techniques have to follow principles such as
plausibility/believability, computational performance frugality, ease of implementation
and evidenced increase of player experience. Based on these criteria, DPBM was de-
signed, benchmarked and evaluated.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, validation and the major
part of writing (90%).
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7.3 | Additional Related Publications
[A1] Johannes Pfau, Jan David Smeddinck, Georg Volkmar, Nina Wenig, and Rainer
Malaka. Do you think this is a game? In Extended Abstracts of the 2018 CHI Conference on
Human Factors in Computing Systems, CHI EA ’18, page 1–6, New York, NY, USA, 2018b.
Association for Computing Machinery. doi: 10.1145/3170427.3188651
Contribution of this publication concerning this dissertation: This work assessed in-
trinsic motivation and flow between different degrees of gamification within the same
serious game background. Insights about motivational research influenced further stud-
ies of DPBM regarding measurement, methodology and underlying theory.
Personal contribution to this work: Part of conceptualization, data curation, formal
analysis, major part of investigation, methodology, part of project administration, re-
sources, software, validation, visualization and part of writing (70%).

[A2] Johannes Pfau and Rainer Malaka. Can you rely on human computation? a
large-scale analysis of disruptive behavior in games with a purpose. In Extended Ab-
stracts of the Annual Symposium on Computer-Human Interaction in Play Companion Ex-
tended Abstracts, CHI PLAY ’19 Extended Abstracts, page 605–610, New York, NY, USA,
2019. Association for Computing Machinery. doi: 10.1145/3341215.3356297
Contribution of this publication concerning this dissertation: This work assessed
quality of field studies where the appearance of a scientific purpose is concealed. In-
sights about credibility, potential biases and ecological validity influenced further stud-
ies of DPBM that all were held in online settings without explicating the academic back-
ground.
Personal contribution to this work: Conceptualization, data curation, formal analysis,
investigation, methodology, project administration, resources, software, validation, vi-
sualization and writing (100%).

[A3] Georg Volkmar, Johannes Pfau, Rudolf Teise, and Rainer Malaka. Player types
and achievements – using adaptive game design to foster intrinsic motivation. In Ex-
tended Abstracts of the Annual Symposium on Computer-Human Interaction in Play Compan-
ion Extended Abstracts, CHI PLAY ’19 Extended Abstracts, page 747–754, New York, NY,
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ABSTRACT
Due to a steady increase in popularity, player demands for
video game content are growing to an extent at which consis-
tency and novelty in challenges are hard to attain. Problems in
balancing and error-coping accumulate. To tackle these chal-
lenges, we introduce deep player behavior models, applying
machine learning techniques to individual, atomic decision-
making strategies. We discuss their potential application in
personalized challenges, autonomous game testing, human
agent substitution, and online crime detection. Results from
a pilot study that was carried out with the massively multi-
player online role-playing game Lineage II depict a bench-
mark between hidden markov models, decision trees, and deep
learning. Data analysis and individual reports indicate that
deep learning can be employed to provide adequate models of
individual player behavior with high accuracy for predicting
skill-use and a high correlation in recreating strategies from
previously recorded data.

CCS Concepts
•Information systems → Massively multiplayer online
games; •Human-centered computing → User models;
•Computing methodologies → Machine learning ap-
proaches;

Author Keywords
Neural networks; deep learning; HMM; decision trees; games;
player modeling; personalization; game testing; adaptive
agents; dynamic difficulty adjustment

INTRODUCTION
Video game production and maintenance, especially for flag-
ship productions, is reaching the limits even of what large
companies can sustain. Following the demand of players,
games grow more complex in terms of content and mechanics,
where the action spaces become nearly endless, greatly in-
creasing the number of things that could potentially go wrong.
This includes players facing unbalanced challenges, software
execution or gameplay bugs that go undetected, connectivity

©The authors, 2018. This is the author’s version of the work. It is posted here for
your personal use. Not for redistribution. The definitive version was published as
Johannes Pfau, Jan David Smeddinck, and Rainer Malaka. 2018. Towards Deep Player
Behavior Models in MMORPGs. In CHI PLAY ‘18 Proceedings of the 2018 Annual
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https://doi.org/10.1145/3242671.3242706

issues with large-scale systems, and cheating or other unethical
behavior. We approach the closing of multiple unsolved gaps
in these areas of concern for game research and development
based on an uncommon building block: deep player behav-
ior modeling (DPBM). We discuss the potential of DPBM
with regard to the challenges indicated above. To establish
apt representation techniques we also explore the potential of
different machine learning techniques for player modeling in
massively multiplayer online role-playing games (MMORPGs)
and implement a pilot study which provides a first data set
and enables the comparison between selected models. We
hypothesize that different advantages can be attained from
Hidden Markov Models (HMMs), decision trees (DTs) and
deep learning (DL), in terms of analytic capabilities and pre-
diction power. After outlining the concept of employing user
modeling with machine learning for approaching challenges
in game research and development, we present the selected
techniques and illustrate the results of an exploratory study
that was carried out with the established MMORPG Lineage II.
Deep learning appears most adequate in terms of prediction ac-
curacy and behavior representation similarity, whereas HMMs
and DTs offer useful visualization and analysis features. These
models also constitute the basis for ongoing subsequent future
work focusing on the evaluation of user experience in different
game modes.

Through this paper, we contribute a general discussion of po-
tential application fields of DPBM and machine learning in
the context of digital games, provide an overview of the state
of the art in research and industry, and point out distinct advan-
tages of player behavior models. Additionally, our exploratory
study exemplifies an early working utilization, highlighting
advantages and disadvantages of the different models.

BACKGROUND
In related work, player behavior modeling has been ap-
proached mostly with the goal of facilitating dynamic difficulty
adjustments (DDA) [1, 8, 20, 43, 50, 58]. Further application
areas that have been discussed are the modeling of behavior
impressions for informing game development [6,9,26] and the
reproduction of atomic tasks [12, 47]). After briefly highlight-
ing MMORPGs as an especially fitting class of games for the
application of DPBM with machine learning in the next sec-
tion, the subsequent sections introduce general categories that
encompass the application areas of these isolated reports and
discuss the potential of individual behavior models for tack-
ling common challenges in games research and development
A-D.
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The Case for Player Modeling in MMORPGs
MMORPGs typically encompass several aspects that highlight
the potential benefits of the application of player modeling.
The vast amount of data that each individual player is gen-
erating constantly along with the immediate opportunity to
compare it to the global behavior data of a big community
provides a rich basis for powerful but data-demanding ma-
chine learning algorithms. Moreover, the player behavior in
MMORPGs can most often be broken down into movement
behavior and action selection (skill usage). Each skill in this
context is unique and discrete, which allows for less noisy be-
havioral state categorization compared to other popular video
game genres, such as first-person shooters (FPS) or real-time
strategy (RTS) games, where behavioral data quickly gets
noisy [53]). Also, the continuously required internet connec-
tion simplifies centralizing and outsourcing the computational
effort (e.g. through cloud computing). In return, player behav-
ior models can enrich MMORPGs in various ways, such as
increasing novelty and the prevalence of interesting challenges
(see A), human tester relief and predicting the effects of game
changes (see B), preventing game or match disruptions (see
C), and preventing unfair or unethical player behavior which
can not only harm the player community but can also cause
financial losses for players and companies (see D). These as-
pects are further discussed in the following sections to clarify
how these potential benefits of DPBM can come to play in
(massively) online multiplayer games.

A. Personalized Challenges
Due to the complexity and scale of the game environments

and interactions it can be difficult to consistently present mo-
tivating, well-perceived and evenly balanced challenges in
player versus environment (PvE) modes of MMORPGs. Chal-
lenges frequently task players with defeating a large number
of enemies at once (all substantially weaker than the player
character) or with approaching powerful boss enemies (sub-
stantially stronger than the player characters) in a group or
crowd of players. An even, one-to-one challenge is generally
only found in player versus player (PvP) modes, when players
may face other players on approximately the same skill level.
To be able to compete in these matches, players have to con-
stantly improve their skills and adapt to the specific situation
and opponent, which in the end leads to a less repetitive game-
play providing more motivation for long-term commitment.
As indicated by Fuster et al. [16], PvP-focused players spend
significantly more hours per week on playing MMORPGs than
PvE-focused players. PvE lacks this kind of a continuously
changing challenge since non-human opponents are almost al-
ways constructed by “simple rule-based finite and fuzzy-state
machines for nearly all their AI needs” [55], which quickly
become predictable as there is no way to tailor their behavioral
skill level to individual players, or to vary their behavior in a
complex yet not overly random manner.

Thus, the guiding idea behind an ongoing, adaptive challenge
is the maximization of interestingness (as introduced by Yan-
nakakis et al. [56]) through adequate player modeling [5, 57].
The models proposed in this paper are able to represent player
behavior individually and therefore result in the behavior of
an agent on approximately the same skill level as the original

human player. Given such abilities, challenging “oneself” can
present continuous and powerful DDA, since players have to
adapt and overcome their own behavior in order to be less
predictable. In this light, genuinely balanced challenges can
be provided to players on a generative basis. Moreover, if the
skill level of a player can be quantitatively assessed by means
of player modeling, novel PvE modes are conceivable that
confront the player with ever-changing enemies originating
from a potentially large set of human players with adequate
skill levels.

B. Autonomous Game Testing
Automatic simulations of video game play have proven to

be usable in situations where human testing is too tedious or
not exhaustive enough for the purpose of finding bugs and
glitches [4, 15, 38, 45], parameter tuning [60], and assuring
solvability [42]. Based on the insights and the potential of our
previous work on a tool for completing and debugging adven-
ture games [35]), we want to further extend the possibilities of
autonomous game testing.

For developers, one of the most difficult and time-consuming
phases of the game design process [22] is the balancing of dif-
ferent character classes. Following the definition of Sirlin [44],
a multiplayer game is “balanced if a reasonably large number
of options available to the player are viable” (where viabil-
ity sets the requirement of having many meaningful choices
throughout a game), while “players of equal skill should have
an equal chance at winning”. Together with frequently desired
asymmetrical character configuration possibilities this inher-
ently leads to combinatorial explosions, which can become
hazardous for the enjoyability of the game and the satisfaction
of its players [39]. Even worse, balancing issues most of the
time “only become apparent after many months of play” [19]
and the trouble with these issues (in comparison to straight-
forward fixable bugs, glitches and solvability aspects) is that
they do not only appear during the launch of a newly pub-
lished game. Balancing is an ongoing and repeating task that
is heavily influenced by the perceptions of the player com-
munity (“after each patch, often the discussion begins again,
factoring in new balancing or abilities for each class” [26]).
In the games industry this is most often approached through
long-term expert analysis, excessive human play-testing, and
persistent debates with the community.

Academic work presents approaches to tackling the issue of
balancing different setups by simulation [3, 22] or genetic
algorithms [25, 28, 29], yet without incorporating additional
information about situated player behavior. Individual player
models have the potential to unite automatic simulation meth-
ods with behavioral information. This gives developers the
opportunity to receive practically immediate insights on a)
which player strategies are popular, dominant and/or may re-
quire rework, b) how parameter tuning will likely alter the
outcome of strategies before presenting it to the community
and c) how to automatically balance game mechanics after
large-scale permutations of classes, setups, parameters and
behavior – in all stages of development.
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C. Human Player Substitution
Most multiplayer games throughout the popular genres have
to handle disconnected players (or those who stop provid-
ing input for a longer time). In some cases, for balancing or
game-experiential reasons, these lost players are replaced by
computer-controlled agents (e.g., Left 4 Dead [52] (an FPS),
Heroes of the storm [13] (a multiplayer online battle arena
game), Super Smash Bros. 4 [2] (a Beat ’em up), Mario Kart
8 [10] (a racing game), Civilization V [17] (a turn-based strat-
egy game), Company of Heroes 2 [14] (an RTS), or Rocket
League [37] (a sports game)). However, such substitution is
frequently criticized, since the replacing agent is usually not
able to compete with human players. On the other hand, de-
velopers cannot allow the deployment of computer-controlled
agents that are clearly stronger than the replaced human player
due to the obvious potential of abuse. Thus, the only satisfy-
ing replacement would be an agent that acts very much like
the original human player and performs neither significantly
better nor worse than her (at least until the original player re-
turns). After the evaluation of application area A (approaching
player behavior modeling for generative adaptive challenges),
the computed models presented in this work will be used in
order to assess whether computer-controlled agents perform
on appropriate skill levels and present human-like behavior,
controlling whether they a) even strike the attention of other
players in the match and b) whether they can serve to replace
lost players on an adequate level (i.e. showing a consistently
comparable performance). At least one of the mentioned cri-
teria should be accomplished in order to achieve temporary
match disruption prevention.

Another possible application area is presented through the
upcoming growth of asynchronous games [41], especially in
the current age of mobile gaming: In many instances of this
type of games players can challenge other players without the
need of actually playing at the exact same time as the oppo-
nent. This allows the fast-paced and very situation-dependent
world of mobile gaming to feign battles of various genres like
strategy games, turn-based games, but also even real-time
role-playing game battles so they can take place whenever
it suits a player (cf. e.g. Clash of Clans [46], Pokeland
Legends [51], Star Wars: Commander [21], Goddess: Primal
Chaos [24]). As in the previously mentioned case, human
opponents are represented by computer-controlled agents with
the same character setup, equipment and/or further attributes,
but lack individual decision making/behavior. This again leads
to a misrepresentation of the actual human opponent’s skill,
a potentially unfair advantage for the attacking/challenging
player, and consequently causes high, skill-independent
fluctuations in leaderboards. Player behavior models as
described in our approach could be integrated in asynchronous
games or game modes to further extend the opportunities
of this type of games and to give both the attacker a more
appropriate challenge and the defender a better and fairer
representation of herself in her absence.

D. Cheating and Botting Detection
One of the major classification paradigms in which player

modeling has successfully been used before is the detec-
tion of unwanted automated software (botting) in online

games [7, 18, 23, 31, 33, 48]. Malicious bot software has no
or little access to the actual game variables and objects and
is thus usually based on heuristic or predefined decision
making. Above that, botting is used mostly in worthwhile
areas and thus typically makes use of fixed paths, leading
to rigid movement behavior. As such, differences between
the classes of bot and human player can be identified quite
accurately given the aforementioned techniques. Another
problem in online games is the act of identity theft, where
criminals gain unwanted access to user accounts. Existing
approaches tackle the issue through different means of
automatic detection [34, 54]. We argue that these approaches
can be extended by employing in-depth player behavior
models for the classification between real human account /
character owners and imposters. Finally, competitive games
are always prone to cheating or hacking. In such cases, DPBM
can be employed to improve play-style analytics in order to
classify suspicious or technically impossible behavior.

Lastly, beyond above major application areas, these models
have the potential to aid in classifying player roles [11], to
assess the player’s experience [27] based on his behavior,
and the live application of DPBM also opens the door for
developers to enhance player experiences with completely
novel game mechanics in existing or potentially newly created
game modes.

APPROACH
Following the definition by Yannakakis et al. [56], a game
is only interesting when it “is neither too hard nor too easy”,
shows “diversity in [opponents’] behavior over the games”
and “[opponents’] behavior is aggressive rather than static”.
That means that a) strictly optimal behavior is just as little
interesting as conventional, predictable heuristic non-player
character (NPC) behavior, b) opponents should evolve over
time in order to constitute a dynamic challenge and c) players
should experience a tension similar to the confrontation of
a human opponent. To these ends, we aim for a model that
displays increasing player behavior fitness when presented
with increasing amounts of data showing similar behavior.

Study
In order to assess which models and methods are sufficiently
expressive and accurate, a pilot study has been conducted,
resulting in a viable initial set of behavioral data. We chose to
gather this data set in isolated play sessions in order to control
the setting, collect verbal reports from participants, and to
reduce confounding variables in comparison to noisy “in the
wild” data. The convenient subject study participants were
asked to maximize their score by defeating the highest possible
number of enemies within 30 minutes in an open-world PvE
game mode of the popular MMORPG Lineage II [32]. To
model players with and without previous experience in the
game, recruitment took place on a private server of this game
and via email. As exemplary applications for investigating
the applicability and performance of the different modeling
approaches, we phrase the following assumptions for player
behavior.
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Players:

• prefer to use skills in rotations, i.e. sequentially
• use certain skills in certain situations , e.g.,

– initial skills for each enemy (depending on whether
the intention of the enemy is idling or attacking)

– skills only viable when own/target HP is low/high
– skills only viable when distance to the target is

low/high

• choose different strategies in different game modes and
against different enemies/classes

Thus, in order to allow the models to incorporate these cues,
game states include (but are not limited to) the variables con-
tained in these assumptions, such as previously used skill(s),
health point (HP) conditions and distance between player and
non-player character(s) (cf. Table 1), while game actions
include all used skills and movement of the player.

Measures
An initial questionnaire asked for demographics and video
game experience. During the task, we recorded movement
data as continuous paths and skill usage by logging the most
important character and target state information. After the
play session, the participants were asked to complete a ques-
tionnaire containing Player Experience of Need Satisfaction
(PENS) [40] and Intrinsic Motivation Inventory (IMI) [36]
items in order to gather prediction training and validation data
for later use. The participants were also asked to describe
the strategies they employed when encountering enemies in
detail while observing a replay of their player behavior. Skill
icons and descriptions were shown during the replay for easier
reference. The participants were asked to explain common
skill rotations and rare / notably situated skill usages specif-
ically. Lastly, the participants were asked to discuss their
perception of the interestingness of computer controlled ene-
mies in MMORPGs and to compare them to the experience of
encountering a human player (in PvP). All data were evaluated
in a pseudonymized fashion and stored in an encrypted file
container.

Procedure
The study was executed in an online setting. Subjects were
asked to download the game client in advance and met the
experimenter on a TeamSpeak3 server, enabling voice com-
munication throughout each session. Following informed
consent and the pre-study questionnaire, participants chose
between three different classes (Warrior, Archer or Wizard),
were able to customize their skill configuration and test it on
non-responding training dummy enemies without temporal
restrictions (typically lasting 5-10 minutes). When the par-
ticipant felt ready, the experimenter started the countdown of
30 minutes and teleported the player character to the treat-
ment start location. In this place, a large number of common
MMORPG enemies appeared that could be attacked in order
to raise the participant’s score. The score and the remaining
time were displayed at all times. Upon death, the character
was revived at the initial location. Throughout the whole in-
game task no other player characters were present. After the
countdown completed, the game shut down automatically and

the remaining questionnaires (PENS, IMI) were presented.
This setting is representative for many tasks that MMORPGs
present. In this pilot study we chose to focus on the assess-
ment of single-player behavior first in order to benchmark the
respective models before we broadening the scope to more
noisy and also socially dynamic multiplayer settings.

variable value

time 08.02.2018 15:26:16
timeReuseAvailable 08.02.2018 15:26:22

skillID 10771
skillName Multiple Arrow
casterID 268492397

casterName TestArcher
casterClassID 162

casterClassName Archer (Yul Sagittarius)
casterHPpercentage 100

locX -11965
locY 237519
locZ -3213

targetID 23355
targetName Armor Beast

targetClassID -1
targetClassName NPC

targetHPpercentage 100
ai_intention AI_INTENTION_ATTACK

distance 309.36
locXtarget -11936
locYtarget 237827
locZtarget -3227

zone Hellbound (Study)
score 34

Table 1. Example database entry for skillLogs. Bold fields are used in the
behavior model computation (DT, deep learning). Italic fields are used
in movement analysis along with further detailed path data, while the re-
maining variables serve purposes in readability and visualization. Zone
consists of location and game mode information. AI_intention describes
the current aim of the target, most notably IDLE, ACTIVE, ATTACK
or CAST.

Participants
In total, N = 24 subjects completed the task (87.5% male,
12.5% female, 22 to 28 years of age (M=25.2, SD=1.96),
yielding a fair representation of MMORPG demographics [59].
All of them stated being active gamers with 11 to 25 (M=16,
SD=3.96) years of previous video game experience and 20 to
55 (M=30.4, SD=12.4) hours spent on games per week, while
83% also indicated that they had played Lineage II before.

Results
The final score varied greatly among participants (122 to 434
defeated enemies, M=287.4, SD=92.6), with a significant
performance difference between participants with and without
previous experience in Lineage II (p < 0.01 with a Welch’s
t-test, Cohen’s d = 1.69, d f = 22). We found positive (Pear-
son) correlations between score and the surveyed PENS: in-
game autonomy (r=0.37), presence (r=0.38) and IMI interest-
enjoyment (r=0.48) sub-scales. Overall, the notable variance
in their performance indicates that the participants have cho-
sen different strategies to approach the enemies. The analysis
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and differentiation between strategies is further assessed in
the next section. Regarding general performance as indicated
by score, no significant differences due to sex, education or
other demographic variables were found. When they were
asked to discuss the interestingness of computer enemies in
MMORPGs generally, subjects shared a common opinion, that
NPCs are “predictable”, “no real enemies”, “not comparable
to the experience of PvP”, “often boring [...] without good AI”
and that “the only fun comes from the rewards, not the battle
itself”.

Data analysis & Modeling
After testing several machine learning algorithms and fitting
techniques, namely HMMs, DTs, deep learning, clustering,
regression, splines, support vector machines (utilizing
TensorFlow and DeepLearning4j) for their applicability
to capture the individual behavior accurately, we selected
to report on HMMs, DTs, and deep learning (DL), which
bear distinct advantages in performance or visualization
capabilities. All models were trained on a training set (80%)
from the gathered study data (one model per player) and later
used to predict action selection on a testing set (20%) from the
corresponding player (see Prediction Results) and to classify
behavior between players (see Player Differentiation). The
prediction accuracy was compared between all models, with
and without the incorporation of the heuristics that stem from
former assumptions (see Study).

Figure 1. HMM skill transition graph of a single participant. White per-
centages and the skill icon sizes display the relative usage of the respec-
tive skill. The width of the transition arrows is proportional to the tran-
sition probability from one skill to another. The blue arrow shows the
most likely skill to begin attacking each enemy, while red transition ar-
rows depict the main rotation (transition probabilities are labeled black).
Skills used in less than 3% of encounters are included in the calculations
of the model but excluded from the visualization due to visibility reasons.

Hidden Markov Models
Following our first assumption (see Study), which was sup-
ported by similar reports in the post-test questionnaire, one
major behavioral criterion is the adherence of individual skill
rotations. Since HMMs shine in their capabilities of visualiz-
ing state sequences, we formulated the estimation of the main

rotation as a markov chain with the respective previous skills
as observable variables, while the complex behavior strategy
stays hidden.

Figure 1 displays the HMM for a single player and demon-
strates the intuitive illustration of the probability of the skill
successors given a previously known state. The most used
skill together with its most probable successors constitute the
individual main rotation, which differs from player to player
(cf. Figure 2).

Figure 2. HMM-computed main rotations of all participants. Each line
stands for the most likely rotation of a given player, from the first (most
probable initial) skill across the following most likely successors. The
highest transition probability of the last skill in line is the first skill again.

In order to increase the contextual integration capabilities of
HMMs, we chose to extend the dimensionality of the original
method by using 2nd order HMMs [49] at the cost of requiring
more training data. We also integrated an initial heuristic,
which assumes that players might prefer to attack enemies
with certain skills initially (and thus, outside of their main ro-
tation) and a cooldown heuristic which filters out idiosyncratic
strategies that are not executable at the given point of time due
to cooldown restrictions.

Decision Trees
While HMMs struggle with incorporating larger numbers of
dimensions, DTs can break data down following the most
discriminatory variables. This allows for pinning down de-
cisive factors for skill usage accurately from a selection of
many contextual game state factors that are potentially relevant.
We included information about the enemy’s intention (IDLE,
ACTIVE, ATTACK or CAST), the previously used skill and
binary choices whether the player’s HP, the enemy’s HP or
the distance between them is above or below the respective
mean of the current player’s data (cf. Table 1, bold entries).
Discriminativeness was calculated via Shannon entropy. As
our outcomes show, this approach does not only yield a higher
accuracy in predicting skill usage compared to HMMs, but it
is even capable of “explaining” the intention of rarely used
skills. By reversing the tree and collecting all paths ending in
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a particular skill leaf, the situational context of this skill can
be illustrated.

For example, when asked for skills that were rarely used, one
participant stated that he activated a skill (“Death Lord”) when-
ever his HP dropped to a low level, in order to transfer some
of the enemy’s HP to his own. Reversing the tree returns
“NOT HP above mean” (95.2% accuracy) as the top criterion
for this skill, followed by “target HP above mean” (90.5%).
The player’s contextual usage of this skill is thus accurately
described by “having low HP while the enemy has high HP”.
Furthermore, one player stated to use “Bow Strike” whenever
an enemy gets too close, and thus knocking the enemy back
- where the tree returned “NOT distance above mean” and
“target HP above mean” as top criteria, explaining even more
(since an approaching low HP target could be defeated quickly,
but only approaching high HP targets are countered with the
knock-back). One subject reported the usage of “Power Pro-
voke” if – and only if – his HP are full and many enemies
are around, since this skill taunts all of them to attack him, so
that he can face all of them at the same time. The HP situa-
tion could be reflected, but the number of possible enemies
to attack is a metric that was not logged, which should be
considered in further research. Nevertheless, this process of
reversing DTs produces a ranked set of meaningful variables
in which particular skills are used and is capable of delivering
clearly understandable insights to developers.

Deep Learning
Neural networks add further modeling performance since the
learning process does not rely on manually defined discrimi-
nation criteria and all variables (again, cf. Table 1) contribute
their real values instead of binary decisions, as is the case
with decision trees. As a drawback, neither can the learned
model be easily visualized nor can the process be reversed in
order to describe situations in which particular skills are used.
Above that, the computational and temporal effort of train-
ing and retrieving is considerably larger than for the former
techniques. Nevertheless, the scalability of outputs beyond
situations explicitly provided in the training data and high
accuracy in prediction render deep learning a viable candidate
for behavior generation. To establish general applicability we
chose a multilayer perceptron with backpropagation and a lo-
gistic sigmoid activation function and trained one network for
each participant, where input and output array sizes varied due
to different numbers of skills used / available. Each network
consisted of up to 38 input nodes and up to 34 output nodes
(cf. Figure 3), while we ran a number of simulations for the
best fit/effort ratio in terms of the number of hidden layers (1
to 5), nodes within (5 to 30) and training epochs (cf. Figure 2).
Since skillIDs of previous skills are nominal and bear no mean-
ing in their values, they had to be realized as individual input
nodes. Target values were constituted by the use of particular
skills given the situation defined from the input array. For the
prediction afterwards, the computed output array is translated
to a density function from which the guessed skill is picked
probabilistically. Most fitting iterations did not improve sig-
nificantly beyond 1000 training epochs, which were reached
after about 7 minutes on a local i7-6700HQ CPU @2.60GHz

(using a single core). Retrieval time from a trained model did
not exceed 20 milliseconds.

Figure 3. Example network for one participant. Real valued variables
are mapped to the range from 0 to 1, previous skills are encoded as bi-
nary switches. Hidden layer and neuron count varied after optimizing
for prediction accuracy.

Prediction Results
As shown in Figure 4, deep learning outshines our previous
approaches with 55-97 % (M=71.4%, SD=13.2%) prediction
accuracy across individual models. We did not compare the
outcomes to complete random guessing, since the accuracy
of random guessing in this high-dimensional action space
would be <3 %. Rather, the baseline (BL) depicted stems from
guessing with only the mere skill frequency probabilities of a
given player, without further contextual information. HMMs
succeed in extracting the most probable main rotations of
the participants, but fail to explain the usage of rarely used
skills. Second order HMMs (HMM²) yielded no significant
difference in prediction compared to the former, while still
inducing the cost of a considerably slower training curve. DTs
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# 1 2 3 4 5 6 7 8 9 10

h 2 1 3 3 2 2 1 4 3 2
hn 22 5 15 12 3 13 8 5 17 12

acc 92 86 56 63 59 66 66 59 63 74

# 11 12 13 14 15 16 17 18 19 20

h 1 2 4 2 2 3 1 2 2 2
hn 6 8 14 7 6 12 17 21 17 9

acc 65 67 55 97 78 56 64 67 76 81

# 21 22 23 24

h 3 2 2 1
hn 8 11 7 12

acc 66 89 97 71

Table 2. Number of hidden layers (h) and nodes within (hn) used for
each participant (#), resulting in the respective accuracy (acc) in %.

produce human-readable outcomes and facilitate attributing
contextual factors to the situational usage of skills. However,
they rely on manually defined criteria to accurately grasp
borderline cases and introducing a large set of variables and/or
decision criteria for these may harm the readability of reverse
tree queries.

Among participants, prediction accuracy was significantly
higher (p < 0.01 with Welch’s t-tests, Cohen’s d > 1.03 for all
models) for experienced players compared to those who have
not played Lineage II before (cf. Table 3). This indicates that
the former stick more tightly to learned strategies and patterns
whereas the latter are more eager in trying out different styles.
Accordingly, this yields a slight correlation between score
and prediction accuracy (HMM: r=0.19, DT: r=0.16, DL:
r=0.21).

BL HMM HMM² DT Deep
Learning

exp M 36.5% 48% 47.9% 61.7% 73.4%
SD 18.5% 17.1% 17.0% 16% 13.6%

inexp M 19.3% 29.5% 29.5% 49.5% 61.8%
SD 5.3% 7% 7% 4.7% 5.1%

Table 3. Average prediction accuracies between players with (exp.) and
without (inexp.) previous Lineage II experience.

Regarding the former assumptions, the cooldown heuristic
(temporarily discarding candidate skills from prediction that
are not usable by design) significantly increased (p < 0.05
with Welch’s t-test) the accuracy in HMMs and DTs, where
no difference in the case of deep learning networks was found,
since they inherently incorporated this information. The
initial heuristic increased the accuracy in some participants’
cases, but decreased it in others, not leading to significant
improvements.

Player Differentiation
Genereally speaking, the study participants used skills differ-
ently. E.g., while some focused on defeating single enemies as
quickly as possible, others attempted to gather larger group of
enemies in order to utilize skills that damage multiple targets.

Figure 4. Prediction accuracies for BL, HMM, HMM², DT and DL.
Heuristics are included in the respective model variant if they yielded
higher accuracy.

Certain players made efficient use of time-limited reinforce-
ment skills (buffs), weakening skills (debuffs) and/or approxi-
mated the theoretical optimal damage rotation, whereas others
stuck to personal preferences or even a seemingly random
selection. Since our models should not only be able to predict
skills from the trained player, but also be usable for differenti-
ation between them, we benchmarked the respective model on
the data from all other players (cf. Figure 5). In most of the
cases (82.4%), player behavior is different enough so that it
can not be predicted accurately from another model. However,
13.2% of the time, models explain considerable portions of the
behavior of another player. Importantly, this does not necessar-
ily reveal similarity between two players, since the explained
behavior might only be a subset of the other player’s behavior.
If we want to establish a similarity measure, which could be
used in order to approach cheating or identity theft detection,
we have to examine if the prediction accuracy is bidirectional -
which is only the case in between subjects 3, 9, 10, 13 and 16.

Movement Analysis
We aimed to represent both fast-paced movement decisions
as well as long-term movement plans. Engaging an enemy
often evokes situational movement decisions depending on the
individual strategy of the player (e.g., chasing an opponent
or building up/maintaining a larger distance), therefore we
included local movement decisions in the former presented
skill usage model architecture by treating movement as a
unique skill with distance and location parameters. Above
that, players move according to their global intention [30]
(e.g., reach certain points or areas), so decision making on a
bigger scale has to be considered. We evaluated a number of
fitting techniques and ended up with B-splines to approximate
the overall movement behavior, compressing it to a smooth
function (cf. Figure 6). The importance of global movement
decision making will become more apparent in our follow-
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Figure 5. Prediction accuracy of participants using trained deep learn-
ing networks from different subjects. White values are equal or less than
BL probabilities, yellow ones slightly better and blue ones significantly
better. Green values depict the accuracy on the corresponding player,
which is never surpassed by a different model.

ing research, which aims to facilitate categorizing decisions
between points of interest and/or incorporating more com-
plex gameplay choices in multiplayer settings. For now, the
computed movement models were used for an approximate
representation in the following replay section.

Figure 6. Movement data of a single participant. Blue lines visualize
the users trajectory (starting at green, ending in the red spot), blue dots
indicate skill usage. A yellow line encloses the travelled area. The thick
black line shows the approximation of the movement behavior via a B-
spline.

Replay
Since we are lacking clear and distinctive automatically mea-
surable criteria on “what is a good representation” of human
behavior and cannot objectively draw a threshold from which
percentage on theoretical prediction accuracy establishes close
behavior in actual in-game situations, we chose to replay the
study session for each individual participant with the differ-
ence that the behavior stemmed not from the player directly,
but from the computed model for the respective player. The
simulated agent followed the approximated path from Move-
ment Analysis, targeted nearby enemies and acted according
to the individual Deep Learning model, which computed
the most probable action given the situational parameters.
We compared scores from both groups (human agent and
replicated behavior) using a paired t-test (p=0.42, Cohen’s
d =−0.07) and Pearson correlation (r=0.91), which supports
the quality of the model, since the outcome does not differ
significantly and higher scores in the task completion correlate
to higher scores in the replay.

DISCUSSION
Testing the performance of the different candidate techniques
for player behavior modeling, deep learning showed the best
prediction accuracy for immediate skill use, while HMMs and
DTs show clear causal paths leading to the prediction deci-
sion, which can provide benefits in those potential application
categories that require human interpretation of the modeled
decisions (mostly B, game testing; and partially D, cheating
and botting detection). The ability of the models to support
the exemplary applications for analysis and exploration in the
pilot study delivers early evidence for the potential of DPBM
in the context of the general application categories.

However, some limitations apply. Due to the explorative na-
ture of this study a number of factors that potentially impact
player behavior were not included. Participants reported some
variables that they perceived to be influencing their decision
making, such as the amount of enemies in their immediate sur-
rounding, the presence of buffs applied to the player or debuffs
to the enemy that were not yet recorded and represented in the
training and validation datasets. When describing PvP combat,
players also adapt their strategy to their enemies’ skill usage
(and/or cool-downs). We did not model which enemies were
attacked, which not and why not, yet this could have been help-
ful in order to further improve the replay session. Furthermore,
the simple task did not bear any differences due to location that
could be interpreted in movement analysis (aside from the area
covered). In terms of the replay evaluation, a more expressive
interpretation (such as analyzing human impressions by e.g.
confronting players with videos of replay sessions and asking
them to indicate which one represents themselves, without the
information that the behavior is replicated) have to be con-
sidered in the future. For example, should players be able to
correctly attribute model simulations to players for whom they
were able to observe authentic gameplay behavior, it could be
argued that the models appear to express characteristic and
differentiable individual player behaviors.
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Future Work
In general, we are looking forward to extend the evaluation in
terms of number of players captured and in terms of the ob-
served play duration, while also improving the models in terms
of accuracy and efficiency, as to develop a fully-fledged toolkit
which can be effectively employed for academic and industrial
use. We will examine further the application of deep learning
methods, exploring and evaluating the use of recurrent, deep-
belief, or more context-driven (e.g., long / short-term memory)
networks. Regarding the most crucial limitations of this paper
(i.e. the small sample size and the missing consideration of the
influence of additional players), we will broaden the scope of
observations substantially: Based on the insights gained from
single-player behavior we seek to expand the models towards
the inclusion of true multiplayer situations (both cooperating
with and competing against human players). This includes
gathering additional data from wide-ranging “in the wild” be-
havior rather than from heavily scoped tasks, which is more
representative for real-world application. Within the models,
we will add events as possible predecessors for skills (such as
a major location change, receiving a buff or debuff, starting a
match, dying, etc). Finally, we aim to evaluate the concept of
deep player behavior models in settings that are more directly
representative of the established categories A-D.

Personalized Challenges will be approached by recording
and modeling behavior of individual players, who will then
face the task of defeating an agent controlled by a genera-
tive DPBM. Since deep learning has shown to yield a high
prediction accuracy while still providing fast output retrieval,
it will be the prioritized model for implementation. We will
assess whether there is a perceived difference in engaging an
opponent that acts in the same fashion as the player, compared
to traditional NPCs, human players, and agent behavior that
stems from a blend of multiple DPBM (modeled from players
that are on approximately the same skill level as the former
player). Based on these observations, we will focus on the
perceived challenge, interestingness and long-term motivation
of the involved players.

For Autonomous Game Testing, we will utilize DPBM for
simulations of player behavior in order to spot game balance
issues and establish automatic parameter tuning. This will be
carried out in an iterative fashion, in order to approximate a
theoretically solid balancing.

To assess the possibilities of DPBM for Human Agent Sub-
stitution, we will replace players in running multi-player
PvP matches with their individual models without notifying
the affected or the opposing team. Afterwards, interviews
with all participants can uncover a Turing-test-style impres-
sion, whether they actually recognized the substitution and
in how far it was perceived as too weak/idiosyncratic, too
strong/imbalanced, or as a fair representation.

For Cheating and Botting Detection, we seek to collect a
ground truth of behavior data between players utilizing forbid-
den methods and tools that yield unfair advantages and regular
players (e.g. Aim-/TriggerBots, Keyboard macros, NoClip/-
Gravity/-Animation Hacks or Memory manipulation might be
reflected in movement and action selection). Looking forward

to find discriminative variables to classify unwanted behavior,
we will deploy and evaluate the resulting detection tool in live,
real-world scenarios.

CONCLUSION
We introduced the concept of deep player behavior models
(DPBM) in order to analyze, explain, and generate behavior
stemming from individual human players in the MMORPG
Lineage II. Different machine learning techniques were shown
to bear different advantages in visualization (Hidden Markov
Models; most useful for main skill rotation extraction), analy-
sis (decision trees; most useful for pinning down of skill usage
in specific situations; explaining overall usage of particular
skills by reversing trees), and performance (deep learning;
yielding high accuracy overall and proved to replicate behav-
ior close to the original strategies by human players). Based
on the computational models and on verbal reports, we can
support the formerly constructed assumptions that players use
skills a) in rotations and b) adjusted to specific situations (e.g.,
own/target HP status), while the adherence to use initial skills
remains player-dependent. We also provided a working ex-
ample of movement behavior approximation, were successful
in calculating a difference metric between player behavior,
and in replicating play sessions that displayed comparable
performance to the modeled players. These exploratory appli-
cations establish the potential of DPBM for analysis and for
behavior generation that can be beneficial in both academic
and industrial use cases.
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ABSTRACT
Many online games suffer when players drop off due to lost
connections or quitting prematurely, which leads to match
terminations or game-play imbalances. While rule-based out-
come evaluations or substitutions with bots are frequently used
to mitigate such disruptions, these techniques are often per-
ceived as unsatisfactory. Deep learning methods have success-
fully been used in deep player behavior modelling (DPBM)
to produce non-player characters or bots which show more
complex behavior patterns than those modelled using tradi-
tional AI techniques. Motivated by these findings, we present
an investigation of the player-perceived awareness, believabil-
ity and representativeness, when substituting disconnected
players with DPBM agents in an online-multiplayer action
game. Both quantitative and qualitative outcomes indicate
that DPBM agents perform similarly to human players and
that players were unable to detect substitutions. In contrast,
players were able to detect substitution with agents driven by
more traditional heuristics.
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Player Substitution; Game Disruption Prevention; Player
Modeling; Neural Networks; Deep Learning; Games; Games
User Research
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INTRODUCTION
Match disruptions in online games are one of the major causes
for frustration reported by players and make for a frequent
occurrence given varying network quality depending on loca-
tion and over time [23, 5]. Designing and deploying scalable
online games that avoid interruptions remains an important
challenge [17]. Even with recent advances in network stability,
the complete prevention of any disruptions is highly unlikely
[4]. Apart from unintended cut-offs, disconnecting on purpose
can also occur due to a range of reasons, such as escaping, in
which players avoid their loss to be recorded, resentful behav-
ior (“rage-quitting”), in which players seek to deprive their
opponent(s) of victory or intentionally hurt their own team in
collaboratively competitive games, as well as forced discon-
nects of opponents via glitches or third-party tools [58, 57, 32,
60, 31]. To counteract purposely caused interruptions, some
games record them as losses or penalize them, which can lead
to even higher frustration for non-self-inflicted disconnects
[40]. Other examples of successful commercial games substi-
tute disconnected players by heuristic, computer-controlled
bots that continue playing (in some examples only until the
original player reconnects), e.g. Left 4 Dead [54] (an FPS),
Heroes of the Storm [13] (a multiplayer online battle arena
game), Super Smash Bros. 4 [46] (a Beat’em up), Mario Kart 8
[11] (a racing game), Civilization V [15] (a turn-based strategy
game), Company of Heroes 2 [14] (an RTS), or Rocket League
[39] (a sports game). However, such substitution is frequently
criticized, since the replacing bot is usually under-performing
and not able to compete with human players. While modern
machine learning approaches have proven to master a variety
of games by continual improvement through simulated play
[30, 49, 43], over-performing bots would also miss the point of
adequate, representative substitutions, since they would yield
an obvious and considerable potential for abuse.

Challenging all of the aforementioned issues, we approach
the bridging of temporary match disruptions with a novel
method, utilizing Deep Player Behavior Modeling (DPBM) to



substitute disconnected players in ongoing online matches by
learning agents that replicate the specific behavior of a given
player.

In order to assess the applicability of this technique, the
awareness of other involved players and whether DPBM re-
placements are perceived as representative of the prior player-
behavior, we designed a study to accumulate evidence on the
following research questions:

• Can disconnected players in running online matches be
substituted by DPBM agents without being detected?

• Do DPBM agents yield an adequate, fair representation
that does not improve or worsen the original player’s
performance?

• Is DPBM capable of providing measurably better sub-
stitutions than traditional (heuristic) methods?

We hypothesize that a sufficiently accurate representation of
individual behavior will be indiscernible from the original
human player and that DPBM is capable of implicitly approxi-
mating the player’s game proficiency, leading to no significant
perceived deviation in performance.

In order to establish a suitable test bed for the evaluation, we
designed and implemented Korona:Nemesis [7], a platform
fighter focused on player skills around prediction, learning
and decision making. The game facilitates competitive skill-
based play using an extended rock-paper-scissors mechanic to
allow a broad range of play styles to arise by preference rather
than encouraging dominant strategies. In an ecologically valid
real-world field study (n = 312), we simulated substitutions
of players during online matches and assessed detection rates,
awareness towards bot presence and DPBM fitness over the
course of four weeks. Our study shows that participants were
not able to discriminate DPBM behavior from original human
players and – at the same time – that they were significantly
more likely to detect replacements with classic heuristically-
driven bots. Between players that successfully detected a
DPBM bot and those who were unaware, there were no differ-
ences in perceived performance or predictability. Supported
by additional qualitative results, we conclude that DPBM are
a suitable method for temporarily substituting disconnected
players in online games and generate adequate and desirably
human-like behavior. These findings contribute to game user
research and game development alike, by demonstrating a tech-
nically feasible and successfully evaluated approach that can
lay the foundations for considerable advancements in the chal-
lenge of overcoming negative consequences of online match
disruptions.

RELATED WORK
Network stability and connection maintaining are under steady
improvement, both in terms of progress on physical connec-
tions, as well as through the development of architectures
and protocols for tackling discontinuity issues [55, 27, 38]
or prediction of traffic anomalies to counteract bandwidth-
or connectivity-loss before it becomes critical [16, 22]. Yet,
online games are still vulnerable to connectivity disruptions,
since they can arise from a large variety of potential error

sources, ranging from fast-paced real-time mechanics over
massively large amounts of simultaneous players to vast con-
nection distance differences that can span continents. In combi-
nation, these issues are improbable to be overcome completely
and can significantly impact the motivation of affected players
and of other players in the same play-session. Disconnected
players in cooperative team fights for example, have to be
compensated for by allies which – depending on the game and
genre – is unlikely to be manageable beyond short durations
[18].

Originating from the more general approach of user modeling
[3, 56, 61], the relatively young field of player modeling has
developed steadily during the last decade, with approaches
rooted in applications of machine learning techniques for data
mining large sets of game protocols for purposes of analysis,
prediction or classification [8, 26, 48, 42, 12], informing game
development with player-specific insights [9, 6, 25], or the
reproduction of limited, atomic tasks [51, 47]. Holmgård et al.
studied personas for player decision modeling [19, 20] that
continually observe and adapt to human behavior in order to
produce agents with different decision making styles. These
personas were realized via evolutionary linear perceptrons and
compared to heuristic agents in a test-bed 2D dungeon crawler
game, resulting in a higher player-rated human-likeness that
could be utilized for game analysis, testing or providing believ-
able opponents. They also assessed player models as defined
as “deviations from theoretically rational actions” in a study
of Super Mario Bros. [21, 1] and clustered these by means of
feature extraction. Using the same game, Ortega et al. [34]
imitated human playing styles by means of neuroevolution and
dynamic scripting, reaching higher scores of human-likeness
than performance-directed AI agents, based on subjective judg-
ments. Missura and Gärtner utilized player modeling in a 2D
test-bed shooter via support vector machines as a predictor
for difficulty mismatches and to enable dynamic difficulty ad-
justment (DDA) based on the results [29]. Transforming the
tracks of a racing game, Togelius et al. successfully deployed
player modeling as a method of assessing entertainment met-
rics [50]. In previous work, we were successful in showing
that player modeling agents yield significantly higher motiva-
tion potential than heuristic opponents [36]. In addition, we
contrasted different machine learning techniques in a player
modeling study of the MMORPG Lineage 2 [33, 35], show-
ing that deep learning offers the highest individual prediction
accuracies with the ability to reproduce playing sessions that
closely resemble the original behavior, as well as offering
the potential to differentiate between players. Based on this,
we embedded DPBM into a long-term DDA evaluation about
competing against agents of own behavior on a daily basis in
the MMORPG AION [37], in which DPBM opponents were
perceived to be significantly more engaging than traditional
DDA opponents adjusted by heuristic parameter tuning.

In computer generated behavior in general, human likeness or
believability has been established as one of the most important
metrics to facilitate engaging game play [52, 24, 2, 28, 53, 34,
19]. However, these approaches have focused on producing a
general closeness to human behavior so far, not explicitly on
representing behavior from specific individual players within



Figure 1. Screenshot extract of Korona:Nemesis. The player on the left utilizes Water to counter a Fire projectile, which will be extinguished.

the same game session. Although player disconnects pose
long-standing challenges, substituting disconnected players
by means of player modeling bots has not been approached in
openly published materials before, neither academically nor
in the games industry, and – to the best of our knowledge –
there is no prior scientific research on alternative temporary
replacements.

APPROACH
In this section, we outline a description, critical design deci-
sions and mechanics of the game utilized for the evaluation,
and provide a detailed overview of the architecture, method
and parameters of the DPBM approach.

Game Design
To provide a setting for studying crucial decision making in
real-time, we designed a fast-paced physic-based platform
fighter called Korona:Nemesis that extends the classic rock-
paper-scissors scheme to seven types of element projectiles
(cf. Table 1). In each level, players are placed in a 2D environ-
ment, start with 100 health points (HP) and face the objective
of eliminating their opponents’ HP (last player standing wins).
Players can move (left or right), jump, attack or switch actions
using mouse and keyboard or an XBox or Playstation con-
troller. Switching changes the current stance to one of the 7
elements. Giving the ability to chose any element at any time
remedies potential balancing-issues, as the available action-
spaces are – in principle – symmetric. Attack will launch an
elemental projectile depending on the current stance. Getting
hit by a hostile projectile subtracts 10 HP. Since this damage
is doubled on a critical hit and projectiles can be destroyed, re-
flected or influenced by other projectiles (cf. Table 1), players
constantly have to be aware of present projectiles, their own
and enemies’ stances and adapt quickly to the situation. As in
rock-paper-scissors, predicting the opponent is key to success
and since players adapt and react constantly, there is no single
dominant strategy.

• Exemplary game-play scenario:
When facing an incoming Fire projectile, there are multi-
ple viable choices. The player might react with a Water
attack, since Water projectiles destroy Fire projectiles (cf.
Figure 1). A more offensive choice would be to counter
this attack with a Pain attack, which would not stop the

incoming projectile, but critically hit and ignite the oppo-
nent. At the same time, the opponent has the opportunity
to re-counter this, depending on making good predictions
(e.g. if predicting a Water counter-attack and intending to
counter it with Lightning. Yet again, this strategy may fail:
If the Water prediction turns out to be wrong, attacking
Pain with Lightning will incur a critical hit).

Fire Cancels Restoration
Critically hits Restoration/Steel
Destroys Steel projectiles
Applies burning damage over time

Water Immunity against burning
Critically hits Fire/Steel
Destroys Fire projectiles

Lightning Immunity against suffering
Critically hits Water/Death
Destroys Water projectiles

Restoration Restores 10HP
Converts Water projectiles into 10HP
Immunity against Pain

Steel Reflects Lightning projectiles
Reflects Pain projectiles
Critically hits Lightning/Pain

Death Inverts Restoration
Critically hits Restoration/Pain
Applies suffering damage over time

Pain Self-ignites Fire
Critically hits Fire/Lightning
Applies 0.4 seconds stun

Table 1. Elements and their interactions in Korona:Nemesis.

Players need to learn not only the in-game element-
interactions, but also their preferred way to counter attacks



and maximize their chances, depending on the current situ-
ation. The presence of multiple viable choices, preferences
and dislikes makes for a fertile ground for player modeling
and decision making studies. For the evaluation of this work,
participants were introduced to the mechanics via an in-game
tutorial and were then able to play online matches consisting
of 20 rounds in total.

Deep Player Behavior Modeling
Based on insights about expressive data and suitable modeling
techniques from our earlier work [35, 36], we recorded all
crucial player action decisions (attacking with – or switching
to – a specific element and jumping) together with situational
data from the current game state. After every level and for
each player, the recorded behavioral data from all preced-
ing levels was fed into a dedicated 24x10x10x9 feed-forward
multi-layer perceptron with backpropagation and a logistic
sigmoid activation function (cf. Figure 2). The network was
initialized randomly and trained in a background thread over
1000 epochs, based on previous findings [35, 36] and bench-
marks prior to the study that indicated diminishing returns
beyond these parameters. When a DPBM bot substituted a
player, it applied the trained model generatively to retrieve
a set of action probabilities based on the given state descrip-
tion in real-time. After a weighted choice, it executed the
most likely predicted skill and proceeded with querying the
DPBM for the next situation, effectively approximating the
learned behavior from the player’s decision making so far.
Since movement characteristics are rather limited within the
game, motion behavior is approached heuristically. This imple-
mentation realizes a model-free (bottom-up) player modeling
approach mapping gameplay data to actions via preference
learning and classification, employing the player modeling
taxonomy of Yannakakis et al. [59]. According to the player
modeling description framework of Smith et al. [44], DPBM
directly utilizes game actions (domain) to generate (purpose)
individually (scope) modeled behavior by means of induced
(source) training of machine learning techniques.

Heuristic Bots
Instead of DPBM bots, heuristic bots substituted players in
situations where no recorded behavior or trained model was
available, i.e.:

• When players waited for over 2 minutes in the online multi-
player lobby, heuristic bots filled the remaining slots to en-
able constant, comparable 4-player situations. Since DPBM
training took place on the involved local machines parallel
to the matches and the game followed a client-hosted de-
sign, no existing behavioral data could be acquired from a
centralized server.

• When a player disconnected, but the background training
thread for his DPBM counterpart was not completed. Yet,
due to the considerably low temporal demand (cf. Results),
this incidence occurred rarely.

• When a player deliberately disconnected before displaying
enough behavior information for training.

Based on the insights of previous work [35, 36], we chose
to endow the heuristic bots with random decision making

between elements, since it yields a balanced performance
level, analogous to random decision making in rock-paper-
scissors. Thus, contrary to human and DPBM opponents,
it was impossible for other players to predict this behavior.
Movement was realized in the same heuristic fashion as for
DPBM bots to avoid the detection of differences based on
movement characteristics.

Figure 2. DPBM architecture for a single player; mapping game state
(information about player and closest target) to action probabilities.



Figure 3. Study sequence for each match: from an initial configuration, one human player is shifted into a mirrored match with substituted opponents,
while the player is replaced in the original match utilizing a DPBM bot trained on their prior behavior.

EVALUATION
The following section discusses the approach, design, setup
and execution of the evaluation, separated into a pilot labo-
ratory study and the main field study. For better clarity and
explainability, we first elaborate on the field study, since the
laboratory study only adds a qualitative assessment.

Field Study
To get a sufficiently large and expressive data set of ecologi-
cally valid measurements, we deployed the main study of this
approach directly to a real-world target audience via a public
release on the most popular game distribution platform Steam
and gathered data during a study period of four weeks. We
offered the game as free-to-play and concealed the appearance
of an academic study during initial play to avoid confounding
effects (e.g. experimenter bias [41]) until the point where
players were asked to complete a follow-up survey. At this
point, informed consent was gathered and data was stored in a
pseudonymized fashion.

Measures
In-game, we recorded state-action data for DPBM training (cf.
Figure 2), local training times and prediction accuracies of the
DPBM, and the player’s estimation whether and which players
were controlled by a bot after every completed match. Addi-
tionally, players were asked to complete an online post-study
questionnaire concerning demographics, subjective remarks
and quantitative assessments of substitution awareness, asking
the following set of 7-point Likert scale questions (separated
by page transitions) that were constructed for this purpose:

• One of the players suddenly behaved differently.

• I felt that one player suddenly played better than they did
before.

• I felt that one player suddenly played worse than they did
before.

• I felt that one player suddenly became very predictable.

• I suspect that one of the players was switched for a bot.

Procedure
Participants could download Korona:Nemesis and play any
number of matches without restrictions. Following a tuto-
rial that demonstrated the basic mechanics of the game, they
were able to enter the online multi-player lobby in which they
waited for other players to join their match. If less than four

players connected after two minutes, the remaining slots were
filled by heuristic bots. During every active match, we inter-
vened by substituting a random player by a DPBM bot that
was trained in parallel to the playing session up until that point.
If no trained model was available at that point, a heuristic
bot took the place of the player. This replacement happened
at a randomized point in time between round 5 and 15. To
avoid discriminating the substituted players or diminishing
their playing experience by being removed from play, they
were immediately shifted into a new match that mirrored the
original, differing only in the fact that the remaining three
players were substituted in this version (cf. Figure 3).

The displayed appearance, name and score of replaced players
was kept consistent in both matches at the time of the fork.
After 20 rounds, players entered an end-screen depicting the
ranking of all competitors, were encouraged answer the single
in-game bot detection question and were then redirected to the
main menu. In case they accepted the additional post-study
questionnaire, they were referred to it using their standard
browser.

Participants
During the study period, 1397 unique players downloaded Ko-
rona:Nemesis. (n = 312) submitted complete, pseudonymized
game protocols and bot detection responses, encompassing
206 multi-player sessions in total. 24 of the players from these
sessions (82.61% male, 17.39% female (self-identified), aged
(M = 22.4,SD = 3.75)) completed the optional post-study
questionnaire. 91.3% stated to be active gamers (playing mul-
tiple times a week), while 4.35% indicated that they only play
occasionally (multiple times a month) and another 4.35% do
not regularly play video games.

Explorative Laboratory Study
In order to pilot our approach and study design and to accu-
mulate qualitative statements about reasons for detecting bots,
the general perception of them and desirable behavior, we also
conducted an explorative laboratory study (n = 7). Partici-
pants were publicly recruited on-campus of a university, asked
to play a match of Korona:Nemesis and subsequently partici-
pated in a semi-structured interview. For reasons of clarity in
our observations, only one of the four players necessary for a
match was controlled by a participant, while trained experi-
menters filled the remaining slots, with one of them randomly
being substituted. The experiment lasted about 30 minutes in
total.



Measures
In addition to the aforementioned measures of the field study,
a semi-structured interview assessed qualitative aspects of
the player experience. Participants were able to provide free
responses about the game, game experience and the behavior
of their opponents, before the following directed questions
were asked (in order and on separate pages).

• What do you think of the game?

• Did you notice anything strange during the game?

• Did you notice a change of behavior of other players?

• Do you think that there was a bot playing in this match?

• How can you tell that a player is actually a bot (in general)?

• How do you think bots in general should be improved to be
(more) enjoyable?

Procedure
Following informed consent, participants were introduced to
the game and asked to play the tutorial, without an enforced
time limit. Once a player decided to proceed to visiting the
online multi-player lobby, the experimenters joined soon there-
after, starting the match once the player count completed to
four. All experimenters were kept spatially separated from the
participants during the time of the match to avoid confounding
factors from association or observation. The following pro-
cedure was analogous to the field study, only differing in the
additional semi-structured interview that took place between
match and post-study questionnaire.

Participants
(n = 7) subjects participated in the explorative pilot study
(62.5% male, 37.5% female (self-identified), aged (M = 23.86,
SD = 3.34)). 42.86% self-identified as active gamers (playing
multiple times a week), while 28.57% respectively indicated
that they only play occasionally (multiple times a month) or
do not regularly play video games.

RESULTS
The following quantitative outcomes resulted from the main
field study, while qualitative insights of the laboratory pilot
study are discussed at the end of the section.

gu
es

se
d

be
ha

vi
or

actual behavior

human DPBM bot heuristic bot

isHuman 87.18%
(68)

85.48%
(53)

32.75%
(75)

isBot 12.82%
(10)

14.52%
(9)

67.25%
(154)

Table 2. Percentages (and absolute numbers in parentheses) of bot detec-
tion estimates, according to the responses to the in-game bot detection
survey.

Using a chi-square test of independence with Yates-correction,
a significant difference in guessing whether a player’s behav-
ior stems from a human or bot could be found based on the
groups of actual human players, DPBM bots and heuristic
bots (χ2

2,369 = 97.11, p < .001, Kramer’s v = 0.36), (cf. Table
2 for percentages and absolute estimate numbers). For differen-
tiation between bot types, we further assessed the differences
between the three particular groups:

Actual human players and DPBM bots:
χ2

1,140 = .002 (not significant)
Actual human players and heuristic bots:
χ2

1,307 = 67.1, p < 0.001 (significant), φ = .47
DPBM bots and heuristic bots:
χ2

1,291 = 52.95, p < 0.001 (significant), φ = .43

Figure 4. Boxplot illustrating the results (medians, standard deviations
as boxes, minima and maxima as whiskers, significant differences in-
between) of the custom awareness scale between players that detected
(d) a bot and players unaware (u) of substitution.

Concerning the awareness scale constructed for this study, we
compared answers between players that managed to success-
fully detect a substitution and players unaware of it, in order
to gain insights about if detected bots would alter the perceived
behavior or performance (cf. Figure 4). Using a two-tailed
unpaired t-test (after validations for uniform distribution), we
found no significant difference in the subjective predictability
(t23 = .17, p = .86), performance improvement (t23 = .33, p =
.74) or performance decline (t23 = −.02, p = .98) between
these groups. There were significant findings regarding the
questions

“One of the players suddenly behaved differently.”
(t23 = 2.10, p = .04, Cohen’s d = 1.3)
and “I suspect that one of the players was switched for a bot.”
(t23 = 3.11, p = .005, Cohen’s d = 1.98).



The average DPBM training time (computed locally on each
game client) amounted to (M = 2.23,SD = 2.87) seconds.
Within each iteration, 80% of the recorded data was used
for training, while the remaining 20% allowed for follow-
ing routine tests, resulting in a prediction accuracy of (M =
82.17%,SD = 23.17%). There was a strong positive corre-
lation between the amount of data points used for training
and the prediction accuracy of the following test (Pearson’s
r2871 = .64, p < .01).

Explorative Laboratory Study
Additionally, the laboratory pilot study yielded augmentative
qualitative results. 6 of 7 participants remarked that they liked
the game overall. None of them noticed anything generally
strange in the session, nor a change in behavior of one of the
players. Regarding the question whether they recognized a
bot, no one managed to provide a correct answer (4 of them
did not detect a substituted player, 3 incorrectly judged human
players to be bots). In a notable contradiction to this finding,
when asked, what they expect from the behavior of a bot,
the participants consistently responded that bots are typically
noticeable due to their bad performance (5x) or predictable
strategies (3x). In response to the question “How do you think
bots in general should be improved to be (more) enjoyable?”,
they stated that they “would like them to be as human as
possible”, would want bots that are “adaptive (like humans),
but not with superhuman performance”, and that “playing
with real people feels better”.

DISCUSSION & FUTURE WORK
With respect to the initial research question “Can discon-
nected players in running online matches be substituted
by DPBM agents without being detected?”, we found quan-
titative as well as qualitative outcomes that support our hy-
pothesis that DPBM yields a feasible approach for player
substitution. The results of the bot detection estimation (cf.
Table 2) indicate that participants were not able to differenti-
ate between human and DPBM behavior, even if they were
substituted during a running match. The significant difference
of this finding to the frequent detection of heuristic bots an-
swers “Is DPBM capable of providing measurably better
substitutions than traditional (heuristic) methods?” in fa-
vor for DPBM and amplifies the expressiveness of the former
results, since players evidently were able to detect bots, if their
behavior was less human-like. Qualitative insights from the
laboratory study complete the picture of a successful substi-
tution, since participants stated to be unaware of changes in
behavior after DPBM substitutions and were unable to cor-
rectly name replaced players.

The true positive rate of 87.18% for human behavior aligns
fittingly with related research in which participants were asked
to judge game sessions according to whether a human was
playing The Legend of Zelda [10] (88.7%) or Boulder Dash
[45] (80.7%) [24].

Regarding the remaining research question “Do DPBM yield
an adequate, fair representation that does not improve or
worse the original player’s performance?”, we provide evi-
dence based on the awareness questionnaire constructed for
the purpose of this study. Player proficiency or performance

can develop during game play, but there was no significant in-
crease or decrease or change in predictability between detected
bots and undetected bots or regular players. Together with a
considerably high DPBM prediction accuracy, this supports
the claim that DPBM behavior does not significantly deviate
from the original human player behavior. Additionally, our
approach meets the desired ideal behavior of bots, according
to the qualitative statements that players prefer to play against
opponents that are as human-like as possible.

Still, this study faces limitations. In general remarks on
the field study, 3 participants stated that they played Ko-
rona:Nemesis simultaneously with a friend who took part
in the same session, while constantly communicating. The
discrepancy between the original and the mirrored match (that
could be communicated between the players) was the main
cause of detecting the substitution for these players, as op-
posed to actually judging changes in behavior. We were not
able to prevent this potentially confounding factor in the large-
scale field study, as we aimed for maximizing the ecological
validity of the approach. However, even if this introduced a
bias to our results, it would have increased the correct bot de-
tection rates, which actually would decrease the possibility of
a non-significant result of the bot detection estimation between
human and DPBM opponents. The result, that people were not
able to discriminate human and DPBM behavior nonetheless
indicates that this bias was not significantly confounding.

Furthermore, one player claimed that a real-time game might
not be the best test bed for substitution awareness, since play-
ers are too focused on themselves. While we can not disprove
this assertion or control for some extent of bias, we explicitly
designed Korona:Nemesis in an extended rock-paper-scissors
fashion in which players have to pay attention to their oppo-
nent. Moreover, we argue that artificial behavior would likely
be even more indiscernible in many other types of games, such
as turn-based games, since action decisions that might seem
idiosyncratic or not human-like would likely be assumed to be
part of larger complex strategies that are common to turn-based
games. Altogether, our study can only provide high certainty
that DPBM player substitution works adequately, fairly and
indiscernibly as implemented for the game Korona:Nemesis.
Yet, we designed the game to be complex enough to facili-
tate individual preference formation and to require attention,
prediction, learning and tactical decision-making without in-
corporating dominant strategies. We argue that the insights
formed in this approach can be extended and generalized to
other games in the genres of fighting games and decision-
making-focused action RPGs. We are looking forward to
assess awareness, believability and representativity of DPBM
opponents in these and further genres, including turn-based,
cooperative games and games that encompass complex move-
ment characteristics.

The DPBM architecture was kept as frugal as possible, in order
to ensure feasible training times on the uncharted multitude
of different hardware constellations that were able to acquire
the game via Steam. The low average time required for net-
work training, however, suggests some room for elaborating
more ambitious deep player modeling techniques (e.g. recur-



rent, deep belief, GAN or context-driven LSTM networks) to
further improve the proximity to human-like behavior, or to
model more complex observation-to-action mappings. Since
– to the best of our knowledge – no evidence in the field of
player modeling exists that would give an estimation about
the connection of prediction accuracy and perceived human-
likeness, we seek to aggregate data for a large-scale evaluation
in which participants are asked to watch game sessions of
DPBM agents with different gradations of prediction accuracy,
judge them according to their human-likeness and allocate
them to the correct human player from which the behavior
originated. Additionally, no prior research exists that evalu-
ates the perception of fairness when it comes to substituting
players. Thus, we plan to assess this from both the substituted
player’s perspective, as well as the impression from involved
team mates and opponents.

Eventually, we envision DPBM as an effective instrument for
elevating autonomous game testing and balancing, since realis-
tic player behavior can be employed, as well as for facilitating
novel dynamic difficulty adjustment approaches that adapt to
individual strengths, weaknesses and progresses of players
over time.

CONCLUSION
Since unintentional, as well as deliberate disconnects, drop
offs or client terminations are unlikely to disappear with con-
ventional, stability-improving hardware and software methods,
we demonstrated an alternative approach that bridges (tempo-
rary) player absence by substituting them with Deep Player
Behavior Models (DPBM). An ecologically valid online field
study (n = 312) with a duration of four weeks simulated the
replacement of a human player in the online multi-player
fighting platformer Korona:Nemesis, assessing the remaining
players’ awareness, the believability of the substitution, and
the performance-related representativeness. We conclude that
players were not able to distinguish between DPBM bots and
original human players, but notably managed to detect bots
based on heuristic behavior. Perceived performance and pre-
dictability changes did not differ between players who did
detect DPBM bots and players who indicated that they thought
that they had been playing against other human players only.
All together, we implemented and evaluated a novel approach
to tackling online match disruptions and lay ground for further
evaluations spanning additional games, genres and integra-
tions.

According to the guidelines of transparent statistics, the col-
lected data of this approach, as well as its implementation, will
be made openly available upon publication, using an open-
access repository.
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ABSTRACT
Balancing games and producing content that remains interest-
ing and challenging is a major cost factor in the design and
maintenance of games. Dynamic difficulty adjustment (DDA)
can successfully tune challenge levels to player abilities, but
when implemented with classic heuristic parameter tuning
(HPT) often turns out to be very noticeable, e.g. as “rubber-
banding”. Deep learning techniques can be employed for deep
player behavior modeling (DPBM), enabling more complex
adaptivity, but effects over frequent and longer-lasting game
engagements, as well as comparisons to HPT have not been
empirically investigated. We present a situated study of the
effects of DDA via DPBM as compared to HPT on intrinsic
motivation, perceived challenge and player motivation in a
real-world MMORPG. The results indicate that DPBM can
lead to significant improvements in intrinsic motivation and
players prefer game experience episodes featuring DPBM over
experience episodes with classic difficulty management.

CCS Concepts
•Human-centered computing → User models;
•Computing methodologies → Neural networks; •Applied
computing→ Computer games;

Author Keywords
Dynamic difficulty adjustment; Player Modeling; Neural
Networks; Deep Learning; MMORPGs; Games

INTRODUCTION
With the ongoing rise of complexity, popularity and content
production cost of video game development, consistently bal-
anced challenges that keep players motivated over the long
term are becoming hard to attain, especially with large player
communities encompassing broad ranges of proficiency. Dy-
namic Difficulty Adjustment (DDA) [23] denotes the principle
of adapting video game challenges to players’ abilities - both
mental and physical / dexterity - in order to allow motivation-
fostering flow states [10] to arise. It has been successfully
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deployed in scientific [23, 24, 46] and industrial [7, 16, 55]
contexts and is usually accomplished by continuous tuning of
core game variables (such as speed, damage or hit ratio). How-
ever, these systems are inherently limited to a small number
of high-level parameters, require careful tuning of thresholds
in heuristic parameter tuning (HPT) [51] and have to be hid-
den to avoid exploitation; e.g. as not to incentivize players
to perform badly on purpose [43]. This results in limited ex-
pressivity and complexity of system behavior, as well as in
considerable development cost. To address these limitations
of classic HPT, we present a novel DDA strategy by implic-
itly assessing individual player proficiency using Deep Player
Behavior Modeling (DPBM) [38] and generating adaptive,
personalized challenges. Player behavior, in terms of state-
action decision making, is captured while fighting an in-game
opponent and trained onto an individual, initially randomized
model. Upon the next encounter, the opponent uses this model
generatively by retrieving action probabilities for each game
state emerging in an interaction. As a consequence, its de-
cision making approximates the original player’s behavior,
implicitly representing the particular game proficiency. Evalu-
ating the real-world applicability of DPBM, we aim to answer
the following research questions:

• Do players perceive behavior from DPBM as represen-
tative of their own decision making?

• Is the players’ self-reported intrinsic motivation when
interacting with a DPBM opponent higher than for tra-
ditional HPT encounters?

• Can we measure a substantial long-term motivation
achieved by DPBM?

We hypothesize that an agent that keeps up with the progress of
the player, displays similar weaknesses and challenges players
to constantly improve or rethink strategies will yield a novel
and captivating take on DDA. For the purpose of evaluating
the differences between HPT and DPBM, we implemented
Eternal Challenge – an adaptive instance dungeon inside of
the popular Massively Multiplayer Online Role-Playing Game
(MMORPG) Aion [34] – and assessed players’ motivation in
a field study (n = 171) on an existing private server. After a
deployment of four weeks, we were successful in showing a
significantly higher long-term usage of the instance compared
to all alternatives and that the DPBM opponent contributes
significantly more to this motivation than HPT mechanics,



Figure 1. Appearance of the different opponents with DDA through HPT variables and DPBM.

based on quantitative – and supported by qualitative – insights.
Furthermore, some players stated that they noted the progress
of the DPBM opponent in learning their own individual strate-
gies, leading to a unique game experience. We contribute to
games user research and inform game development by investi-
gating DPBM as a form of novel DDA in a situated medium- to
long-term study, showcasing its distinct potential for fostering
intrinsic motivation and demonstrating a working approach
with learning adaptive opponents in the wild.

RELATED WORK
Providing and balancing an accurate level of difficulty is crit-
ical for keeping players constantly engaged [2, 23]. Dis-
parities can ultimately lead to boredom/underload or frus-
tration/overload, which make for two of the main causes why
players stop playing games [11]. Since individual skill and its
progression are hard to foresee throughout potentially large
player bases and difficulty and it’s progression can not be
defined or programmed precisely, the field of DDA attempts
to regulate emergent mismatches dynamically. To estimate
imbalanced challenge-proficiency-discrepancies, various as-
sessment techniques have been researched, such as success
probability estimation [24, 32] or biofeedback [22, 25, 35].
However, When it comes to adjusting this difficulty, most
approaches focus on HPT (apart from procedural world gener-
ation [26, 57, 50]), even in the most recent advancements [3,
4, 8, 17, 18, 40].

Opponents that imitate the player character exist in numerous
commercial games, perhaps most notably the recurring Dark
Link in the The Legend of Zelda series [15], the Guild Wars
Doppelganger [5], Renegade Shepard from Mass Effect 3 [6]
and SA-X in Metroid Fusion [42]. Yet, so far these have only
been realized as crude approximations of the original player,
as they mimic appearance, equipment, basic moves and/or
skill sets by relying on heuristic, strategically rigid decision-
making.

At the same time, machine learning approaches in video games
that harness continuous improvement through simulated play
have become popular, e.g. the deep reinforcement learning of
Atari games [31], temporal difference learning of Backgam-
mon [54] or the surpassing of human player performance in
the board game that has been rated as not solvable by artifi-
cial intelligence methods for a long time; Go [48]. The field
of player modeling has seen explorations of machine learn-
ing techniques for multiple purposes, prominently featuring

prediction, classification or analysis [13, 14, 27, 53], to facili-
tate individual game interpretations, testing or for providing
believable opponents. Still, the incorporation of machine learn-
ing approaches for generative player modeling for DDA and
the resulting player experiences remain under-investigated.
Holmgård et al. studied personas for player decision mod-
eling [19, 20] that continually observe and adapt to human
behavior in order to produce agents with different decision-
making styles. These personas were realized via evolutionary
linear perceptrons and compared to heuristic agents in a test
bed 2D dungeon crawler game, resulting in a higher player-
rated human-likeness. They also assessed player models when
defined as “deviations from theoretically rational actions” in
a study of Super Mario Bros. [1, 21] and clustered these
by means of feature extraction. Using the same game, Or-
tega et al. [36] imitated human playing styles by means of
Neuroevolution and Dynamic Scripting and reached higher
scores of human-likeness than performance-directed AI agents,
based on subjective judgments. Missura and Gärtner utilized
Player Modeling in a 2D test bed shooter via Support Vector
Machines acting as predictors for difficulty mismatches and
enabling classical DDA parameter tuning based on the results
[30]. In previous work, we were successful in showing that
player model agents can yield significantly higher motivation
compared with heuristic opponents in a short-term online study
using the 2D platform fighter Korona:Nemesis [9, 39]. Based
on these insights, player awareness about substituting individ-
ual players with DPBM agents in online multi-player matches
was also assessed. In contrast to heuristic bots, DPBM agents
turned out to be indistinguishable from their human precursors
[37]. In addition, we contrasted different machine learning
techniques in a player modeling study of the MMORPG Lin-
eage 2 [33, 38]. Deep learning offered the best individual
prediction accuracy, facilitating the production of playing ses-
sions that closely resemble the original behavior, as well as for
differentiating between players. Consequently, we discussed
the broader implications for the application of DPBM in: DDA
(offering adaptation beyond parameter tuning; training players
by exposing them to own strengths and weaknesses), player
substitution (bridging online match disruption due to dropouts;
providing more individually representative agents), automated
game testing (enhancing the estimation of balancing issues
by incorporating realistic human player behavior) and cheat-
ing detection (revealing behavior that is more likely to stem
from undesirable third-party bots rather than players; yield-



ing objective evidence based on behavior in cases of identity
theft).

To the best of our knowledge, there is no prior work assess-
ing the experience of players who continuously challenge
themselves, where generative player modeling facilitates pro-
ficiency progress.

APPROACH
In contrast to the aforementioned studies, the approach pre-
sented in this work provides a medium- to long-term situated
evaluation. We compare the deployment of player modeling
through DPBM with traditional HPT and assess feasibility,
approval and motivation in a complex AAA game through
a highly ecologically valid field study. To facilitate realistic
and generalizable results that avoid artificial laboratory study
setting biases [44], we aimed for the deployment of our ap-
proach in a real-world setting in a fully fledged game with an
existing community of players. In the following, we explain
the construction of the recorded training data format, how it
was informed by expert interviews, the DPBM architecture,
and the study environment.

Expert Interview
In order to gain a more elaborate understanding of viable
strategies, decision making and what behavior might lead to
different play styles in Aion, one of the authors consulted 3
expert players of the game (each with 7-8 years of prior expe-
rience) and extracted the most important aspects qualitatively,
using brief 1 hour semi-structured interviews over the course
of one day. Apart from a less-structured introduction and
follow-up discussion after each item, we asked the following
questions:

• In a one-on-one situation against a (computer controlled
opponent / human player), based on which factors do you
decide which skill to use?

• How do you react when you are not able to execute your
strategy?

• How would you approach an opponent of the same class
that is equally proficient as yourself?

We analyzed the interview using an outcome-oriented struc-
turing content analysis after Mayring [28] and consolidated
the most expressive statements about factors that qualify as
good indicators for decision making. The most descriptive
factors as indicated by the experts are adherence to skill rota-
tions and situational responsive decisions. Within rotations,
expert players predominantly apply a specific set of preferred
sequences of actions, e.g. ramping up damage by combina-
tions of enhancing and weakening skills or controlling the
opponent by a succession of restricting skills. Due to the large
amount of possible skills or items to use (cf. Figure 2), these
rotations can include complex chains of consecutive skills
and/or contain sub-rotations. Responsive decisions denote
the reaction to certain states that the player character or an
opponent is in, e.g. healing oneself when hit points are low,
removing restricting conditions on the character, increasing or
reducing distance between characters or exploiting temporary

conditions the opponent is in. They can also trigger more
complex situation-specific rotations. The description of play-
style aspects by means of rotations and responsive decisions
is not limited to this specific game, but broadly generalizes
to the genre of action RPG games. We defined the DPBM
state-action architecture on the basis of these factors, includ-
ing player and target state information as crucial indicators
for responsive decisions and previous skill information for
positioning within rotations.

In combination, these factors compose the game state that
is fed into the DPBM input layer, while the output layer is
trained according to the respective skill that the player used in
this situation (cf. Figure 3).

Adaptive Instance Dungeon
Instance dungeons are a major part of MMORPGs, as they can
be entered numerous times, solo or in a group, to acquire ex-
perience points, equipment, currencies and/or other desirable
items. As such, they provide a fertile testing ground for eval-
uating long-term motivation [52], since most often repeated
or even continuous entries are required to reach higher-level
goals. To gather expressive evidence of the motivational po-
tential of DPBM, we developed the single-player adaptive
instance dungeon Eternal Challenge that incorporates both
traditional DDA aspects via HPT as well as DPBM. Within
the instance, the players encountered various opponents that
were clearly distinguishable by their visual appearance (cf
Figure 1) and were adjusted through distinct parameters tuned
by HPT (cf. Table 1). The underlying proficiency variable
λ approximated the player’s performance level by being in-
creased whenever he successfully completed Eternal Chal-
lenge and decreased at the characters death or temporal expiry
of the countdown. This way, HPT produces a typical “rubber-
banding” effect between player-specific thresholds of lack of
challenge and excessive challenge, which is one of the most
common ways to enable flow-states to arise in traditional DDA
[47] and was constructed by following the inspiration of these
approaches [17, 23, 30, 47] in combination with fine-tuning
by the developers operating the server to find a range covering
too easy, too hard and enough configurability in between for
every observed player.

Figure 2. Exemplary arrangement of a subset of skills available to the
Sorcerer class in Aion. Additionally, context-dependent skills (when the
player or a target opponent is in a particular condition) and a multitude
of items can be activated.



Increased whenever Eternal Challenge
λ difficulty level was completed successfully, decreased

upon death or timeout.

With increased λ , the temporal
α frequency spawn delay of α opponents was

decreased, resulting in an exponential
increase of difficulty.

With increased λ , hit points (HP) of β
β perseverance opponents increased, making them

harder / more time-consuming to
defeat.

With increased λ , γ opponents used
γ disturbance more actions that weaken the player,

which decreases survivability,
damage performance and increases
the tension.

No explicit parameter tuning was used,
DPBM since network proficiency approximates

the player’s skill implicitly.
Table 1. DDA mechanisms of Eternal Challenge, mapping λ to the diffi-
culty of α,β ,γ , while DPBM seeks to emulate the player’s behavior.

To avoid incentivizing players to perform badly on purpose,
rewards (in the form of experience gained and the level-range
of items dropped) were adjusted to be proportional to the
difficulty level λ . Upon entering the instance, a 15-minute
countdown started that expelled the player if it was not finished
after expiration. Within this time limit, the player was expected
to destroy a sturdy, non-responsive opponent (β ) that spawned
additional, hostile enemies over time (α,β ,γ) which had to be
endured or defeated as well. As soon as the main opponent
was defeated, an additional foe that utilizes DPBM appeared in
an adjacent room. If the player managed to beat this opponent
as well, rewards were distributed and the internal λ level was
raised accordingly. λ had no theoretical, but a practical upper
limit, since the game inherently restricts reaching damage per
second values beyond a certain threshold.

Deep Player Behavior Modeling
When entering Eternal challenge, the recorded behavioral
data from all preceding runs of the player was retrieved from
the underlying database and fed into a feed-forward multi-
layer perceptron with backpropagation and a logistic sig-
moid activation function (cf. Figure 3), where input and out-
put layer size varied depending on the player’s class, skill
set and usage (M = 98.2,SD = 15.1) input, 5x10 hidden,
(M = 76.2,SD = 15.1) output nodes). The network was ini-
tialized randomly and trained over 1000 epochs, based on
the insights of previous work [38, 39] and benchmarks prior
to the study that indicated diminishing returns when further
increasing the range of parameters. When encountering the
DPBM opponent, the trained model was applied generatively
to retrieve a set of action probabilities given the occurring
state description at real-time. After a weighted choice, the
resulting skill was executed, followed by querying the DPBM

for the next situation, effectively approximating the learned
behavior from the player’s preceding battles. As movement
was controlled heuristically, temporal-dynamics of behavior
are not explicitly modeled, but behavior over time is modeled
by focusing the sequencing of skill rotations and responsive
decisions in each occurring state. In terms of the player mod-
eling taxonomy of Yannakakis et al. [58], this implementation
realizes a model-free (bottom-up) player modeling approach
mapping gameplay data to actions via preference learning and
classification. According to the player modeling description
framework of Smith et al. [49], DPBM directly utilizes game
actions (domain) to generate (purpose) individually (scope)
modeled behavior by means of induced (source) training of
machine learning techniques.

Figure 3. The DPBM architecture mapping game state (information
about player, opponent and skill history) to action (skill usage) proba-
bilities. The size of the input and output layers varied depending on the
player’s class, skill set and usage. The resulting action probability array
is filtered heuristically by removing skills that are impossible to execute
due to cool-down, MP shortage or other insufficient conditions.



STUDY
In order to evaluate the DDA and intrinsic motivation capabili-
ties of DPBM, we conducted an online field study following
a within-subjects design over the course of four weeks. The
adaptive instance was published on a private Aion game server.
To ensure that the measured motivation is attributable to the
DPBM approach, we took several precautions. In order to
minimize novelty or anticipation bias, we did not announce
the existence or concept of the instance prior release and chose
a long-term study design. In addition, rewards constitute one
of the biggest extrinsic motivators for long-term commitments
[56] and thus a potentially high confounding factor when
assessing intrinsic motivation. Therefore, the rewards of Eter-
nal Challenge were kept conservative and approximated the
amount of rewards in other available instances, i.e. players
were not able to obtain something that they would not be able
to elsewhere and did not acquire a higher reward-to-time-ratio.
Findings of Deci et al. [12] also suggest that excessive ex-
trinsic rewards can inhibit intrinsic motivation, the core factor
of engagement and enjoyment [45, 41]. Finally, as interplay
among players is a major motivating factor of MMORPGs
[56], we excluded multi-player situations, leaderboards, high
score lists or the publication of ranks and completion times
during the study period to avoid complex potential biases in
this early situated study. Although MMORPGs are designed
to be about multi-player scenarios, occasions of playing solo
occur on a regular basis and novel challenge paradigms should
arguably be tested in basic, controllable setups before being
extended to include additional factors, such as team play or
competition.

Measures
For every single Eternal Challenge run performed by a player,
we recorded state-action data for DPBM training (cf. Fig-
ure 3), instance completion times and results (failed or suc-
ceeded), as well as the training times and prediction accura-
cies of the DPBM. In addition, we logged entry counts and
timestamps for all available instance dungeons for further
activity comparisons. After the study period, a post-study
questionnaire asked for player-reported assessments of per-
ceived competence, interest-enjoyment, tension-pressure and
effort-importance, following the Intrinsic Motivation Inven-
tory (IMI) [29], for comparison between the traditional DDA
parameters α,β ,γ , and the DPBM opponent. Each iteration
of the questionnaire was explicitly headed by a display of the
appearance of the corresponding opponent in order to assure
correctly targeted responses (cf. Figure 1).

Additionally, the survey contained qualitative queries about the
appreciation of – and strategies used against – the opponents,
the impression of DPBM opponent’s behavior in the players’
own words, and a free field for additional remarks.

Procedure
The instance dungeon Eternal Challenge was introduced and
released as part of a regular update to the private server. From
then on, players of the community had the opportunity to
enter it up to once daily, independent from entering different
or additional instances. After four weeks, the recording of
in-game data stopped and the post-study questionnaire was
advertised on a message board associated with the server.

Participants
During the study period, (n = 171) participants entered Eter-
nal Challenge resulting in 776 total instance runs. 30 players
(17 men, 13 women (self-identified)) completed the optional
post-study questionnaire.

RESULTS
Using a one-way RM ANOVA, we found significant effects
for the IMI scores perceived competence, interest-enjoyment,
tension-pressure and effort-importance between conditions
α,β ,γ and DPBM (cf. Table 2).

These outcomes were further evaluated using two-tailed paired
t-tests (cf. Table 3, Figure 4). Employing conservative Bon-
ferroni correction, p-values were multiplied with the amount
of repeated comparisons. DPBM received significantly higher
scores of interest-enjoyment and effort-importance compared
to all HPT opponents, resulting in mostly large effect sizes
after Cohen. It also outperformed α and β significantly in
terms of tension-pressure with medium effect sizes.

perceived competence F(3,26) = 3.59 p < .05 η2 = 0.29
interest-enjoyment F(3,26) = 8.75 p < .01 η2 = 0.5

tension-pressure F(3,26) = 3.37 p < .05 η2 = 0.28
effort-importance F(3,26) = 5.63 p < .01 η2 = 0.39

Table 2. ANOVA results (F(d f 1,d f 2)−, p−values, η2 for effect size) of
the Intrinsic Motivation Inventory between the different opponents.

On average, players spent (M = 7.71,SD = 2.49) minutes in
the instance and used up to 91 (M = 21.1,SD = 11.6) different
skills against the DPBM opponent. Model training times lasted
(M = 2018,SD = 3692) ms per session with (M = 8.75,SD =
3.34) ms per recorded skill.

To assess the objective quality of the underlying machine
learning model and render it comparable to related approaches,
80% of the data recorded until any given time of entry into
the instance was used for training, whereas 20% served for
a routine initial test, resulting in (M = 60.64,SD = 22.57)%
prediction accuracy.



Figure 4. Intrinsic motivation inventory (IMI) results for the compared DDA variables. Includes medians (center marks), standard deviations (boxes),
minimal and maximal values (whiskers) and significant difference markers.

Compared to all 35 available instances in the game, Eternal
Challenge (EC) became the most popular instance by daily
numbers of players over the duration of the study (cf. Figure
5), as chi-square goodness of fit tests show (cf. Table 4),
assuming equal proportions. Even when omitting the first
quarter to counteract a presumable novelty bias in the distinct
initial spike, EC still outmatched all alternatives.

interest-
enjoyment

DPBM
(M = 6.17,

SD = 1.11)

α
(M = 4,

SD = 1.51)

p = .000
d = 1.64

β
(M = 4.04,

SD = 2.06)

p = .001
d = 1.23

γ
(M = 4.78,

SD = 1.76)

p = .01
d = .95

effort-
importance

DPBM
(M = 5.87,

SD = 1.63)

α
(M = 4.04,

SD = 2.03)

p = .006
d = .99

β
(M = 3.91,

SD = 1.83)

p = .000
d = 1.13

γ
(M = 4.91,

SD = 1.81)

p = .004
d = .56

tension-
pressure

DPBM
(M = 4.91,

SD = 2.15)

α
(M = 3.39,

SD = 1.8)

p = .049
d = .77

β
(M = 3.39,

SD = 1.8)

p = .007
d = .77

γ
(M = 4.17,

SD = 1.85)

p > .05

perceived
competence

DPBM
(M = 5.83,

SD = 1.07)

α
(M = 5.65,

SD = 1.67)

p > .05

β
(M = 5.91,

SD = 1.35)

p > .05

γ
(M = 4.65,

SD = 1.72)

p > .05

Table 3. Means, standard deviations and significant t-test results after
Bonferroni correction (p−values and Cohen’s d for effect size, d f = 29)
of the Intrinsic Motivation Inventory between the different opponents.

For the qualitative remarks, we used a structuring content
analysis after Mayring [28] to assess the effect of challenging
the DPBM opponent. Players were asked to state their gen-
eral impression and opinion freely, without confounding or
influencing questions. From the utilizable statements, 31.8%
describe an appropriate challenge (e.g. “quite easy at first but
afterwards I really was busy thinking about how I approach
him”, “it’s almost as good as I am”), while 9.1% depict it
as slightly too high or slightly to low. 13.6% emphasize a
notable entertaining factor, whereas 4.4% declare that this
encounter did not appeal to them. Although the behavior or
decision-making of the DPBM opponent was never explicitly
stated or explained during the study, 36.4% of players ascribed
the ability to learn from previous battles and the adaptation to
the player’s own behavior, combos, rotations and/or strategies
to their enemy (e.g. “at first he randomly used skills that I
also used, later he added my combos”, “tried to replicate my
own skills and techniques”, “it was hilarious when I played
against myself”).

During complete study period:
EC vs. #2 χ2(1,n = 1007) = 58.64 p < 0.01
EC vs. #3 χ2(1,n = 902) = 134.26 p < 0.01
EC vs. #4 χ2(1,n = 856) = 181.35 p < 0.01

After first quarter of study period:
EC vs. #2 χ2(1,n = 627) = 4.48 p = 0.03
EC vs. #3 χ2(1,n = 526) = 45.09 p < 0.01
EC vs. #4 χ2(1,n = 493) = 70.93 p < 0.01

Table 4. Chi-square goodness of fit tests between Eternal Challenge and
the second, third and fourth most popular instance. Less popular in-
stances have shown similarly significant results, but have been omitted
for the sake of readability.

DISCUSSION
Our results indicate distinct effects on approval and intrinsic
motivation for DPBM opponents, as well as effects on long-
term commitment for the presence of DDA in general. We
were successful in evidencing significantly higher motivation
for players to enter adaptive instance dungeons compared to
static alternatives over considerable duration of successive
play sessions and report indications that DPBM attributes
significantly more to this preference than traditional DDA
parameter tuning.



Figure 5. Daily number of unique players entering Eternal Challenge compared to all other available instances during the study period.

This insight is based on notably high absolute IMI scores
and significant differences compared to conventional DDA
techniques. The outcome that DPBM outperformed HPT in
terms of interest-enjoyment indicates a high “fun factor”, while
tension-pressure and effort-importance highlight the consider-
able challenge, leading to an overall higher intrinsic motivation
and linked potential to induce flow. The actual implicit DDA
capabilites of DPBM are backed by qualitative statements that
reveal an appropriate challenge, a noticeable difficulty adjust-
ment over time and the perception of playing against an equal
opponent that facilitates rethinking of habitual behavior. This
work also demonstrates the technical applicability of large-
scale, long-term generative player modeling with reasonable
training times and accuracies.

Overall, our work provides quantitative and qualitative empiri-
cal evidence supporting our initial hypotheses about facilitat-
ing long-term motivation potential, capabilities for enabling
DDA and individual representation, indicating the following
responses to the respective research questions:

• We measured a substantially and consistent motivation
achieved with the support of DPBM over the medium-
to long-term.

• The measured intrinsic motivation of challenging a
DPBM-fuelled opponent significantly exceeded tradi-
tional HPT.

• Players perceive behavior from DPBM as representa-
tive of – or comparable to – their own decision-making.

Limitations and Future Work
The mixed-bag fashion of the instance, which resulted from
aiming to maintain an ecologically-valid realistic instance de-
sign, results in a combined experience of HPT and DPBM
opponents that might influence the participants’ assertions.
This study design was selected due to the long-term period of
the study in a community where players know each other, ren-
dering a between-subjects design confounding, since players
would have exchanged views about the different conditions
and/or complained about unjust treatments.

To further corroborate evidence and to gain a clear comparison
between the different HPT factors and DPBM, the experiment
should be replicated to manifest a control group (mutually
exclusive from this player base) in which no DPBM (or HPT)
is present. Apart from that, the Intrinsic Motivation Inventory
was designed to measure single sessions within experiments.
While it was not explicitly developed for this study’s setup,
we found it to be the most appropriate questionnaire to as-
sess motivation, as there is no validated reflective long-term
motivation questionnaire that does not have to be raised after
every single session (which was omitted in favor of ecological
validity).

Based on our achievements and outcomes, we are looking for-
ward to extending the scope of using DPBM in video games to
enabling personalized, adaptive challenges that go beyond one-
on-one situations to encompass interactions between different
players and consider both competitive as well as cooperative
interplay. DPBM agents could be deployed in multi-player
scenarios where groups are challenged to deal with effects
between player modeled opponents or utilized to support team-
fights between human players, as equivalent reinforcements.
Additionally, we plan to construct a one-dimensional profi-
ciency metric that maps DPBM configurations to estimated
competence in a game, in order to offer players more unique
DDA encounters stemming from different players with similar
proficiency. Using the considerably large data set recorded in
this study, we seek to benchmark several alternative machine
learning techniques as core mechanisms for the underlying
player modeling (e.g. recurrent, deep belief, GAN or context-
driven LSTM networks), to be able to give practical statements
about applicability concerning temporal requirements and re-
sulting accuracy. Furthermore, we envision DPBM as an
effective instrument for elevating autonomous game testing
and balancing, since actual, precise player behavior can be
simulated, and temporary substitutions or continuations of
disconnected players in online matches can be facilitated to
minimize game experience disruptions.



CONCLUSION
We presented the design and implementation of an adaptive
instance dungeon in the MMORPG Aion to evaluate a novel,
implicit take on Dynamic Difficulty Adjustment that is not de-
pendent on manually composed parameter tuning, but affords
a continually adapting challenge through Deep Player Behav-
ior Modeling. In an extensive medium- to long-term study
(n= 171 over the course of four weeks) we contrasted an oppo-
nent applying DPBM to traditional DDA parameter tuning and
can report significantly higher intrinsic motivation stemming
from the unique game experience of being confronted with
strategic behaviors that mirror one’s own patterns. Qualitative
statements reinforce the approval and positive experience of
DPBM, while the consistent and dominant usage of the in-
stance throughout the whole study period reflects its potential
to elevate long-term motivation and commitment. Regarding
the technical applicability of the approach, we report on the
DPBM architecture, its accuracy and data structure and give
an estimation about the temporal demand, yielding real-time
potential.

According to the guidelines of transparent statistics, the col-
lected data of this approach, as well as its implementation, will
be made openly available upon publication, using an open-
access repository.
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Abstract—Balancing the options available to players in a way
that ensures rich variety and viability is a vital factor for the suc-
cess of any video game, and particularly competitive multiplayer
games. Traditionally, this balancing act requires extensive periods
of expert analysis, play testing and debates. While automated
gameplay is able to predict outcomes of parameter changes,
current approaches mainly rely on heuristic or optimal strategies
to generate agent behavior. In this paper, we demonstrate the use
of deep player behavior models to represent a player population
(n = 213) of the massively multiplayer online role-playing game
Aion, which are used, in turn, to generate individual agent
behaviors. Results demonstrate significant balance differences in
opposing enemy encounters and show how these can be regulated.
Moreover, the analytic methods proposed are applied to identify
the balance relationships between classes when fighting against
each other, reflecting the original developers’ design.

Index Terms—Automated game testing, balancing, deep learn-
ing, generative player modeling, imitation learning, video games

I. INTRODUCTION

Due to its steady growth in popularity and accessibility,
the video game industry has evolved to a multi-billion dollar
branch that surpassed all other entertainment industry sectors
including TV, cinema and music1. Along with this develop-
ment, player demands for content and mechanics are ramping
up to extents that even large companies struggle to manage [1].
Next to core content production, the majority of computational
and labour effort is put on the detection of gameplay and
experience bugs (e.g., 80% of the 50 most popular games on
the major distribution platform Steam2 require critical updates
after launch [2]). While automated routines for the detection
and reporting of critical errors and solvability become more
popular in the industry [3], [4], balancing remains one of
the most difficult and time-consuming phases of the game
design process. The availability of versatile in-game units,

This work was funded by the German Research Foundation (DFG) as part of
Collaborative Research Center (SFB) 1320 EASE - Everyday Activity Science
and Engineering, University of Bremen (http://www.easecrc.org/), subproject
H2.

1https://newzoo.com/insights/trend-reports/newzoo-global-games-market-
report-2019-light-version/

2https://store.steampowered.com/

character classes, factions or roles between which players
are able to choose from has become indispensable for many
successful titles, yet the balancing of these appears to open up
an incessant effort. Even prominent titles of competitive online
games that launched years ago still undergo persistent balance
patches (e.g. StarCraft II [5], Overwatch [6] or Guild Wars 2
[7]). Following the definition of Sirlin [8], a game is “balanced
if a reasonably large number of options available to the player
are viable” (where viability sets the requirement of having
many meaningful choices throughout a game), while “players
of equal skill should have an equal chance at winning”.
Together with frequently desired asymmetrical configuration
possibilities of these options, this inherently leads to com-
binatorial explosions, which can become hazardous for the
enjoyability of the game and the satisfaction of its players.
Even worse, Hullett et al. highlight that balancing issues most
of the time “only become apparent after many months of play”
[9]. Compared to straightforward fixable bugs, glitches and
solvability aspects, the trouble with balancing issues is that
they do not only appear during the launch of a newly published
game. Instead, balancing is an ongoing, repetitive task that is
heavily influenced by the perceptions of the player community:
“after each patch, often the discussion begins again, factoring
in new balancing or abilities for each class” [10]. In the game
industry, balancing is most often approached through long-
term expert analysis, excessive human play-testing, and per-
sistent debates with the community. Meanwhile, recent applied
machine learning techniques have become very successful in
outperforming human capabilities of playing, e.g. in Atari
games [11], classical board games such as chess, shōgi and Go
[12], [13] or real-time strategy games (RTS) such as StarCraft
II [14]. While computer-controlled agents employing these
approaches might also be suitable for automated game testing,
their utility for automated balancing is arguably limited, given
that optimal or super-human proficiency is not representative
for the population of human players the game should be
tailored for [15].

In this paper, we apply Deep Player Behavior Modeling
(DPBM) [16] to automated game balancing. Within DPBM,
individual decision making from game states is mapped to
a preference distribution of actions via machine learning,
approximating the replication of individual players. In contrast

978-1-7281-4533-4/20/$31.00 ©2020 IEEE



to optimal or generalized models, the DPBM approach allows
for the consideration of many (potentially viable) playing
styles that players can employ instead of reducing it to a global
decision making module. In previous work, DPBM showed to
be successful in generating agents capable of offering chal-
lenges on the same proficiency level [17] and convinced other
players that they replicated individual behavior believably [18].

In this work, we used a dataset of the popular massively
multiplayer online role-playing game (MMORPG) Aion [19]
consisting of atomic decision making that was recorded
throughout 6 months and 213 players in one-versus-one situ-
ations [17]. From this, we generated DPBM-driven agents for
all players and benchmarked their proficiency against heuristic
NPCs in a two-dimensional study setup that manipulated the
offensive and defensive capabilities of the latter. While that
study gave initial insights about the basic versatility of classes
in player versus environment (PvE) settings, a subsequent
investigation examined how all player replicas playing against
each other in a player versus player (PvP) situation. For
the empirical assessment of the resulting proficiencies, we
utilized a metric that approximates the quality of single bench-
mark performances in terms of effectiveness and efficiency.
Evaluating the capabilities for automated game balancing
and individual proficiency estimation, we aim to answer the
following research questions:

• Can imbalances between in-game classes be detected
through generative player modeling with respect to PvE
and PvP?

• Can generative player modeling elevate automated game
testing to turn design specifications into optimized pa-
rameter constellations?

We hypothesize that agents that are representative of individual
players’ decision making are able to detect differences in
performance between classes and resemble the population
closer compared to generalized or random agents. Under
these conditions, DPBM should provide a viable technique
to map behavioral patterns to proficiency scores and to inform
automated game balancing empirically. This work contributes
to games user research and game development in academia
and industry by introducing a novel technique capable of
enhancing game testing processes with the potential of re-
ducing the associated effort. In addition, a proficiency metric
is constructed and presented that allows for the comparison
of benchmark results. Effectively, this indicates the added
value of assessing the replicated player population against
generalized or random models.

II. RELATED WORK

The implementation of automatic simulations of video game
play has become a viable and efficient alternative or im-
provement to tedious and non-exhaustive human testing for
the purpose of finding critical errors, solvability investigations
or parameter tuning. The majority of scientific approaches
focuses on detecting logical bugs or game crashes, such as
Radomski et al. [20] or Varvaressos et al. [21] who identified
violations of manually defined constraints via simulated play.

Buhl et al. [3] highlight the utility of autonomous testing
routines in everyday continuous integration and continuous
delivery pipelines by contrasting the amount of encountered
bugs against previous developments without them. Zheng
et al. [22] designed a game playing agent utilizing deep
reinforcement learning, while Chan et al. [23] made use of
a neuroevolution approach that on top of playing was able to
report on the constellation and sequence of actions that lead to
game malfunctions. Furthermore, Bécares et al. [24] mapped
human tester playthrough records to semantic replay models
using Petri nets and Iftikhar et al. [25] and Schaefer et al.
[26] introduced frameworks for autonomously testing generic
games of the platformer or puzzle genre, respectively.

A number of studies tackle solvability, such as those of
Powley et al. [27], Shaker et al. [28] or Volkmar et al. [29]
that aided the level design of (procedurally generated) games
by assuring potential solutions are feasible. Schatten et al.
[30] simulated large-scale dynamic agent systems to test quest
solvability in MMORPGs. Within the scope of point-and-
click adventure games, Pfau et al. [4] established a generic
adventure solver traversing these via reinforcement learning
and reporting crashes, dead-ends and performance issues. Van
Kreveld et al. [31] and Southey et al. [32] assessed difficulty
or interestingness approximations of levels or mechanics by
machine learning of descriptive in-game metrics.

Regarding balancing, scientific approaches often build on
simulations that iteratively assess balance criteria and dynam-
ically tune in-game parameters based on the former. Jaffe et
al. [33], Garcı́a-Sanchez et al. [34] and De Mesentier Silva
et al. [35] applied this paradigm to board or card games,
which was amplified by Mahlmann et al. [36] by introducing
procedurally generated cards on top of these simulations. In
other genres, Beau and Bakkes [37] utilized Monte-Carlo Tree
Search for balancing units of Tower Defense games, Morosan
and Poli [38] tweaked difficulty specifications in RTS and
Arcade games after neuroevolution agents assessed these and
Leigh et al. [39] dynamically balanced strategies though the
coevolution of two competing agents playing a Capture The
Flag game.

Closely related to the approach outlined in this paper,
Holmgård et al. [40] conflated atomic player behavior into
procedural personas to simulate and test different play styles
in a Dungeon Crawler game and Gudmundsson et al. [41]
utilized atomic choices in order to predict the difficulty of
various levels of a Match-3-Puzzle game. Nonetheless, even
if some approaches process some kind of human player
input, incorporating actual information about individual and
atomic player behavior has not been tackled yet. Generative
player modeling has the potential to fuse automatic simulation
methods with behavioral information, giving the developers
the opportunity to receive practically immediate insights on
which player strategies are popular, dominant and/or may
require rework. Further generative player modeling is able
to inform developers on how parameter tuning will likely
alter the outcome of strategies before presenting it to the
community, how implemented dynamic difficulty approaches



Fig. 1. Exemplary arrangement of a subset of skills available to the Sorcerer
class in Aion. Additionally, context-dependent skills (when the player or a
target opponent is in a particular condition) can be activated.

can be informed about parameter thresholds, and how to
automatically balance game mechanics after large-scale per-
mutations of classes, setups, parameters and behavior in all
stages of development.

III. APPROACH

This section details our decisions for the selected game
environment, the recorded data structure and the modeling
approach.

A. Game Environment

To select a representative game within a genre that con-
siderably suffers from the aforementioned balancing issues,
we chose the MMORPG Aion in which a typical set of in-
game classes is available. Melee classes (Gladiator, Templar,
Assassin) mainly deal close-combat damage, in contrast to
Magic classes (Sorcerer, Spiritmaster, Gunner) or Rangers.
Heal classes (Cleric, Bard) deal less damage but offer ad-
ditional support, while Chanters excel at the latter. Even if
many in-game situations involve multi-player constellations,
all classes are able to perform on their own in principle.
Combat is mainly fought out by activating skill actions that
harm the opponent(s) and/or benefit the player character (cf.
Fig. 1). Depending on the sequencing of these skills and their
contextual usage, individual players execute diverse strategies.
Even if these strategies rarely maximize efficiency, they resem-
ble situational preferences that emerge in personal play styles,
such as improving own offensive or defensive capabilities or
leading to maintained control over the opponent.

B. Dataset and Structure

Publicly accessible datasets that comprise vast proportions
of recorded real-world player information are found in
several instances, yet all of these third-party data providers
offer only publicly available statistical meta-data describing
high-level behavioral data. Even with the information about
which actions are used in which frequencies, no knowledge
is contained about the contextual game state during these
action decisions, which, in turn, limits the expressiveness of
the eventual generative agent. In contrast, we implement a
state-action architecture mapping contextual information to

individual player’s decision making (indicated in Fig. 2 as
input and output). Over the course of 6 months, 213 players
with considerable prior expertise of Aion were recorded
within a daily single-player dungeon instance in considerably
challenging one-versus-one combat situations [17]. Table I
provides the number of players in the dataset for each class.

C. Deep Player Behavior Modeling

DPBM realizes individual generative player modeling by
assessing atomic player behavior in a state-action architecture
and establishes a mapping among these via machine learning
[16]. For generating a replicative agent that is representative
of a single individual, the recorded behavioral data from
all relevant observations was retrieved from the underlying
database and fed into a feed-forward Multilayer perceptron
(MLP) with backpropagation and a logistic sigmoid activation

Fig. 2. The DPBM architecture mapping game state (information about player,
opponent and preceding skill) to action (skill usage) probabilities. Design
decisions can be found in [17]. The size of the input and output layers varied
depending on the player’s class, skill set and usage. The resulting action
probability array is filtered heuristically by removing skills that are impossible
to execute due to cool-down, MP shortage or other insufficient conditions.



TABLE I
PLAYER COUNT OF EACH class (AND ARCHETYPE) IN THE DATASET.

MELEE MAGIC RANGED HEAL
33 Gladiator 20 Sorcerer 13 Ranger 25 Cleric
19 Templar 18 Spiritmaster SUPPORT 39 Bard
17 Assassin 10 Gunner 19 Chanter

function. The input layer consisted of 22 nodes describing
the contextual game state plus a set of nodes representing the
preceding skill. Consisting of the same set of skill nodes, the
output layer characterizes the probability distribution of action
choices with respect to the individual player and the input
situation (cf. Fig. 2). The sizes of the skill sets varied per
class, as shown in Table II.

The network was initialized randomly and contained 4 hid-
den layers with equal size to the input layer. It was trained over
1000 epochs, based on insights from previous work [16]–[18],
[42]; benchmarks prior to the study also indicated diminishing
returns when further increasing the range of parameters.

When exposed to the testing environment, the trained model
was applied generatively to retrieve a set of action probabilities
given the occurring state description at real-time. After a
weighted choice, the resulting skill was executed, followed
by querying the DPBM for the next situation, effectively
approximating the learned behavior from the original player’s
battles. Based on the player modeling taxonomy of Yannakakis
et al. [15], [43], this implementation realizes a model-free
(bottom-up) player modeling approach mapping gameplay
data to actions via classification. According to the player
modeling description framework of Smith et al. [44], DPBM
directly utilizes game actions (domain) to generate (purpose)
individually (scope) modeled behavior by means of induced
(source) training of machine learning techniques.

D. Proficiency Metric

To estimate balance discrepancies between classes we con-
struct a proficiency metric that assesses the quality of an
agent’s performance during evaluation. For the purpose of
measuring a generalizable efficiency factor we consider four
variables which are measured after a one-versus-one combat
situation:

• The binary value of having won against the opponent (w)
• The normalized temporal duration of the fight (t)
• The agent’s remaining health point (HP) percentage (hpa)
• The opponent’s remaining HP percentage (hpo)

All variables lie between 0 and 1, are multiplied with
their respective weight (α, β, γ, δ; all weights are equal for
this study) and normalized over weights and the sum of
observations (n), resulting in the final proficiency φ that
ranges from worst-case (0) to optimal (1) performance:

φ =
n∑

i,j=0

αw + β(1− t) + γhpa + δ(1− hpo)

(α+ β + γ + δ)n2

TABLE II
RECORDED NUMBER OF DIFFERENT SKILLS IN EACH CLASS OF Aion.

MELEE MAGIC RANGED HEAL
78 Gladiator 52 Sorcerer 53 Ranger 48 Cleric
56 Templar 51 Spiritmaster SUPPORT 78 Bard
57 Assassin 42 Gunner 57 Chanter

IV. EVALUATION

In this section we outline the two evaluation environments
(one-on-one PvE and PvP) used to assess the viability of each
class. In addition, the section presents the regulation technique
we used to mitigate balance discrepancies.

A. Player versus Environment (PvE) Evaluation

Focusing on differences between classes in one-versus-one
situations, we chose to investigate performances of DPBM-
driven agents encountering 100 opponents that incrementally
increase in difficulty (see Fig. 3). To render the analysis vi-
sualizable and human-understandable, we only manipulate the
offensive and defensive capabilities of each opponent, i.e. its
attack and maximal health points (maxHP) values respectively.
Since the proficiency distribution of a player population is
likely to entail a great variance, the initial configuration was
set to a trivial encounter, whereas the following modulations
of the opponent increased attack and/or maxHP by 25% per
iteration, up to a barely defeatable enemy. This led to a two-
dimensional benchmark setup of continually increasing chal-
lenge with similarly decreasing expected proficiency. Figure
4 demonstrates the proficiency distributions together with the
corresponding φ values of the best and worst DPBM-driven
agent compared to the overall average.

After the evaluation of the 213 DPBM agents across 100 op-
ponent configurations with incrementally increasing difficulty,
the resulting proficiency estimations were categorized into the
game-specific classes in order to compare their performance.

Fig. 3. In-game screenshot of the PvE benchmark (Aion [19]). DPBM-driven
player replicas encounter 100 heuristic opponents with increasing difficulty
in one-on-one situations (attack horizontally, maxHP vertically). Depending
on the game state between the agent and its target, emerging behavioral
patterns for action preferences and sequences can be monitored. For reasons of
observability, entities are spawned with sparse distance to other confrontations.
Yet, they are only able to damage and influence their respective counterpart.



Fig. 4. Proficiency heatmaps of the best, average and worst player replication
of the benchmark. The horizontal axis denotes the increasing attack value of
the heuristic opponent while the vertical axis describes the increasing HP
value of it (+25% per step, respectively).

As baselines, for each respective class, we observed the perfor-
mance of an agent that modelled generalized (non-individual)
behavior and an agent with random decision making.

B. Player versus Player (PvP) Evaluation
While the process of Section IV-A approximates the players’

ability to cope with PvE encounters and therefore provides one
measure of balance estimation, another dimension worth ex-
amining is the balance between the classes themselves. Thus,
a subsequent evaluation pitted all player replicas against each
other in one-on-one PvP confrontations, leading to 22, 578
unique combinations (including intra-class battles). The profi-
ciency outcomes of these matches were pooled and averaged
to measure systematic dominance or inferiority relationships
between classes. To prevent never-ending duels (e.g. between
two agents using the healer classes and mainly defensive
strategies), the maximal duration was capped at five minutes.

C. Regulation
The DPBM approach primarily focuses on informing game

development about possible imbalances within a player pop-
ulation; however, certain regulation techniques can follow
immediately, assuming that all classes should follow a similar
proficiency distribution. The most direct approach of regula-
tion would be to tune the environmental parameters such as the
offensive and defensive capabilities of opponents (similar to
Section IV-A). Thus, we subsequently determine a meaningful
target proficiency (in this example, the mean proficiency of all
iterations) and computed the mean squared error of measured
proficiency values of each player in a class. From this, we
reveal the approximate parameter values to tune by calculating
the center of mass of these errors per class. Eventually, the
proficiency distributions for all classes can be compared, given
the PvE benchmark results of the respective players and using
the tuned parameters for their opponents.

V. RESULTS

Table III outlines the testing prediction accuracies of the
employed DPBMs (using a 80-20 holdout validation method)
including conservative heuristic filtering within the most prob-
able 1, 5 and 10 skill choices. In addition, the table includes the
training times per player as measured on a NVIDIA GeForce
RTX2080 using Keras 2.2.4 with TensorFlow 2.0.0 backend.

TABLE III
PREDICTION ACCURACY ON THE TESTING SET, WITH CORRESPONDING

TRAINING TIMES FOR THE VARIOUS DPBMS EMPLOYED.

Testing accuracy Training time
Top-1 Top-5 Top-10

M: 61.3% 75.3% 81.3% 7.24s
SD: 22.4% 11.8% 14.9% 1.68s

Fig. 5. Proficiency results of player replicas across different classes. The graph
depicts mean values (indicated by x), median values (–), the proficiency of
the generalized model of the class (♦) and random guessing (○).

A. Player versus Environment (PvE) Evaluation

Using a one-way ANOVA, we find a significant differ-
ence of DPBM-agent proficiency across classes in the PvE
evaluation, displaying a large effect size (F (9, 203) = 9.63,
p < .01; partial η2 = 0.3; see Fig. 5). Further we use
Bonferroni-corrected two-tailed Welch’s t-tests to highlight
statistical differences between particular classes. Highlighting
notable disparities, players of the Spiritmaster, Gunner or Bard
class scored higher proficiency values than most other classes
while Chanter and Templar players were almost consistently
outperformed by other classes (p < 0.05). After further t-tests,
significant proficiency differences between individual DPBM
and generalized models became apparent (p < 0.05, Cohen’s
d = 0.61). This also holds in comparison to the random
decision making agent (p < 0.01, d = 2.45).

B. Player versus Player (PvP) Evaluation

With respect to the PvP evaluation, Fig. 6 visualizes average
proficiency values of player replicas from one class compared
to all other classes. While classes within the same archetype
(e.g. Gladiator and Templar both being physical Melee classes
or Sorcerer and Spiritmaster both being Magical ranged



Fig. 6. Mean proficiency results of DPBM-driven player replicas in one class
(vertically) when fighting replicas of other classes (horizontally).

classes) had few proficiency differences (p > 0.05), distinct
superiority relationships emerge when different archetypes
are matched up. Rangers scored significantly lower against
Melee classes (Gladiator, Templar, Assassin, p < 0.05), yet
they consistently outperformed the Magic classes (Sorcerer,
Spiritmaster, Gunner, p < 0.05). The Magic classes were
equally and consistently able to dominate Melee classes,
effectively representing a rock-paper-scissors-like interaction
scheme. The Heal classes (Cleric, Bard) also outperformed
Melee, yet succumbed to both Rangers as well as to the Magic
classes (p < 0.05). Being the game’s primary support class,
Chanters were dominated by the majority of opposing classes.

C. Regulation

Figure 7 visualizes the regulation with the tuned opponent
parameter values for each class and the corresponding profi-
ciency distribution of DPBM-driven player replicas. According
to a one-way ANOVA, there are no significant differences
remaining between class proficiency values after parameter
tuning (F (9, 203) = 1.42, p > 0.05).

Fig. 7. Proficiency results of player replicas across different classes after
parameter tuning for a balanced resulting proficiency (φ = 0.67). The graph
depicts mean values (indicated by x), medians values (–), outlier values (•)
and tuned parameters.
♦ indicates the proficiency value of the generalized class model.

When compared to average adjustment values, opponents’
attack was regulated weaker for Melee and Support classes,
but notably higher for Magic and Heal classes. In contrast,
Rangers faced opponents with average attack, but considerably
increased maxHP after regulation.

VI. DISCUSSION

With regards to the PvE evaluation, the ANOVA and
subsequent post-hoc tests revealed significant differences in
proficiency between player replicas of different classes. This
might indicate imbalances of these classes, yet it should be
interpreted with respect to the underlying design guidelines.
For instance, the relatively low proficiency scores of the
Chanter and Templar classes likely stem from their reliance on
other players, either to support or to receive support from re-
spectively. Still, under the assumption that primarily damage-
dealing classes should be equally viable, certain discrepancies
emerge that point to certain magical classes (such as Spiritmas-
ter, Gunner or Bard) outperforming physical damage dealers
(such as Gladiator, Assassin) significantly. When interpreting
results of the PvP benchmark, it is worth noting that balanced
viability does not necessarily have to result in each class
having equal chances against all others. Depending on the
underlying design agenda, a similarly balanced constellation is
a rock-paper-scissors-like interaction scheme between classes,
which this evaluation was able to demonstrate approximately
(see Fig. 8). Nevertheless, the inferior performance of the
Chanter in both one-on-one PvE as well as PvP situations
might encourage developers to augment the versatility of this
class if its role is not only meant to support other players.

The approach introduced with this paper has no access to
the underlying design constellations of the original game and
primarily aims to inform developers about imbalances. How-
ever, we have already indicated and tested possible procedures
to adjust the viability of these classes towards a balanced
configuration. The adjustment of opponents for individual
classes, based on the proficiency distribution of its players, has
proven to detect configurations that end up in a more balanced
outcome (see Fig. 7 as compared to Fig. 5). While this

Fig. 8. Illustrated outcome of the DPBM-driven PvP simulation. On average,
players of Melee classes outperform Rangers, which themselves counter
Magic classes, which eventually beat Melee classes. Heal classes are domi-
nated by Rangers and Magic classes, but can withstand Melee.



method yields promising results in terms of balanced viability
for single-player games or solo dungeons, its adjustment is
not trivially applicable to group PvE situations, since the
opponents are only tailored to a single class and the interaction
between classes further confounds the attunement. A more
comprehensive regulation method would be the adjustment of
in-class parameters, such as their own offensive or defensive
values or particular skill values. Yet, this would significantly
influence the interaction between the classes and might harm
the likely intended rock-paper-scissors scheme within. If aim-
ing for equal proficiency of all classes against each other, an
iterative procedure of attunement and re-simulation would be
expedient, in that the largest proficiency mismatch between
classes is detected, adjusted in favor of the inferior class
and affected matchups are re-simulated, reiterated up to a
predefined threshold.

Based on the empirical evidence presented, our previously
posed research questions can be answered as follows:

• Significant imbalances between in-game classes can be
detected through DPBM within PvE and PvP.

• Design specifications can be established via regulation
based on DPBM-driven simulation results.

VII. LIMITATIONS AND FUTURE WORK

During the implementation of this approach, different con-
straints and assumptions had to be taken into account that
eventually lead to a number of limitations. Perhaps most
importantly, classes (especially in MMORPGs) are often de-
signed to vary in versatility within different situations or
against different classes. This includes classes that benefit
greatly from party-play versus classes that are tailored for
single-player situations, those who focus on dealing damage to
many enemies instead of single targets or not dealing damage
at all (being busy with tanking, healing or supporting other-
wise). Nevertheless, the presented technique is not constrained
to damage dealing, but overall one-on-one versatility. DPBM
can quantify these differences to inform game developers
whether their intended design aligns with the actual outcomes
of a population playing it. Evidently, this requires data from
a player population to employ the testing procedures, which
limits its versatility before the game’s launch. However, it is
applicable for never-ending balance observations (and predic-
tions) and for benchmarking novel challenges introduced with
later patches or DLCs. Apart from generalization or random
play in the PvE evaluation, an optimally playing agent (e.g.
by self-training/reinforcement learning) would be an additional
interesting candidate, to compare if this approach is closer
to the real population. To filter out the influence of different
attribute stats, we normalized equipment and other relevant
configurations throughout all characters. A closer (yet very
temporary) approximation of the overall population capability
could be realized with this approach if the equipment range
was taken into consideration. Eventually, player models in the
PvP evaluation were driven by the same behavior, independent
of their opponent, since this behavior was only trained on data
stemming from battles against their own class [17]. This likely

distorted the results and should be repeated when enough data
of the respective situations are given; however, it does not
diminish the potential of DPBM.

For future work, we primarily seek to refine behavior
modeling by introducing more variables, such as global move-
ment information (encompassing higher level goals) or the
estimation of individual players’ precision and their temporal
cognitive computation demand. Apart from the constraint of
two dimensions (attack and defense), the challenge of the
PvE encounters can further be examined by altering the skill
sets, decision making or movement behavior of enemies. The
simulations themselves can likely be sped up by calculating
battles without graphical representations. Eventually, the ap-
plicability of this approach will be investigated with respect
to significantly more complex multi-player situations, such as
in adjusting boss battles for a population (PvE) or simulat-
ing large-scale competitive sieges (PvP), throughout multiple
player experience evaluations. Furthermore, if a mapping
from mere behavioral patterns to in-game proficiency can be
constructed, this prediction might augment matchmaking (for
both PvP and PvE) bringing together players with approximate
skill levels more accurately.

VIII. CONCLUSION

Balancing in-game parameters and classes to ensure diverse
viable choices for players is a challenging, time-consuming
and toiling expense for game developers. While traditional
approaches employ expert analysis, excessive human play-
testing and persistent debates with the community, this paper
introduces the use of an individual generative player modeling
technique (DPBM) for automating game balancing. Using a
dataset of 213 players that visited a single-player dungeon of
the MMORPG Aion over the course of six months, we we
generated individual agents replicating human play behavior.
Within the context of one-on-one PvE battles, we detected and
sufficiently regulated significant effects between classes. For
the interaction between classes, a PvP evaluation among all
players revealed a rock-paper-scissors-like interaction scheme
that is likely to resemble the original developers’ design. The
proposed approach is able to inform game development about
PvE and PvP imbalances quantitatively and provide empirical
evidence that player behavior entails a degree of individual
proficiency.
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bug finding in video games: A case study for runtime monitoring,”
Computers in Entertainment (CIE), vol. 15, no. 1, p. 1, 2017.

[22] Y. Zheng, X. Xie, T. Su, L. Ma, J. Hao, Z. Meng, Y. Liu, R. Shen,
Y. Chen, and C. Fan, “Wuji: Automatic online combat game testing
using evolutionary deep reinforcement learning,” in Proceedings of
the 34th ACM/IEEE International Conference on Automated Software
Engineering, 2019.

[23] B. Chan, J. Denzinger, D. Gates, K. Loose, and J. Buchanan, “Evolu-
tionary behavior testing of commercial computer games,” in Proceedings
of the 2004 Congress on Evolutionary Computation (IEEE Cat. No.
04TH8753), vol. 1. IEEE, 2004, pp. 125–132.

[24] J. H. Bécares, L. C. Valero, and P. P. G. Martı́n, “An approach to
automated videogame beta testing,” Entertainment Computing, vol. 18,
pp. 79–92, 2017.

[25] S. Iftikhar, M. Z. Iqbal, M. U. Khan, and W. Mahmood, “An automated
model based testing approach for platform games,” in 2015 ACM/IEEE
18th International Conference on Model Driven Engineering Languages
and Systems (MODELS). IEEE, 2015, pp. 426–435.

[26] C. Schaefer, H. Do, and B. M. Slator, “Crushinator: A framework to-
wards game-independent testing,” in Proceedings of the 28th IEEE/ACM
International Conference on Automated Software Engineering. IEEE
Press, 2013, pp. 726–729.

[27] E. J. Powley, S. Colton, S. Gaudl, R. Saunders, and M. J. Nelson, “Semi-
automated level design via auto-playtesting for handheld casual game
creation,” in 2016 IEEE Conference on Computational Intelligence and
Games (CIG). IEEE, 2016, pp. 1–8.

[28] M. Shaker, M. H. Sarhan, O. Al Naameh, N. Shaker, and J. Togelius,
“Automatic generation and analysis of physics-based puzzle games,” in
2013 IEEE Conference on Computational Inteligence in Games (CIG).
IEEE, 2013, pp. 1–8.
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Automated Game Testing with 
ICARUS: Intelligent Completion of 
Adventure Riddles via Unsupervised 
Solving

 

Abstract 

With ICARUS, we introduce a framework for 

autonomous video game playing, testing, and bug 

reporting. We report on the design rationale, the 

practical implementation, and its use in game 

development industry projects. The underlying solving 

mechanic is based on discrete reinforcement learning in 

a dualistic fashion, encompassing volatile short-term 

memory as well as persistent long-term memory that 

spans across distinct game iterations. In combination 

with heuristics that reduce the search space and the 

possibility to employ pre-defined situation-dependent 

action choices, the system manages to traverse 

complete playthrough iterations in roughly the same 

amount of time that a professional game tester requires 

for a speedrun. The ICARUS project was developed at 

Daedalic Entertainment. The software can be used to 

generically run all adventure games built with the 

popular Visionaire Engine [6] and is currently used for 

evaluating daily builds, for large-scale hardware 

compatibility and performance tests, as well as for 

semi-supervised quality assurance playthroughs.  

 

The supplementary video depicts real-time solving with 

active control and observation via a web control panel. 
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“For human beings, testing the 

same game for a longer period 

of time can be quite demanding 

of both their creativity and 

concentration. Since projects 

require different styles of 

testing at different times, such 

as simply playing through the 

game as quickly as possible or 

in-depth bug testing of various 

parts of the game, the testers 

often have to actively force 

themselves to leave the path 

their brains are used to and to 

come up with new creative 

ways of breaking the game. 

Additionally, even for a linear 

game, the number of possible 

combinations as well as the 

order they are made in during 

a play session can become 

extremely large.” 

 - Maik Hildebrandt,  

Head of QA at Daedalic    

Entertainment [12] 
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INTRODUCTION 

Continuous and extensive quality assurance (QA) plays 

an important role in the video game industry. Modern 

games are often immensely complex software systems 

that offer a broad range of possible game experiences 

and are often immediately used by a large number of 

consumers. At the same time, bugs or game glitches 

can considerably harm the immersion, fun, and 

endanger the overall game experience. Thus, a large 

portion (typically ~10-20 %) [5] of the budget for a 

particular video game production is spent solely on 

finding and reporting bugs, testing traversability, 

compatibility, performance, and aesthetics. Such issues 

are usually broken down into three major categories of 

severity (A: Crashes/Freezes, B: Blocker and C: 

General. See: Table 1). While the order of severity is 

descending, the probability to miss a bug of the 

particular type is simultaneously ascending. 

Furthermore, the majority of missed bugs stems from 

error blindness (due to the habituation to the game 

procedures and the sticking to established action choice 

patterns), a specific form of change blindness [20], that 

testers grow more likely to fall victim to the more often 

and frequently they play-test the same game.  

In this light, the introduction of ICARUS in professional 

video game development does not only aim at reducing 

labor costs for QA, but also at improving the bug 

tracking performance and at decreasing the cognitive 

load for human testers, assisting in all of the bug 

categories named above. Following a discussion of the 

current state of the art in game testing, automated 

testing, and the application of techniques from artificial 

intelligence / machine learning in these contexts, we 

present the rationale and architecture of ICARUS in 

detail, together with exemplary use cases in the form of 

an industry case study and a discussion that reflects on 

the value that such systems can currently provide in 

game development processes, as well as an outlook on 

future developments in the area of intelligent 

automated game testing. This technical framework 

description and the according case study provide a 

report on a novel system for automated game testing 

with adventure games. Readers from the scientific 

community will gain a better understanding of the 

extent to which the game industry is embracing applied 

artificial intelligence and machine learning in contexts 

beyond classic game AI, while readers with a 

background in the game industry can gain a better 

understanding of how similar approaches might benefit 

their own projects. 

 

RELATED WORK 

So far, automated frameworks for testing software or 

specifically video games have been developed. 

Automated approaches exist, for example for selected, 

discrete performance measurements, such as 

determining the FPS at which a game can run on a 

given system, or the CPU and memory load when 

starting or running the game using new games or 

 

 

A 

Crashes/Freezes 

 

Shutting down the 

game unexpectedly or 

preventing the screen 

from rendering any 

further. 

B 

Blocker 

 

Resulting in a game 

state from which no 

further game progress 

can be made. 

C 

General 

 

Graphical flaws, 

animation issues, typos, 

glitches. 

 

Table 1. Common categories of 

bugs in video games [1, p. 178]. 

 



 

saved game states [9]. While such systems can 

frequently detect issues in category A, blockers and 

especially more general flaws of non-technical nature, 

like unsolvable conditions in complex quests, remain 

undetected and require manual involvement. Other 

approaches simulate playthroughs, using manually 

predetermined [3, 8, 11] or recorded [4, 10] action 

sequences. These systems can help with detecting 

many potential blockers and some more general issues. 

However, they require manual adaptation or re-

recording of the action sequences whenever the 

procedure changes, which typically happens on a daily 

basis during the active game development of modern 

games. Furthermore, most of the time video games do 

not strictly constrain the player regarding the order in 

which a sequence of actions needs to be executed. 

Actions are not always mandatory to perform in order 

to progress in a game and often the player is given 

several choices on how to proceed. The former 

deterministic approaches thus require different 

manually defined (or recorded) action sequences. Even 

in games with just a few optional branches or decision 

points, the resulting combinatorial explosion clearly 

illustrates the limitations of such manually guided 

automatic testing. For some specific games, targeted 

automatic solvers exist that iterate over the whole 

possible action space of the game (e.g. in a brute force 

breadth-first search fashion [7]). However, these 

examples include a large number of actions that are 

repeated over and over again, although they often do 

not require validation in each iteration. Non-

deterministic approaches were successful in spotting 

unwanted NPC behavior and glitches [13, 14], 

parameter tuning [15], testing formal core mechanics 

of multi-agent systems [16] or detecting every bug 

expressible in a proposed language [17], but in rather 

strictly limited situations, whereas our approach is 

tailored to the needs of traversing complete games. For 

a number of board games, complete, AI-guided play 

testing approaches exist [17,18,19], which clearly 

identified loopholes and design flaws, yet lack industrial 

application. 

As the following section will show in further detail, the 

ICARUS system tackles a number of shortcomings of 

the systems that were discussed in this section. With 

an active and guided machine learning approach, it 

narrows the playthrough down to the most relevant 

actions, after having explored the complete game 

action set, highlighting potential yet less common 

blockers as well as general blockers, that - unlike 

crashes or freezes - could have easily gone undetected 

using more traditional automated testing. As Figure 7 

shows, this can notably speed up the progress of QA 

evaluations.  

ICARUS 

The system for intelligent completion of adventure 

riddles via unsupervised solving (ICARUS) is a generic, 

platformindependent game solver written in Lua [2] 

and optimized for the Visionaire Game Engine [6]. 

ICARUS was developed at Daedalic Entertainment, a 

leading company in the development and publishing of 

adventure games. Hence, it is primarily focused on 

solving the main functionality and riddles of adventure 

games. However, the solver follows a more generic 

design rationale, allowing for the integration of many 

meaningful types of game actions that can be adapted 

to any similarly traversable game genre, since the 

solver system interacts with the game environment 

using the same commands as a human player would. In 

order to facilitate human supervision, the ability to 

start, stop and play in the meantime, as well as for the 

Left 

clicks 

for  

each available  

target object 

Right 

clicks 

for  

each available  

target object 

’Use’ 

each 

item 

with  

each available  

target object 

’Use’ 

each 

item 

with  

each available 

target item 

’Look 

at’ item  

for  

each available 

target item 

Table 2. Common generic action 

categories for adventure games. 

Dialog options are handled 

separately, see: Dialog. 

 



 

most accurate game representation and bug 

reproducibility, the games are played in real-time. 

However, soft acceleration methods, such as character 

speed modification or skipping dialog texts, menus, 

videos, etc. can be turned on and off at run-time via 

the web control panel. In comparison to the existing 

approaches mentioned before, ICARUS can not only 

record performance metrics (FPS, RAM, CPU usage etc.) 

at single points of time, but it can track these 

measurements continuously over the whole span of a 

game iteration, recognizing crucial performance issues 

and pinning them down to concrete game situations 

and hardware constellations. For these iterations, it is 

not constrained to pre-determined sequences or 

recorded playthroughs, but it will dynamically explore 

the game state regardless if knowledge about the 

current situation is already given or not, using the 

solving process explained in the following section. The 

persistently learning nature of this setup allows ICARUS 

to combine the advantages of complete action testing 

and fast playthroughs, since it will start with a broad, 

explorative search over all possibilities of the game 

state and improve itself (in terms of number of 

executions per playthrough, thus also speed) with each 

further game iteration it traverses. 

Solving Process 

In most adventures, the actions that lead to progress 

are well-defined, generally consisting of (a) interacting 

with objects or characters, (b) collecting items, (c) 

combining items with other items, objects or 

characters, and (d) choosing from dialog options. Thus, 

as long as the acting character is not busy executing an 

action, ICARUS comes up with a representation of the 

game state by collecting the set of possible actions 

(Table 2) and stores it temporarily in a list of 

currentActions. 

On these current actions, ICARUS remembers possible 

reward outcomes from previous choices that are stored 

in currentRewards ∈ Za×4, the matrix mapping observed 

actions to reward values (where 0 is assigned to 

unobserved actions), which is a subset of allRewards ∈ 

Zb×4, containing short-term as well as long-term reward 

information (b being the amount of all actions observed 

in this and all previous game iterations in total, in 4 

information dimensions about the action type, target, 

used item and reward).  

Action selection 

To choose an action, ICARUS performs a (random if 

configured to function probabilistically, consecutive if 

configured to use complete action iteration) selection of 

maxCurrentRewards ⊂ currentRewards, which contains 

only the actions that yield the highest rewards among 

currentRewards. After the selection, ICARUS executes 

the corresponding action (e.g. a left click on a target 

T), waits until the completion of the action and 

evaluates the reward.  

Reward learning  

If the chosen action led to game progress (e.g. the 

inventory state changed, a quest progressed, targets 

appeared/disappeared, access to new areas is opened, 

etc.), a configurable, positive number is remembered 

persistently for this action in the long- and short-term 

memory. In general, a given state change can be 

considered positive if it is unrepeatable and leads to the 

enabling of formerly unavailable game actions. If no 

observable change happened, ICARUS punishes the last 

action by setting the action reward in the short-term 

 

 

Figure 2. Example scene of the 

game Anna’s Quest, containing 18 

target objects, indicated by blue 

rings (for illustration purposes 

only). On each target, the actions of 

Table 2 can be applied. 



 

memory to the respective punishment parameter that 

can equally be configured per action category. These 

configurations can take place in the script itself or via 

the web control panel at run-time, with +1 as the 

default for every positive game state change and -1 as 

the default for every action type in any other case. In 

that way, actions that rarely contribute to progress 

(e.g. looking at items) can be punished harder than 

important actions (e.g. left click). Once the set of 

current actions is iterated, i.e. every possible action has 

a negative temporary reward, the short-term reward 

map is soft-reset (see: Soft-resetting the reward map). 

 

The segmentation into short- and long-term memory is 

important since the completion performance increases 

with short-term memory action selection and the final 

ICARUS action selection as illustrated in Figure 7, which 

is mainly caused by the inclusion of long-term rewards. 

Entries of the long-term reward map are loaded 

whenever the respective action is currently available 

and thus strongly determine the sequence of the action 

selection. Nevertheless, the short-term memory is still 

needed, since the rewards for the actions in the long-

term memory are learned from a very specific game 

state that has to be the same (or similar) to the current 

game state in order to yield actual game progress. If an 

action is remembered positively from the long-term 

reward, but the current game state yields no reward for 

this action, the respective punishment does not 

overwrite the positive reward in the long-term memory, 

but it will store a negative reward in the short-term 

memory, which ICARUS will use in the end for the 

action selection.  

For example, ICARUS might record a positive reward if 

the game object door is opened, where the underlying 

game state had a precedent action that unlocked the 

door. In the next game iteration, ICARUS will 

remember the positive reward and prioritize attempting 

to open the door, even if it is still locked. The 

punishment reward will be recorded in the short-term 

memory and ICARUS will proceed with other actions 

(most likely the collection of a key and the unlocking 

action key-with-door) before it will reconsider opening 

the door. This reconsideration process is realized by the 

following soft-resetting. 

Soft-resetting the reward map  

In this process, every negative value of the map is 

increased by 1, so that -1 rewards result in 0 

("unobserved") and even lower values are coming one 

step closer to a possible re-observation. That means 

that an action from an action type that is configured to 

be punished with -5 requires 5 soft-resets to be 

considered for execution again. If entries that have a 

positive long-term reward turn to 0 ("unobserved") in 

this process, they are set to the respective original 

instead to ensure that ICARUS prefers the execution of 

them again, after the soft-reset. Figure 3 visualizes the 

reward map right after a soft-reset, where several 

actions containing long-term rewards are reset into 

positive values (green), some actions were punished 

harder and thus yielded a high negative reward (red), 

and some actions had a low negative reward which 

were reset to 0 in this step (white). In total, the 

technique of soft-resetting results in a normalization of 

the reward space, so that negatively rewarded actions 

have a chance to be executed again, but strictly after 

positively and new actions are tested.  

 

 

Figure 3. Reward map in a game 

state containing 1 item and 15 

possible action targets, visualized in 

the web control panel. 



 

Educated Guessing  

The majority of adventure games are composed using 

puzzles that challenge the human power of deduction 

and creative combination by demanding the correct 

usage of items with object targets or other items. In 

theory, every possible item-item and item-object 

combination has to be considered in the process of 

action collection. However, most of these combinations 

are evoking only standard responses and the set of 

items that lead to progress in combination with each 

other or with objects is most often small in comparison 

to the possible set of all combinations. 

For example, an inventory containing a red key, a red 

box, a book and a blue box already has 16 possible 

item-item combinations, where only the combination 

red key-with-red box (or vice versa) leads to actual 

game progress (see: Figure 4). Educated guessing 

(comparable to pruning a search space in classical AI 

search) is the process of discarding options that do not 

make sense to evaluate in the first place, e.g. 

combining each item with itself, combining the book to 

any of the items or trying to open one of the boxes with 

another box. It will leave red key-with-red box and red 

key-with-blue box as possible actions, even if the latter 

won’t have any positive effect.  

 

The decision why red key-with-blue box is still 

considered an action that could yield reward and e.g. 

book-with-blue box is not, is made on the type of 

response that the respective action evokes. red key-

with-blue box will trigger an evaluation about whether 

the key fits the box (or a comment that is precisely 

defined for this situation, e.g. "This key doesn’t fit."), 

where book-with-blue box will only trigger a generic 

standard response, e.g. "This doesn’t work". Once this 

generic response is triggered and it’s execution 

therefore part of a test run, it does not need to be 

triggered by the remaining zero-effect item 

combinations again, and the solving process can thus 

be sped up using educated guessing without sacrificing 

the validity and reliability of a test run. This distinction 

between action types works by assessing engine 

information about the particular action, which cannot 

explicitly tell the reward or the outcome, but is able to 

discard purely cosmetic or commentary actions that 

often trigger random default phrases. Every action that 

falls under certain categories, invokes standard 

functions, is tagged with default codes, or can be 

parsed for yielding no meaningful game progress can 

thus be strictly excluded from repeated executions in 

order to drastically reduce the amount of combinations 

for active execution checks. 

In a real world example, the combinatorial complexity 

can become very severe. Figure 5 displays the extent of 

combinations of a game state containing 11 available 

items (Figure 6) and 18 available targets (as in Figure 

2). Having many items in the inventory leads to 

exponential growth of the number of possible actions, 

which becomes even worse in scenes with many 

objects. This is where educated guesses come into play 

in order to avoid exponential growth in execution times 

that can cause considerable costs even with automated 

testing. As in the examples mentioned before, red 

cubes in the figures represent actions that were already 

tested and only yielded negative reward. However, a 

great portion of these actions (marked in dark red) will 

never be chosen, since ICARUS discards them using 

educated guessing. The resulting subset of item-item 

combinations still contains a number of combinations 

 

Figure 4. Example inventory 

containing 4 items, resulting in 16 

combinations. Two actions are actually 

beneficial for game progress (X), two 

have also to be tested (?) and 12 can 

be discarded via educated guessing 

(X). 

 

Figure 6. Inventory in the example 

game state of Anna’s Quest. 11 items 

are held that can be combined with 

each other or used on the target 

objects of the scene (Figure 2). 



 

that do not result in immediate game progress or only 

display (specifically chosen) comments. However, in 

this example the method of educated guessing reduced 

the search space from 121 possible combinations to 35, 

i.e. by over 70%. The same 11 items could also be 

used on 18 different object targets in this scene, but 

over 80% do not require active execution checking for 

game progress, since they are already filtered out by 

educated guessing. However, when fully exhaustive 

exploratory game testing is required, developers and 

testers can disable this filter at run-time. 

Dialog  

The dialog choice system differs systematically from the 

previously mentioned actions. Dialogs are temporary, 

usually occur only in situations in which no other 

actions are possible and the set of options is very 

limited, namely to the number of dialog alternatives 

that are available at any give step. In each frame on 

the main loop, ICARUS assesses whether the game 

state is in a dialog or not before choosing an action or a 

dialog part. If the game is in a dialog state, a dialog 

option is chosen at random or in a traversing fashion, 

depending on the configuration.  

 

Hints  

Before ICARUS selects an action, but after observing all 

scene targets and inventory items, it will check if the 

situation fits to one of the hints (scripted actions) that 

can be manually defined in the configuration. Each of 

the two action archetypes (dialogs and actions) has its 

own hint table. E.g., MGHints contains walkthrough-like 

actions for puzzles that have an extremely low 

probability of being solved without context-sensitive, 

graphical, or time-dependent comprehension. ICARUS 

will favor an action above all else if the situation at 

hand matches the situation specified in a MGHint with 

the following general structure:  

 

The current scene name is exactly "SCENE".  

The target "TARGET_OBJECT" exists.  

All conditions in the table "CONDIS" are met. No condition in 

the table "NEG_CONDIS" is true.  

All values of "LIST OF VALUE-CONSTRAINTS" are met.  

All items of "LIST OF NECESSARY ITEMS" are held.  

All items of "LIST OF FORBIDDEN ITEMS" are not held. 

 

Using this mechanism, in extreme cases, a complete 

game iteration can be executed deterministically by a 

hard-coded sequence of hints, since ICARUS will not 

explore the remaining game actions as long as the 

current situation fits to the execution of a hint. This can 

help with troubleshooting fixed processes as every 

game iteration has the same action sequence (e.g. in 

system compatibility or performance testing). 

 

Web Control Panel  

Since ICARUS is written completely in the script 

language Lua that is implemented by the engine, it can 

be applied to games running from the game engine 

editor as well as to complete builds, without the need of 

external programs or tools. However, to achieve more 

comfortable control over the most important 

parameters at run-time, to visualize the technical view 

of target objects, items, and possible item-item or 

item-object combinations, to provide a current 

snapshot of the debug log, and to provide access to the 

complete shortand long-term memory reward map, the 

system comes with a web control panel (see Figures 3, 

5, and the supplementary video figure). It is 

implemented running a local web server on the testing 

machine, which can be assessed while the same 

 

 

Figure 5. Example reward map 

subset in a scene of the game 

Anna’s Quest. Yellow/white actions 

are unobserved, red actions were 

tried out and yielded negative 

reward. The majority of actions 

however are discarded by educated 

guessing (dark red), since they are 

classified as yielding no reward 

beforehand. 



 

computer is actively testing or remotely, to simplify the 

observation, control, and management of multiple 

testing iterations on several machines. 

 

Completion time  

Figure 7 depicts the time different agents required for 

one game iteration of the game The Pillars of the Earth 

that is currently under development. The complete and 

random action selection versions of ICARUS which do 

not include educated guessing or reinforcement 

learning serve as a baseline for the more elaborate 

solving algorithms. They complete the game in about 

the time a human player needs who has no prior 

experience with the game, its puzzles, and is exposed 

to the content for the first time. The heuristic filtering 

of educated guessing cuts away about 40 % of the time 

required, whereas using educated guessing together 

with short-term reinforcement learning cuts the time 

required for completing the game by more than than 

half. Combining all of the introduced features (educated 

guessing, both short-term and long-term reinforcement 

learning, and hints), ICARUS can achieve a playthrough 

of the game in about 30 minutes, which is on the same 

level as the fastest speedruns of expert QA testers with 

prior experience of the game. Given that the game 

actions are supposed to be carried out at real-time, in 

an in-game, situated manner, these completion times 

can be considered near optimal and they are well suited 

for regular application. 

 

 

Performance Tracking 

In order to assess performance data about the game 

while playing, ICARUS can be configured to log the 

usage of RAM, VRAM, the time required to render the 

last frame (see: Figure 8), and further information of 

arbitrary kind into a persistent csv file. This tracking 

can take place simultaneously or independently from 

the basic solving process. If enabled, ICARUS will 

record one entry of performance data per frame, but 

save only the most extreme values of a given time 

window. In practice, each of the entries contains a time 

stamp, the name of the current scene, the current 

chapter, the last action and target that were chosen 

from ICARUS, and performance data: the time needed 

to render this frame in ms, as well as the amount of 

RAM and VRAM used in this frame in MB, before they 

get chunked to only the most extreme values, 

segmenting in steps of 1000ms. This implementation of 

performance tracking is novel in the sense that it is 

integrated in the process of automated solving, as well 

as being able to detect and report critical performance 

issues immediately (e.g. significantly high frame load 

time, or exhaust of available RAM/VRAM) in continuous 

comparison of the same game situation over many 

different hardware constellations and development 

versions, which proved to be of great use in its first 

application during the development of The Pillars of the 

Earth. 

 

 

 

 

 

Figure 7. Completion times of the 

game The Pillars of the Earth by 

ICARUS employing several different 

features and approaches, compared 

to human playthroughs. 



 

Bug detection  

Returning to the initial issue of bug detection, the 

ICARUS system can support the detection and reporting 

in all of the major bug categories:  

A  

 

Crashes/Freezes  

Fully autonomous:  

The tracking component of ICARUS will report 

immediately when the game crashes or stops rendering, 

thus it won’t record any further data entries, displaying 

the exact time, scene and action that lead to the defect. 

B Blockers  

Fully autonomous:  

When a predefined progress timeout is defined (e.g. 5 

minutes) or the action space is empty at a non-busy 

point of time, ICARUS can detect if it is stuck in a game 

state that can not proceed any further. 

C General  

Semi-autonomous:  

Aesthetic graphical, animation, sound, or spelling issues 

cannot be detected automatically using a logical solving 

algorithm. However the generic setup can be employed 

to play any adventure game, while human testers no 

longer have to concentrate on executing game actions. 

They can instead focus on spotting bugs of all categories 

more closely, monitoring multiple game sessions that are 

being played automatically at the same time. 

Furthermore, the explorative nature of ICARUS leads to 

the execution of actions that are potentially undiscovered 

by the regular testing procedures, often because they 

seem to be not intuitive or promising to lead to game 

progress, while still potentially containing or causing 

bugs. 

DISCUSSION AND SITUATED USE  

 

ICARUS is currently used for continuous integration by 

daily build validation at Daedalic Entertainment for all 

new adventure titles. The application of ICARUS 

supports the development teams in staying up to date 

with recent game alterations and content 

implementation through integrated testing. If any 

complete feature updates are committed to the shared 

repository, ICARUS will automatically test the build 

provided from the internal game build server, reporting 

issues if necessary. ICARUS is even more frequently 

applied in the continuous QA processes and test runs, 

where it aids testers by reducing workload, using the 

semi-autonomous approach. Furthermore, ICARUS is 

employed in the gold mastering of finalized games to 

check for changes of traversability and performance 

after games are completed to a shippable version. 

Finally, even large-scale hardware compatibility tests 

that are using remote hardware can be executed 

through ICARUS, as the first, external test of the game 

The Pillars of the Earth on 61 different hardware 

constellations and platforms demonstrated successfully. 

This does not only help with determining minimum 

hardware requirements, but also provides general 

insights into the impact of game mechanics, graphics 

and scene staging across a large number of systems.  

 

Limitations and Future Work 

In order to widen the field of applications for ICARUS 

and to be no longer constrained to a single game 

engine, the system is currenlty being extended to 

support further game engine environments, namely 

Unreal Engine and Unity.  

 

 

 

Figure 8. An example result listing 

of frame time tracking of The Pillars 

of the Earth. Different scenes are 

distinguished by coloring. Frame 

time is recorded in ms. 



 

CONCLUSION  

The ICARUS solver for adventure games has a proven 

track record as a significant enhancement for the 

quality assurance at Daedalic Entertainment. It can 

support developers and QA staff with tedious 

workflows, simplifying daily tasks and enabling 

performance comparisons across game iterations, game 

versions, and hardware constellations that might 

otherwise be prohibitively costly to execute. It can 

detect or aid the detection of all major bug categories,  

by either fully autonomous reporting or by allowing 

testers to focus closely on occurring bugs instead of 

being busy with executing game action sequences. The 

time needed for a complete game iteration is on the 

same level as professional game testers, thus no delays 

compared to prior development and QA processes are 

caused when using the system, while the time for 

implementing ICARUS in a completely new game 

project is also reasonable. Although some related work 

on automated non-technical testing solutions in games 

exists for clearly defined, template or macro-based 

scenarios, the generic nature, the ability to iterate 

through complete game iterations reliably, and the 

manifold features of tracking, visualizing and reporting, 

allow ICARUS to support game studios with establishing 

novel standards of QA, providing benefits to 

developers, publishers, and gamers alike. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

“Having a script like ICARUS 

that will simply try out 

different combinations and 

paths without getting 

exhausted or used to a 

specific way of playing the 

game helps focus QA 

resources on more complex 

tasks (testing of visuals and 

audio, game logic, etc.), 

making QA testing of the 

project more efficient and 

effective. Obviously, 

automated QA of parts or the 

entirety of a game can never 

completely replace human 

testers […]. However, it is 

definitely a valuable addition 

to our QA methods and helps 

to improve the overall quality 

of our games.” 

- Maik Hildebrandt,  

Head of QA at Daedalic 

Entertainment [12] 

 

 

Figure 9. Flowchart of ICARUS 
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ABSTRACT
Finding and maintaining the right level of challenge with respect to the individual abilities of players
has long been in the focus of game user research (GUR) and game development (GD). The right
difficulty balance is usually considered a prerequisite for motivation and a good player experience.
Dynamic difficulty adjustment (DDA) aims to tailor difficulty balance to individual players, but most
deployments are limited to heuristically adjusting a small number of high-level difficulty parameters
and require manual tuning over iterative development steps. Informing both GUR and GD, we compare
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an approach based on deep player behavior models which are trained automatically to match a given
player and can encode complex behaviors to more traditional strategies for determining non-player
character actions. Our findings indicate that deep learning has great potential in DDA.

Figure 1: Screenshot of Korona:Nemesis.
The player (on the left) utilizes Water to
counter a Fire projectile.

Fire Cancels Restoration
Critically hits Restoration/Steel
Destroys Steel projectiles
Applies burning damage over time

Water Immunity against burning
Critically hits Fire/Steel
Destroys Fire projectiles

Lightning Immunity against suffering
Critically hitsWater/Death
DestroysWater projectiles

Restoration Restores 10LP
Converts Water projectiles into 10LP
Immunity against Pain

Steel Reflects Lightning projectiles
Reflects Pain projectiles
Critically hits Lightning/Pain

Death Inverts Restoration
Critically hits Restoration/Pain
Applies suffering damage over time

Pain Self-ignites Fire
Critically hits Fire/Lightning
Applies 0.4 seconds stun

Table 1: Element interactions in the game.

INTRODUCTION
Dynamic difficulty adjustment (DDA) addresses potential mismatch between player proficiency and
level of challenge in video games by balancing game parameters that increase or decrease the latter.
Traditional approaches that manipulate core game variables (such as speed, damage or hit ratio), have
been successfully evaluated and integrated in scientific [3] and industrial (e.g. Resident Evil 4)[1]
usage. For practical reasons, DDA is usually hidden, since it yields incentives to perform badly on
purpose [8]. Current DDA systems are typically limited to a small number of high-level parameters
and require careful tuning of threshold-heuristics [10]. Here, we utilize Deep Player Behavior Models
(DPBM) [6] to introduce a distinct adaptation module that incorporates player proficiency implicitly
instead of explicitly and represents and generates game proficiency on a multi-dimensional level,
allowing for complex emergent dynamics. In order to investigate the player experience with DPBM
for DDA, we designed Korona:Nemesis, a platform fighter focused on prediction, learning and decision
making. In an exploratory study, we compared player experience when playing against opponents with
different decision making strategies including basic heuristics, random actions, near-optimal heuristics,
and DPBM. Based on self-determination theory [7], we hypothesize that opponents deploying DPBM-
guided strategies yield high results in interest-enjoyment, due to displaying convincing, but not rigidly
perfect strategies, while tension-pressure might be increased and perceived-competence might be
decreased when facing near-optimal opponents. Both are expected to lead to higher motivation and
better player experience than traditional, trivial or unadjusted opponents. Our results provide first
evidence that DPBM for generating opponent behavior confirms our hypotheses and offers a valuable
subject to study within the field of DDA. We contribute to game user research in the form of a novel
take on DDA and promote the applicability and value of machine learning techniques in video games.

RELATED WORK
DDA has developed from flow maximization [3] over multi-player balancing [11] up to a tool for
proficiency estimation [2]. In order to estimate the discrepancy between challenge and skill, various
assessment techniques have been researched, such as success probability estimation [3] or biofeedback
[4]. For the adjustment however, most approaches focus on adjusting game difficulty parameters. In the
meantime, machine learning approaches in video game playing that harness continual improvement
through simulated play [9] have become popular. Bringing these developments together, we assess
the experience of players that provide behavior samples feeding a continuous learning process, facing
opponents driven by DPBM on the same proficiency level.



GAME DESIGN
In order to construct a setting for studying crucial decision making in real-time, we designed a
fast-paced physic-based platform fighter called Korona:Nemesis that extends the classic rock-paper-
scissors scheme to 7 types of element projectiles (cf. Table 1). In each level, players are placed in a 2D
environment, start with 100 life points (LP) and have the objective to eliminate their opponents LP (last
player standing wins). Players canmove (left or right), jump, attack or switch actions. Switching changes
the current stance to one of the 7 elements. Attack will launch an elemental projectile depending on
the current stance. Getting hit by a hostile projectile deals 10 damage. Since damage is doubled on
a critical hit and projectiles can be destroyed, reflected or influenced by other projectiles (cf. Table
1), players constantly have to be aware of present projectiles, their own and enemies’ stances and
adapt quickly to the situation. As in rock-paper-scissors, predicting the opponent is key to success
and since players adapt and react constantly, there is no single dominant strategy (e.g., cf. Sidebar
1). Players need to learn not only the in-game element-interactions, but also their preferred way to
counter attacks and maximize their chances, depending on the current situation. The presence of
multiple viable choices, preferences and dislikes makes for a fertile ground for player modeling and
decision making studies.

When facing an incoming Fire projectile, there
are multiple viable choices. The player might
react with a Water attack, since Water pro-
jectiles destroy Fire projectiles (cf. Figure 1). A
more offensive choice would be to counter this
attack with a Pain attack, which will not stop
the incoming projectile (and thus cost 10LP),
but critically hit and self-ignite the opponent.
At the same time, the opponent has the op-
portunity to re-counter this counter-attack, de-
pending on making good predictions (e.g. if
(s)he predicts the counter-attack to be aWater
attack and wants to counter it with Lightning,
but in fact it is a Pain attack, it will incur a
critical hit).

Sidebar 1: Decision making example.

variable value

timestamp 12/27/2018 5:16:29
mapID Map_Steel6

playerCurrentEnergy WATER
playerChosenAction ATTACK_WATER
playerHPpercentage 100

playerIsBurning 0
playerIsSuffering 0

targetCurrentEnergy FIRE
targetHPpercentage 100

targetIsBurning 0
targetIsSuffering 0

absoluteXdistance 12.194
absoluteYdistance 0.211

fireProjectileAhead 1
waterProjectileAhead 0

lightningProjectileAhead 0
steelProjectileAhead 0
deathProjectileAhead 0
painProjectileAhead 0

Table 2: Sample playermodel entry for the
situation given in Figure 1.

ENEMY TYPES
To focus on the players’ experience of the opponents’ decision making, enemies differed only in
terms of their action selection behavior (and appearance), so possible action and movement choices,
damage calculation, elemental interactions etc. were equal between all opponent types. The following
categories of opponents were pseudonymized in-game to prevent revealing their strategies.

Basic. The basic opponent choses (and stays with) a single elemental stance per level. It is designed
to be the easiest to counter since all actions are trivially predictable and serves as a baseline.

Random. The most balanced enemy in rock-paper-scissors is a completely random one. We decided
to include this strategy as it is impossible to predict and thus hard to counter, since every action is
independent from the preceding behavior or the current situation. Due to the symmetrical setup of
the game, it will make both advantageous and disadvantageous decisions and should therefore not be
(near-)impossible to beat.

Optimal. In order to provide an upper bound of performance, the optimal opponent reacts to each
player action with one of the optimal counter-attacks and tries to maximize the damage applied to
the player.

Player model. Utilizing every player action (together with game state context) executed in the
preceding levels, the DPBM opponent will learn from the player’s behavior and calculate weights
for each possible action, whenever it chooses an action. Depending on the situation, it will make



decisions similar to the player from whom the behavior originated. In this novel DDA approach, the
opponent will continually develop while the player learns and advances in proficiency and it will make
similar mistakes to the player. In contrast to traditional approaches, players simultaneously have to
overcome and exploit their own flaws to win, potentially leading to an upward spiral of learning in
both the player and the opponent. The ideal win/lose outcome would be an even split, demonstrating
the closeness to the player’s skill.

Figure 2: Network used for a single player.
Real valued variables are mapped to the
range from 0 to 1, energies and conditions
are binary.

PLAYER MODELING
Based on insights about expressive data and suitable modeling techniques from our earlier work [6],
we recorded all crucial player action decisions (attacking or switching with or to the respective element
and jumping) together with contextual data from the current situation (cf. Table 2). After each level,
this data was fed at run-time into a 24x10x10x9 multilayer perceptron with backpropagation and
a logistic sigmoid activation function (cf. Figure 2). The network was initialized randomly and its
architecture was determined beforehand, selecting for an efficient trade-off between training time (<
1 second on tested machines) and prediction accuracy (70-90% on testing set).

PILOT STUDY
Over the course of 2 weeks, we conducted a within-subjects study online. Subsequently to the tutorial,
the experiment manipulated one independent variable (opponent behavior) with four conditions
in randomized order: basic, random, optimal and player model. Data was gathered through game
protocols and a post-study questionnaire.

Measures. In-game, we logged winning scores of all enemies, all of the players’ actions and the
resulting deep learning accuracies. Through the questionnaire, demographics and experience in video
games were recorded. With respect to each specific enemy type, we asked for subjective assessments
how strong and how balanced the particular opponent appeared, captured the player experience
using the Intrinsic Motivation Inventory [5] (all 7-point Likert scales) and asked players to explain the
opponent behaviors in their own words. Conclusive comments, questions and registering an email
address for further studies were optional.

Procedure. Following informed consent and a quick tutorial that explained the controls and
interactions of the game, participants encountered all four enemy types in permuted order. Each
enemy was faced in the first 10 levels of the game, which were kept simple in order to focus on
the opponent. Pausing the game was possible at all times and happened whenever the enemy type
changed. After facing all of the opponents (inM = 12.5 minutes), the subject was redirected to the
web questionnaire and unlocked the multiplayer mode (not part of the study).



Participants. (n = 98) participants submitted behavioral data and 16 completed the optional
questionnaire (75% male, 18% female, aged 18-37 (M = 26.6, SD = 4.86)). 75% described themselves as
active, 19% as casual or occasional gamers and 6% said that they do not really play video games.

basic random optimal player
model

Score 4.8 ± 1.9 4.4 ± 2 7.8 ± 1.2 3.3 ± 1.9

strength 3.7 ± 1.9 4.5 ± 1.4 6.1 ± 1.1 4.3 ± 1.7
balance 2.8 ± 1.6 3.5 ± 1.4 3.7 ± 1.8 4.2 ± 1.9

IMI:
INT 3.1 ± 1.6 3.7 ± 1.3 3.5 ± 1.8 5 ± 1.6

COMP 3.9 ± 1.9 3.6 ± 1.2 2.8 ± 1.6 4.9 ± 1.9
EFF 4.6 ± 2.2 5.5 ± 1.3 6.2 ± 1 5.6 ± 1.9
TEN 3.7 ± 2 4.8 ± 1.7 5.8 ± 1.1 4.6 ± 1.9

Table 3: Mean statistics ± standard devi-
ations for the four enemy types. Score
depicts the number of wins of the oppo-
nent. Strength and Balance were subjec-
tively reported. INT: interest-enjoyment,
COM: perceived-competence, EFF: effort-
importance, TEN: tension-pressure of the
IMI.

basic "repetitive"
"some kind of predictable"

random "changing his strategy/weapon very often"
"unpredictable"

optimal "very strong and fast"
"always one upping me"
"i had no chance and i hate him"
"too OP" (overpowered)

player "kinda like the [optimal opponent],
but not as OP"

model "a mixture of the other opponents"
"my favorite so far, he was smart and
fast but not too powerful"

Table 4:Qualitative statements by players
about the different opponents.

RESULTS
Using a one-way RM ANOVA, we found significant effects for the IMI scores interest-enjoyment
(F = 3.88,p < .05), perceived competence (F = 3.74,p < .05), tension-pressure (F = 3.47,p < .05),
as well as perceived strength (F = 5.66,p < .01), between opponents. These outcomes were further
evaluated using two-tailed paired t-tests. Regarding the perceived strength, the optimal opponent
significantly outmatched all other types (p < .01,dbasic = .96;drandom = 0.76;ddpbm = 1.01). In terms
of perceived competence, the player model resulted in higher values than the random (p < .05,d = .72)
or optimal (p < .05,d = .93) opponent. For interest-enjoyment, DPBM significantly outperformed all
of the other approaches (p < .01,d = .75 for basic, p < .05,d = .57 for random and p < .05,d = .54 for
optimal). Means and deviations are depicted in table 3. When asked to explain the enemies’ behavior
in their own words, participant statements reflected these sentiments (cf. Table 4). Split into 80/20
training/test sets individually, neural network accuracy scored 49.1% to 100% (M = 70.3%, SD = 13.5%).

DISCUSSION AND FUTURE WORK
As hypothesized, the mean subjective strength with DPBM lies between basic and random/optimal,
though no significant difference was found. The same holds for the mean subjective balance, exceeding
all other enemy types. It did not lead to significantly increased tension-pressure and effort-importance
compared to the other strategies, which might be due to the already high temporal pressure of the
general gameplay and the short session duration. Nevertheless, the significantly higher score for
interest-enjoyment indicates a distinct advantage of playing against the player model. It also apparently
avoids frustrating players by displaying overly strong (and rigid) behavior, which is reflected in
the significantly decreased perceived competence when facing the near-optimal opponent. These
interpretations are supported by the qualitative statements, in which all positive comments relate to
the DPBM approach and all negative ones to the remaining enemy types. This exploratory study is
limited by a small sample size and the low conversion rate from participants who played the game to
actually submitting the questionnaire. In further ongoing work, we will lay more emphasis on the
questionnaire to consolidate the findings concerning player experience. We are also planning to extend
the insights of this short-term study to a prolonged period of time to evaluate the long-term consistency
of the approach. With this early study, we provided an experimental comparison between DPBM
opponents and heuristic ones, yielding evidence for potential to improve DDA capabilities in general. A
comparison to alternative traditional DDA approaches remains future work. We plan to investigate the
difference in player experience between player modeling and threshold-based parameter adjustments.



In addition, assuming that every player desires a continually learning opponent is a simplification.
Further studies that differentiate between player types might yield additional insights.

CONCLUSION
We compared the player experience of facing a continually learning enemy based on Deep Player
Behavior Models to three classic heuristic game opponent variants. To provide an adequate study en-
vironment, we designed the platform fighting game Korona:Nemesis. First quantitative and qualitative
results indicate significant improvements in player experience when interacting with the DPBM oppo-
nent. Thus, this approach successfully demonstrates a novel, implicit take on DDA and corroborates
the potential application of DPBM in complex and fast-paced real-time game environments.
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ABSTRACT
Artificial intelligence (AI) is a frequently used term – and has seen
decades of use – in the video games industry. Yet, while academic AI
research recently produced notable advances both in different meth-
ods and in real-world applications, the use of modern AI techniques,
such as deep learning remains curiously sparse in commercial video
games. Related work has shown that there is a notable separation
between AI in games and academic AI, down to the level of the
definitions of what AI is and means. To address the practical barri-
ers that sustain this gap, we conducted a series of interviews with
industry professionals. The outcomes underline requirements that
are often overlooked: While academic (games) AI research tends to
focus on problem-solving capacity, industry professionals highlight
the importance of “usability aspects of AI”: the ability to produce
plausible outputs (effectiveness), computational performance (effi-
ciency) and ease of implementation (ease of use).
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1 INTRODUCTION
Due to its steady growth in popularity and accessibility, the video
game industry has evolved into a multi-billion dollar sector that
surpassed all other entertainment industry areas, including TV,
cinema and music1. Along with this development, the industry is
constantly advancing, harnessing progress – or even trying to build
a competitive edge based on innovations – in various fields, e.g.
visual rendering, player experience, network stability or hardware
1https://newzoo.com/insights/trend-reports/newzoo-global-games-market-report-
2019-light-version/ . Accessed 3.7.2020
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progression. However, when it comes to artificial intelligence (AI)
methods, only a small minority of shipped games harnesses recent
scientific advancements [31, 37]. Large proportions of video games
involve strategic decision making, optimization processes or com-
petition, which make up fertile exploration grounds for AI, while
many games even accumulate the vast amounts of data required for
e.g. deep learning techniques. This is constantly demonstrated by
successful integration examples, where – in the reverse direction –
scientific research on AI for games frequently builds on industrial
games, as in game playing [1, 17, 35], automated testing [22, 26, 34]
or balancing [9, 20], world-building [27, 36], dynamic difficulty ad-
justment (DDA) [8, 24, 25] or player modeling [7, 19, 21, 23]. Yet, few
cases of scientific AI have been applied in commercially successful
video games, most of the time only when the AI itself constitutes
part of the game’s core mechanics [37], such as in the reinforcement
learning of the companion animal in Black and White [12], the DDA
features in Halo2 [2] or Left 4 Dead [33] or the imitation learning
(Drivatar) of Forza Motorsport [32]. This notable disparity can be
related to the significantly differing definitions between scientific
and industrial game AI. While a definition for scientific AI may
be expressed as “the theory and development of computer systems
able to perform tasks normally requiring human intelligence, such as
visual perception, speech recognition, decision-making, and transla-
tion between languages” 3, in the context of video games AI is more
frequently seen along the lines of: “artificial intelligence consists
of emulating the behavior of other players or the entities [...] they
represent. The key concept is that the behavior is simulated. In other
words, AI for games is more artificial and less intelligence. The system
can be as simple as a rules-based system or as complex as a system
designed to challenge a player as the commander of an opposing army”
[10]. While this may partially be the result of different evolutions of
understandings and the applied development of AI, it can arguably
also contribute as a potential cause to forming and maintaining con-
siderably isolated spheres of different understandings and schools
of AI.

Additionally, due to market-forces in industry, information about
utilized algorithms and techniques is not explicitly detectable and
often not published for reasons of intellectual property and ex-
ploitation avoidance. To investigate the stance of AAA-developers
on integrating promising AI techniques into video games, we con-
tacted 105 of the currently most successful game companies, asking
to conduct a semi-structured interview concerning their current use
and requirements for applicable AI. This paper contributes to game
research and development in academia and industry by providing

2http://www.gamasutra.com/gdc2005/features/20050311/isla_01.shtml . Accessed
3.7.2020.
3https://en.oxforddictionaries.com/definition/artificial_intelligence. Accessed 3.7.2020
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a qualitative analysis of (𝑛 = 9) industrial developers as well as
derived guidelines that AI techniques can build on in order to be
considered applicable.

2 RELATEDWORK
Makridakis [13], as well as Skilton [28], predict that video games
businesses will be highly impacted by the rise of deep learning and
the embedding of AI in more andmore facets of daily routine. Frutos
et al. review the implementation of AI techniques within the scope
of the serious game genre and point out a lack of applied AImethods,
even if most of the applications originated in academia [4]. Togelius
highlights the value of video games as ideal testbeds for academic AI,
while on the other hand, this AI could significantly improve game
mechanics and player experience [31]. According to Yannakakis, the
sparse deployment within industrial productions is mainly caused
by “the lack of constructive communication between academia and
industry in the early days of academic game AI, and the inability
of academic game AI to propose methods that would significantly
advance existing development processes or provide scalable solutions to
real world problems” [37]. Lara-Cabrera et al. note that the industry
is beginning to “adopt the techniques and recommendations academia
offers”, based on public reports from the respective companies [11].

All of these accounts reflect missed opportunities of the industry
and incorporate or introduce methods that could fit into indus-
trial implementation, yet no official statements from the actual
target group (i.e. industry representatives) have been included so
far. We argue that including explicit industry voice can contribute
to achieving less one-sided discussions. Therefore this work aims
to start contributing to closing this unresolved gap by providing
qualitative insights from video game industry professionals based
on a semi-structured interview concerning academic game AI.

3 STUDY
In order to obtain a broad impression of the industry’s stance on
scientific AI, 105 of the currently most successful game companies
were contacted for a digital, semi-structured interview. After a
period of six weeks and two additional reminders, (𝑛 = 9) responses
could be collected that served for an outcome-oriented structuring
content analysis [15].

3.1 Measures
Initially, participants stated their affiliated game project(s) and com-
pany. Subsequently, they were asked about the AI methods that
are frequently utilized for development or game mechanics within
their projects, followed by details about the type of algorithm or im-
plementation. Beyond this, they stated their personal opinion with
respect to the use of further AI techniques and outlined reasons
why these are not (yet) incorporated.

3.2 Procedure
Companies were approached through publicly available contact
points such as general inquiry mail addresses or instant messengers
of community contacts. To avoid demanding personal information
or addresses of the developers in order to allow less constrained
reflection, the participation requests contained a request to be for-
warded internally to representatives for game AI, machine learning,

data analysis or development in general. Following informed con-
sent, participants were able to express themselves freely within
an online survey. Eventually, they were free to submit name and
affiliation or to anonymize their participation.

3.3 Participants
In total, (𝑛 = 9) participants of at least seven different companies
(including Croteam, Crytek, Obsidian Entertainment, Paradox Devel-
opment Studio, Harebrained Schemes) completed the digital survey.
Three of these decided to submit their data anonymously.

4 OUTCOMES
All of the surveyed participants agreed that the successful inte-
gration of pathfinding in more or less every modern video game
since algorithms like A* [5] are cheap in computation, reliable and
compelling, conditions which were relayed as clear requirements
for consumer environments. Furthermore, unlike many of the other
fields of AI, pathfinding is essential for video games to prevent to-
tally idiosyncratic behavior, which led to a very early establishment
in the industry. Another frequently mentioned technique are Finite
State Automata (FSA) [16], for their robustness and observability,
despite lacking any higher level capability of reasoning. Developers
state that they use them for “Movement state machines, etc.” (P6),
“Character action sequences and combat” (P4) or “a lot of tasks not
considered AI, like managing states of User Interface widgets” (P3),
fulfilling predictable tasks far removed from the potential of more
elaborate AI approaches. Dynamic difficulty adjustment [8, 30] is
reportedly roughly applied with heuristics like “[opponents] will
start to miss more after managing to hit the player too rapidly” (P6),
while the same holds also for reasoning systems, which are mostly
reduced to frugal decision making about movement (“e.g. to find
out what a good position to shoot from will be, considering things like
line-of-fire, distance to target, minimal distance from current position,
closeness to allies, etc.” (P7), “Most of our AI is still reactive, but we
have systems that ’sample’ positions in the world for things like: get
good attack position, cover spot, etc” (P6). Knowledge bases for NPC
are elementary but common, incorporating known versus unknown
facts, e.g. in “computer player’s knowledge of the game state (where
other units are on the map)” (P3). Procedural Content Generation
(PCG) has found it’s place in the game industry, not least because
of games that are completely centered around it (e.g.Minecraft [18],
Spore [14] or No Man’s Sky [6], but also in regular games that are
not completely focused on PCG, mostly for “Worldbuilding” (P2) or
“[generating] in-game content, like making trees at design time” (P3).
Multi-agent interaction is stated to be a discipline that can improve
game quality in a thorough manner, which is why many companies
try to come up with good solutions, e.g. “NPCs can decide to perform
a complex attack together” (P4), “One AI charges a player, while the
team members give covering fire” (P6), albeit drawing on FSA for
these decisions. The reasons for the sparse and conservative use of
academic AI are shared among the industry:

“So far, our AI systems are mostly reactive and driven
by behavior trees [3] that receive signals from events
that happen in the world. The reason for this is that we
need to model explicit rules in their behaviors to make
the AI readable and “fun” for the player. Also, we need
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to do this using limited CPU bandwidth and in a
way that these systems are debuggable” (P6).

When asked about their personal position with respect to aca-
demic AI, they agreed that it bears a considerable potential and is
of interest (for both developers and players). They also attribute
capabilities for making the environment more believable, yet the
surveyed experts are weary that academic AI comes with a notable
implementation and configuration effort that typically result in
the industry focusing on heuristic workarounds. According to our
sample, the underlying mindset is best summarised in the terms
of the surveyed professionals, implicitly reflecting requirements of
the industry:

“What we call “AI” in games is vastly different than
what’s used in academia, or in business/ engineering/
apps/ ... Due to specific requirements like suspension
of disbelief, games need a tighter control of possible
outcomes and cannot afford the situation to be wildly
misinterpreted. [...] Using decision trees, goal oriented
action planning4, and similar is found in some games,
but we still largely rely on hand-tuned conditions con-
trolled by hard-coded ifs, state machines etc. If you care
more about “plausibility” than “intelligence”, experi-
ence shows that hand-tuned solutions go a long way
further than emergent ones. Also, consider the fact that
performance budget is severely limited especially if
there’s a large number of actors. E.g we once experi-
mented with a very elaborate goal-oriented action plan-
ning algorithm heuristic for gunfight tactics (choosing
cover, targets, ....) where things like e.g. flanking were
emergent results of the simple base logic resting on data
like cover positions, precision estimation, etc... The re-
sults were impressive, but way too expensive. [They]
could still produce unexpected results in some cases.
When you consider that most games in that genre do
away with prescripted actions for each possible scene,
saving an order of magnitude on performance - and
guaranteeing no unexpected behavior, you realize that
there’s still a long way to go for “real AI” in games.” (P1)

Apart from that, several participants highlighted the considerable
labor effort that comeswith implementation, adjustment and quality
assurance:

“In order to make AI a noticeable feature where towns
are full of interacting NPCs or where enemies are ex-
ecuting complex strategy, a company has to dedicate
probably a dozen or more programmers/designers for
over a year to set it all up, which is very expensive.
Also, the more complex the AI, the more bugs that are
created which reduces the polish of the game. We would
love to have awesome villager AI with life like daily
routines, but it’s just too cost prohibitive.” (P4)

P5 brings up that industry and academic AI pursue different goals
and that scientific advances do not necessarily lead to improved
player experiences:

4http://alumni.media.mit.edu/ jorkin/goap.html . Accessed 3.7.2020

“As game AI is focused on creating entertainment rather
than primarily solve problems (which academic AI typ-
ically does), and usually has much stricter constraints
on performance than academic AI, it is often faster
to custom-build solutions rather than use academic ap-
proaches. It also appears to be largely cheaper to produce
a solution that fits the game and is “correct enough” than
actually implement a method that produces a correct
result. I think for most game AI developers, the interest
in using academically developed AI goes as far as it can
improve specifics in AI behaviour reliably and within
budget (both development resources as well as CPU and
memory).” (P5)

Eventually, in order to actually ensure an improved player experi-
ence, developers conclude that this works best when AI techniques
constitute central game mechanics, so that players actually perceive
the added value:

“I think there are some opportunities to do more “ad-
vanced” AI in video games, but, it probably means that
these games needs to be build and designed “around”
these systems to make them really shine.” (P6)

5 DISCUSSION
Overall, the responses to the survey gave uniform insights on
which AI techniques are popular, suitable or even necessary for
modern games (e.g. pathfinding, FSA, PCG) and why other aca-
demic advancements are not trivial to adapt for the industry yet
(e.g. machine learning, multi-agent reasoning systems, natural lan-
guage processing). Summarized, the recorded statements can inform
the development of more applicable academic AI techniques, e.g.
through adding purpose-build middle-ware / services, by providing
design guidelines that expect plausibility/believability, compu-
tational performance and ease of implementation in order to
be applicable and recognized by the industry. These factors notably
relate to the foundations of usability in efficiency, effectiveness and
ease of use [29]. Ideally, these approaches should also be evaluated
for player experience to justify the considerable effort and esti-
mate the impact and implications on the game and its players. In
effect, scientific submissions that contribute or benchmark novel
AI techniques and aim to provide solutions that are applicable in
industry, or translational research that aims to investigate the ap-
plicability of existing AI techniques in real-world contexts should
evaluate and report their applicability with reference to these de-
sign requirements beyond the more common focus on successful
problem-solving.

6 LIMITATIONS AND FUTUREWORK
The most notable limitation of this work remains the small number
of interviewed experts, due to a considerably sparse response rate.
Following from this, the interviewed companies will likely not
cover all video game genres, and based on the publicly visible
profiles are constrained to represent (offline) first-person shooters
(FPS), role playing games (RPGs) and real-time as well as turn-
based strategy games. While it can be argued that most of the
mentioned issues and requirements can also be found in e.g. online
FPS, massively multiplayer online RPGs or multiplayer online battle
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arenas (MOBAs), we aim to extend this study to a larger group. An
additional bias might have been the recruitment method of the
participants, as developers only answered if they had the temporal
capacity, the company policy allowed the publication of inside
knowledge and they were able to follow and answer the English
language of the study. In the follow-up evaluation, we are looking
forward to working with a group of experts that is large enough to
amount to a meaningful sample that is more representative for the
industry and the diverse requirements of different genres, as well
as to include quantitative measures and supplementary sources
of information, such as public industry reports (e.g. Gamasutra5,
blog entries, or the Game AI Summit from the Game Developers
Conference6).

7 CONCLUSION
Academic (game) AI researchers agree that video games provide
expedient testbeds for algorithms, benchmarks and data aggrega-
tion, while video games could simultaneously benefit from the
considerable advancements academic (game) AI continues to estab-
lish. Nevertheless, the use of modern and advanced AI techniques
by video game companies remains limited, if the resulting games
are not explicitly centered around these techniques. Using qualita-
tive semi-structured interviews, this paper reveals the most crucial
reasons cited by industry professionals and subsequently extracts
requirements that novel AI approaches should meet in order to
be applicable for industrial use. Developers expect that AI does
not harm the plausibility/believability of NPCs (but ideally el-
evates it), the techniques have to be easy to implement, debug
and adjust, they should not increase the game’s computational
performance requirements significantly and the added value of
player experience should be proven. This work contributes to
game AI research and development in academia and industry in
pursuit of a closer integration of both areas.
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Abstract
The general promise of employing the motivational power
of games for serious purposes, such as performing phys-
iotherapy exercises, is well-established. However, game
user research discusses both the approach of gamification,
i.e. adding game-elements on to a task-focused application
and of serious games, i.e. injecting task-focused elements
into a more fully-fledged game. There is a surprising lack of
empirical work that contrasts both approaches. We present
both a casually gamified application and a serious game
with purpose-driven mechanics that provide different fron-
tends to the same underlying digital health application. This
application aims at supporting physiotherapy sessions for
chronic lower-back afflictions. Results from an explorative
pre-study contrasting both approaches indicate a clear
preference for the serious game version, capturing higher
perceived motivational components (autonomy and related-
ness), as well as higher immersion and flow relative to the
gamified version.
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Introduction
Harnessing the power of games to draw players in and
keep them spellbound [8] to motivate exercising for fitness
or therapy has developed from tinkering prototypes to com-
mercial developments and a frequently studied subfield.
While other aspects are also receiving attention, motivation
is arguably the defining outcome for most research efforts
and developments [9]. A central design decision that has to
be tackled in every individual approach to utilize this moti-
vational power is then whether to (a) consider a game pre-
dominantly and add exercises in, or to (b) consider the ex-
ercises predominantly and to add game elements on. This
decision also applies to other contexts (e.g. education) and
following the terminology by Deterding et al. [5], would re-
sult either in (a) a serious game, or (b) gamification. While
the differences in design approaches and expected out-
comes have been discussed in related work, there is a sur-
prising lack of empirical work based on contrasting literature
or different implementations.

Figure 1: The stand on one leg
exercise in both versions. CGA
(top) displays the users outline and
rewards the exercise execution
quality with points. In MMW
(bottom) this exercise shifts the
position of sun and moon to control
day and night time, building up the
alacrity resource.

In this paper we present the motion-based game for health
Move My World (MMW) that features rich resource-based
world-building strategy gameplay with therapy exercises
’added in’. In a pre-study MMW is compared to a more
casually gamified application (CGA) where players fol-
low movements presented by an instructor figure while
placed in an appealing virtual environment and receiving
ratings, badges, etc. Based on related literature and self-
determination theory (SDT) [8] we hypothesize that MMW
should lead to higher motivation (especially regarding au-
tonomy as an aspect of intrinsic motivation) and immersion
/ flow [3].

The outcomes provide first evidence that – while partici-
pants liked both applications – MMW did indeed result in
higher perceived freedom / autonomy and was clearly pre-

ferred in a free-to-choose final play session. We contribute
both to motion-based games for health, presenting a seri-
ous game with purpose-driven game mechanics, as well as
to more general game user research (GUR), furthering de-
bates on shallow vs. deep gamification and serious games.

Related Work
Taxonomies have been developed in the larger GUR space
to facilitate more nuanced discussion and growing a struc-
tured understanding of the different approaches. Deter-
ding et al. [5] define gamification as the use of game de-
sign elements in non-game contexts and provide a delim-
itation between gamification (using parts of games) and
(serious) games (full-fledged or whole games). The poten-
tial and benefits of serious games in general and motion-
based games for health in particular are beginning to be
more well-understood and researched [9]. However, it is
important to notice that the terms are frequently used inter-
changeably or with a different understanding and it is sur-
prising to see that although many applications with a focus
of motivating motion-based exercises are self-proclaimed
serious games, or games for health, and although the cate-
gorization is not always entirely clear, using the terminology
by Deterding et al. many fall under the label of gamifica-
tion (e.g. [1, 2, 6]). Our CGA can be seen as roughly repre-
sentative of such a common approach to gamified motion-
based health applications. While it can be argued that typ-
ical gamification elements (such as scores, badges, etc.)
are also parts of many full-fledged games and thus they are
not mutually exclusive from serious games, or could simply
be understood as different levels of gamification, we ar-
gue that there are important differences in the approaches,
as discussed by Deterding et al. and that it is important to
establish, whether these theoretical differences result in
measurable and predictable outcomes. Notably, there can
indeed be different levels or intensities with which gameful



elements are applied to non-gaming contexts (shallow or
deeper gameful design), including borderline cases such
as ’framification’ [7], and with which elements of serious
purpose are applied to games (serious game design) that
warrant further study but are not subject to comparative
study in this work. Since games necessarily need to be
understood as inseparable wholes [4] the specific choices
regarding these design aspects have to be treated as fixed
independent variables in the study design. Similarly, related
work also discusses delimitations between gameful (or lu-
dic) and playful (or paidic) approaches that are not primary
subjects of this research while standing in complex interac-
tion with the use of games in action [4].

Gamification and Serious Game Design
As indicated above, many current exergame applications
are either focused on the proper execution of exercises in a
rather casually gamified setting, or on the other extreme
designed entirely as games for entertainment (e.g. Wii
Fit/Sports, Dance Dance Revolution, Kinect Sports, EyeToy
Games, etc.), lacking the incorporation of actual therapeu-
tic exercises. To enable the comparative study we employ
a gamification and a serious games version of an applica-
tion for the support of physiotherapy and the application
use-case of chronic lower back afflictions. Both applications
implement the same configurable as well as exchangeable
set of exercises (cf. Figure 1) that represents a subset of
a lower back treatment plan developed in cooperation with
physiotherapists in the context of the project Adaptify.

Exercise Game Impact

rotation Raises the height
of a helicopter to
get an overview
of the island.

boxing Commands the
villagers to gather
resources by
chopping wood.

bend to
toes

Trigger rain (water
fields).

stand on
one leg

Raises/sets the
sun/moon.

circle
hips

Brings up wind
(run windmills).

side
step

Operates crane
(erect buildings).

walking
in place

Raise the speed
of all villagers.

Table 1: In-game effects triggered
when executing the respective
exercises in MMW.

Figure 2: Final screen of CGA.
The user gets feedback about
every individual exercise
performance, as well as the total
score, represented by stars.

CGA represents a predominantly exercise focused gami-
fication approach. Exercises are presented in a linear or-
der, preceded by a tutorial video. Users have to perform
the correct gestures in a given time window in order to pro-
ceed, following the guidance of an instructor character that
is presented next to the their real-time body outline. De-

pending on the quality of the execution (i.e., the proximity
to the ideal set of movements that constitute the exercise),
detected repetitions are displayed in a color-coded fashion,
from red (worst performance) to green (best performance).
Continuous good executions can increase a multiplier that
is used to calculate a total score. Starting with a hidden
background, increasing the score unlocks parts of a pleas-
ant virtual scenery. An end-screen rewards users with a
number of stars, depending on the performance (cf. Fig. 2).

MMW resembles an economy simulation god-game where
the user has to take care of the population of a procedu-
rally generated island. Per session, one main mission has
to be completed, which is achieved through subtasks, such
as “Provide food for your villagers” by constructing a set
of houses, fields and windmills and make them work. In
an embedded, interactive tutorial the mayor of the town
presents the exercises required in this session and how
they influence the world when executed (cf. Figure 1). The
user, however, is free to choose the order in which the sub-
tasks are completed. He can, for example, choose to con-
struct all required buildings first and then perform different
exercises subsequently or he can postpone the residual
execution of an exercise to a later point of time to focus on
other subtasks. The sum of these subtasks corresponds to
the underlying set of exercises and is dynamically adapted
to changing difficulties/repetitions/holding periods. For ex-
ample, if the generated mission requires four buildings to
be constructed and each building needs wood to be built,
then the wood collection time for a single building is calcu-
lated by dividing the total time that was defined as required
for standing punches by the number of buildings in the mis-
sion. In that way, the user can e.g. choose to finish stand-
ing punches halfway, then spend time on other exercises,
and finally return to the residual wood for the remaining two
buildings. This approach enables freedom of choice while



still ensuring that the minimal amount of time/repetitions for
all exercises is satisfied.

Instead of a score system, MMW uses a resource man-
agement approach (see Figure 2). The required resources
are automatically adjusted to reflect a given set and repeti-
tions / durations of exercises, but players can freely deter-
mine the order. The resources are displayed at all times,
as well as the progress of each individual exercise, the re-
maining subtasks and the main goal. If the latter is com-
pleted, all villagers come together in the village center to
celebrate and thank the player. Afterwards, a final screen is
presented, showing the success of the current session and
further unexplored content that can be unlocked (see Figure
3). This deep integration between game elements and the
serious purpose can be described as purpose-driven (or
purposeful) mechanics and aims at producing a predomi-
nantly gameplay-driven experience.

Resource Usage/Source

wood
(accu-
mulates)

Needed to con-
struct buildings.
Gained by chop-
ping wood.

alacrity
(acc.)

Needed to en-
able villagers to
work. Gained
by sleep (trigger
night-time).

wind
(tempo-
rary)

Effect to actuate
mills/turbines.
Produced via
circle hips.

water
(temp.)

Effect to grow
fields. Produced
via circle hips.

grain/power
(acc.)

Needed to com-
plete the respec-
tive main mission.

Table 2: Resources which
accumulate in reservoirs and
effects that are triggered
temporarily in MMW.

Both CGA and MMW feature a complete sound design and
were tested and developed to comparable standards, em-
ploying iterative testing for quality assurance, as well as the
same underlying technology stack for player tracking, exer-
cise detection, and audiovisual rendering.

Comparative Exploratory Pre-Study
To compare both approaches in terms of motivational ef-
fects and flow, a within-subjects study was conducted in
a laboratory setting. The experiment manipulated one in-
dependent variable with two conditions: gamified applica-
tion (CGA) and serious game (MMW). Data was gathered
through questionnaires and a post-study semi-structured in-
terview with an emphasis on qualitative methods to facilitate
capturing unforeseen aspects.

Figure 3: Final screen of MMW.
Users are incentivized to stick with
an exercise plan consistently
through unlocks for new buildings,
missions, and the possibility of
developing an individual island.

Measures
An initial questionnaire asked for demographics and experi-
ence in video games and sports. A post-trial questionnaire
after each game aimed to capture appreciation, motiva-
tion through items based on SDT [8] (asking for perceived
competence [perceived performance], autonomy [freedom],
relatedness [relatable characters]), as well as flow and im-
mersion [3], all indicated through 7-point-Likert scale state-
ment agreement. In the end, a semi-structured interview
invited free responses along the same categories, asking
participants to contrast both gameplay sessions. Observa-
tional notes about problems, remarks and execution flaws
were taken throughout the sessions, indicating no notable
technical problems or difficulties executing exercises.

Setup and Procedure
Following informed-consent and the pre-study question-
naire participants interacted with both CGA and MMW
in permuted order. In both cases subjects were asked to
stand in front of a screen on a marked spot. After complet-
ing each regimen that was scheduled to last about 10 min-
utes and featured the same exercises, they were asked to
respond to the post-trial questionnaire. Following the com-
parative interview after the second trial, where participants
were free to add any ideas and thoughts, they were told that
a final play session was required. This time they were able
to choose whether they wanted to play CGA or MMW.

Participants
The study included 7 convenient subjects (4f, 3m), 20 to
62 years of age (M=39.14, SD=16.96). They indicated
(M=7.60, SD=7.77) hours of playing video games in a
typical week on average. Prior experience with games,
sports and physiotherapy is displayed in Table 3.



Results
We report means and standard deviation but omit inferen-
tial statistics (low sample size) to avoid misinterpretation,
although some results did indicate statistical significance
in t-tests. Participants indicated that they liked both games
overall (CGA: M=6.57, SD=.53; MMW : M=6.86, SD=.38)
indicating that both were well-produced and received. Sim-
ilar positive (M >= 6) ratings were also observed for per-
ceived competence, physical wellbeing during exercise ex-
ecution, and motivation. In CGA (M=4.14, SD=2.04) par-
ticipants were less “able to relate to the virtual characters”
than in MMW (M=6.14, SD=.38). Perceived “freedom do
as I please” was notably lower in CGA (M=3.57, SD=2.37)
than in MMW (M=6.43, SD=.79). Together these results
indicate that SDT motivation differed based on aspects of
relatedness and autonomy, but not competence.

Figure 4: The hardware setup was
consistent between both versions.
Users faced a 240x135cm screen
driven by an ultra-short distance
projector. A Microsoft Kinect V2
tracked the users.

Figure 5: A villager chopping wood
in MMW. This behavior is triggered
when the user performs the
associated exercise boxing.

Regarding how “appropriate the challenge through the
game” was CGA (M=4.43, SD=2.15) received lower
scores than MMW (M=5.86, SD=.69). MMW was also
rated to feel more immersive (M=6.00, SD=.82) than
CGA (M=4.43, SD=2.23). Accordingly, since balance be-
tween challenge and skill, as well as feeling immersed, are
important facilitators of flow experiences, the overall experi-
ence of having “a feeling of being in the game flow” showed
a lower mean for CGA (M=3.71, SD=1.80) than for MMW
(M=5.86, SD=1.07).

Interview
Using their own wording, five participants stated they liked
MMW more because of the “deeper game mechanics”, the
“time spent was perceived shorter”, the “nice setting”, and
the “aspect of free choice”. Only one participant preferred
CGA because of the “clear and linear task representation”.
6/7 reported a higher level of competence in their exercise
execution in CGA, because of the constant feedback in form

of their silhouette. A sense of making decisions, playing at
will, mentally appropriate challenge, immersion and flow ap-
peared predominantly, or even solely, in MMW. All subjects
stated that both prototypes certainly motivate them to per-
form physical exercises (in comparison to traditional phys-
ical therapy without digital assistance), but they strongly
preferred MMW (5/7) in terms of expected long-term moti-
vation (2/7 indicated no preference), because of the “varia-
tion”, “unlockable game elements” and the “individual con-
tinuation of the game”. Following the interview, subjects
were asked to pick one of the versions to play a third ses-
sion. 6/7 picked MMW, indicating they did so mostly “out
the curiosity for new buildings” and the “opportunity to ad-
vance their individual villages”.

Discussion and Future Work
The interview responses clearly express an overall pref-
erence towards MMW, underlining indications from the
questionnaires. Both perceived motivation based in SDT
and flow / immersion appear increased compared to CGA.
Since the setup and exercise selection was not varied this
indicates a positive impact of a serious game approach with
purpose-driven mechanics and exercises ’added in’, com-
pared to an exercise sequence presented by an instruc-
tor figure with game elements ’added on’. The higher per-
ceived freedom and flow in MMW are likely driven by the
more free nature of this game version. Players felt like they
could choose which tasks they wanted to address and thus,
which exercises they would perform. CGA provided a clear
order of exercises, leading to a lower sense of freedom.
Similarly, the fact that players did not have to perform a sin-
gle exercise for a prolonged time in MMW can arguably not
only contribute to higher perceived autonomy, but also sup-
port self-regulated balancing between the level of challenge
and one’s own situated skill. When feeling tired or bored,
participants could simply choose a different task to pursue.



The results warrant a follow-up study with larger partici-
pant numbers, an extended duration, employing the full
psychometric questionnaires. Including a more radically
open-ended / player-driven variant of MMW might also be
promising, as it could extend the scope of the work to en-
compass more playful approaches. Furthermore, the situ-
ated use and the potential influence of player type will be
considered in future work.

Gaming experience

Non-gamer 1
Casual gamer 6
Advanced gamer 0

Exergame experience

No prior experience 5
Prior experience 2

Sport habits

0h sports per week 3
0-2h sports per week 1
2-4h sports per week 2
>4h sports per week 1

Membership in a
sports group

Currently not 6
Currently engaged in a
sports group

1

Never been 3
Have been in the past 4

Experience with fol-
lowing an instructor

No experience 4
Prior experience 3

Experience with
physiotherapy

Never received physio-
therapy

3

Received physiotherapy
before

4

Table 3: Participants’ prior gaming
and sports experience

Conclusion
We compared a serious game and a gamification approach
for the same underlying purpose of supporting physiother-
apy exercises. Regarding motivation, immersion, and flow
in a study contrasting the two representative prototypes.
The gameplay-focused resource managing strategy game
was clearly preferred over the alternative with common
gamification elements (e.g. points, badges, etc.). Given
the specific implementations this may be mainly attributable
to the influence of meaningful elements such as making
perceived own decisions constantly, relating to the game
characters, an increased feeling of flow, and the individual
and continuous development of the game world across ses-
sions.
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Figure 1: Useful, insufficient and
disruptive behavior proportions.
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Abstract
Outsourcing effortful problems as microtasks has been
successfully implemented by various human computation
serious games or GWAP. Still, most of the academic ap-
proaches validate their results by conducting laboratory
studies. While these have the potential to assess proposed
techniques thoroughly with respect to quantitative and
qualitative measures, they are prone to the often under-
estimated experimenter bias. In a large-scale field study
(n = 713), we collect practically relevant empirical data
about the quality of player behavior in a human computa-
tion serious game and classify the results as useful, insuf-
ficient or deliberately disruptive executions. Due to the
drastic proportion of disruptive behavior (20.2%), we par-
ticularize explanations for this kind of behavior and discuss
counteracting measurements.
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Behavior

CCS Concepts
•Human-centered computing → User studies;



Introduction
Human computation bears great capabilities in distributing
time-consuming and/or effortful tasks or calculations among
a potentially vast audience. In this context, the deployment
of games with a purpose (GWAP), serious games or gam-
ification has proven to be able to wrap up the original task
with game elements in order to harness the emerging mo-
tivation and to overshadow the actual effort. Nevertheless,
the core tasks often remain laborious and the actual inten-
tion of most players is to maximize own enjoyment. Many
studies give evidence about the usefulness of human com-
putation serious games in laboratory studies, yet often lack
scalability to real-world relevant magnitudes. In a broad
study (n = 713) we let participants play a GWAP in the do-
main of everyday household activities and categorized the
sessions into useful, insufficient and disruptive perfor-
mances (cf. Figure 1). Compared to a laboratory pre-study,
we found significantly higher amounts of disruptive per-
formances and argue why this particular behavior is hard
to inhibit. Concluding, we contribute to the research field
of games user research, GWAP and human computation
by stressing the influence of the experimenter bias on the
validity and expressiveness of laboratory studies in this do-
main. Readers of this paper will receive an estimate about
how seriously players actually take GWAP and guidelines
about important factors in designing and studying human
computation.

Figure 2: Screenshot of the
human computation game
Learning with EASEY, shortly
before the execution of the table
setting task.

Context
The most popular approach to human computation is un-
doubtedly reCAPTCHA [16], which nowadays simultane-
ously learns computer vision samples while serving protec-
tion from malicious automated web requests. Yet, since the
beginning of its widespread deployment, users constantly
came up with ways to bypass it (e.g. using image recogni-
tion for reCAPTCHA’s Image Challenge, OCR for the Text

Challenge or most successfully exploiting Google’s own
speech recognition API to solve the Audio Challenge). As-
sessing one of the most prominent GWAP for human com-
putation, Peekaboom [15], Von Ahn et al. state that they do
not suffer from malicious players or bots, since they are not
disguising the underlying human computation microtasks
as game elements but presenting the raw problem of vi-
sual object classification to the players, which is not solved
by autonomous algorithms yet. However, when observ-
ing GWAP with deeper game mechanics, the opportunities
for disruptive behavior increase. Curtis [2] examined the
motivation of players of Foldit, an online GWAP for solving
highly complex protein foldings. No disruptive behavior was
mentioned in the mixed-methods evaluation, which might
stem from the fact that Foldit bears a high threshold of par-
ticipation through difficult tutorial levels that can take up to
weeks to solve. Above that, 59% of the players stated that
Foldit is the sole video game they play and the majority
revealed that their intrinsic motivation is to make a contribu-
tion in science, not game playing. Siu and Riedl [12] gave
evidence that the lack of intrinsic motivation can alter the
quality of human computation games significantly, based
on a high percentage of boredom (80%) in their cooking-
based GWAP Cafe Flour Sack. They try to counteract this
by introducing different reward mechanisms. In OnToGalaxy
[4], players populate an ontology via a 2D space shooter
in which correctly rescued ships are mapped to ontologi-
cal subsumption concepts. The authors report trust issues,
which is why they introduced a trust function invisible for
players that consequently weights their score according to
useful or undesirable behavior. This trust assessment was
limited to two-player scenarios. For annotating image meta-
data in their game PexAce [11], Simko et al. also report on
disruptive behavior in the form of a user that wrote an appli-
cation that essentially rushed through their proposed game
and finished it without any meaningful input in the solution.



Altogether, the existence and danger of disruptive behavior
is recognized and party tackled. With the help of the every-
day activity household GWAP Learning with EASEY, we
assess the severity of this problem empirically and discuss
countermeasures and explanations.

Figure 3: Sample solutions for the
task table setting. The formal goal
required players to move cutlery
and dishes for 4 persons from the
start position to a suitable
configuration. Constraints were
given in which each piece had to
be moved at least once and all of
them have to stay on the table. In
effect, useful (top), insufficient
(center) and disruptive (bottom)
solutions were given.

Overall, a common way of motivating GWAP players is to
induce extrinsic motivation by rewarding them with points,
levels, badges, leaderboards or avatar decorations [11, 2,
4, 15]. Yet, intrinsic motivation has been established as the
core factor of engagement and enjoyment [10, 8], which ac-
tually can be inhibited by overmuch usage of extrinsic mo-
tivators [3, 7]. The underlying causes of intrinsic motivation
are nevertheless highly subjective and can be hard to ac-
complish on a large scale. Thus, in every reasonably sized
player base, disrupting behavior can be found as one of
the major actuators of intrinsic motivation. This observation
is backed by every major theory of player types that aim
to explain subjective differences of motivation in players.
Bartle’s expanded categories of player types [1] includes
the Griefer, who is most importantly engaged by spoiling
progress of other players, Tondello et al. specifically men-
tion the Disruptor in their Hexad scale [13] and Tseng [14]
ascribes this kind of behavior to aggressive gamers.

Glitches, bug abuse and potential for undesirable behavior
can reach severe magnitudes in the complex emergent sys-
tems of video games [5], where GWAP are not exceptional
and not necessarily spared from disruptive players. Yet,
many studies regarding GWAP do not ascertain or highlight
the fact that disruptive behavior can confound the aggre-
gated solutions significantly and that this effect can enfold
large proportions of the player base. We argue that this ne-
glection might stem from the substantively higher amount of
laboratory studies in games user research and a significant
impact of Rosenthal’s experimenter bias [9] that exhibits the

drastic alteration of participant behavior towards the experi-
menters hypothesis under laboratory settings.

Evaluation
In order to get an empirical estimate about the proportion
of undesirable behavior in human computation games, we
conducted a large-scale study in the domain of GWAP for
everyday household activities. To prevent the aforemen-
tioned experimenter bias, we had to conceal the appear-
ance of a scientific study and installed it into an open ex-
hibition about robotics and artificial intelligence that took
place in a publicly available exposition building. Over the
course of 4 months, (n = 713) participants took part in the
evaluation. To contrast these findings to an experimenter
biased group, we recruited (n = 21) participants to execute
everyday household human computation in a laboratory
setting.

Procedure
Players of the game were introduced to the stylized robot
character EASEY (cf. Figure 2) that asks for help in the do-
main of everyday household activities. They could choose
from four different tasks including table setting (cf. Figure
3), tidying up (cf. Figure 4), cooking and pouring water. All
of the given scenarios follow classical everyday household
problems that address robotic manipulation parameter tun-
ing, context adaptation, spatial optimization and personal-
ization to individual preferences. Controls and task descrip-
tions were visible at all times. Players could restart the level
at any given time and only the actual final state that they
confirmed was saved as the result.

Material
Subjects played on a 22" screen using an XBox One con-
troller. After the respective level, the execution performance
was assessed and a screenshot of the final result was



saved. Sessions that did not reach the goal state of the par-
ticular task or that were aborted prematurely were assigned
to the insufficient category. In the case of completed goal
states, a manual differentiation between useful and disrup-
tive performances was selected by the experimenter due
to the premise of the GWAP that no feasible autonomous
way of telling these apart exists. For the purpose of mini-
mizing the experimenter bias, we refrained from recording
additional demographic information or quantitative ques-
tionnaires, since their appearance could have influenced
bystanders even after the session of a single participant.

Figure 4: Sample solutions for the
task tidying up. The formal goal
required players to tidy up the
cluttered room and differentiate
trash from decorations. Useful
(top) solutions managed to present
a desirable execution, insufficient
(center) were most likely not
motivated enough and disruptive
(bottom) solutions purposely
arranged the room in undesirable
configurations.

Results
Completion times for each level ranged between approx-
imately 1 to 5 minutes. 26.2% of the sessions were com-
pleted in a useful manner for human computation, 53.6%
resulted in insufficient outcomes and 20.2% of them were
classified as showing disruptive behavior. In the labora-
tory control group, no disruptive behavior was shown at all.
Participants retried each level until the formal goal require-
ments were met.

Discussion
Useful performances stem from players acting according
to the intention of the underlying approach. They are in-
strumental for the success of human computation, but rely
on the conscientiousness of the players to not fall into the
remaining categories.

Insufficient completions are sessions that did not reach the
required goal state or failed to fulfill other task constraints.
Depending on the context and implementation of the seri-
ous game or application, they are rather easily recognizable
and measures against this behavior are reasonably achiev-
able. We argue that this incompleteness mainly stems from
a lack of motivation to engage in the task and can be ad-

dressed by polishing game mechanics, content and qual-
ity. Following that, games resulting in a large proportion of
insufficient results tend to be rather immature, not fully
fledged and/or lack to make their players spellbound.

Disruptive behavior stems from the intrinsic motivation to
go beyond the game’s boundaries, explore weaknesses
and flaws within the mechanics and/or to be successful in
unconventional ways for this very reason. In conventional
video games, this leads mostly to the exploitation of glitches
or bugs and can harm the games’ internal balancing, espe-
cially in the context of multiplayer games. In human com-
putation games however, the results of this behavior can
confound the validity of the whole application, distort the
aggregated data and ultimately lead to an undesirable and
potentially dangerous real-world interpretation. Compared
to insufficient performances, they are also much harder
to spot, since fraudulent behavior can nevertheless lead to
a technically correct goal state, and even harder to inhibit,
since these players intentionally want to screw the game up.
The observation that disruptive behavior is not unusual,
but rather common (20.2%) even in a large sample em-
phasizes the underlying harm. In order to counteract this,
human computation games have to be vastly heuristically
constrained to render commonly undesirable behavior in-
valid. Yet, this procedure confines the potential of human
computation overall, since it might also restrict solutions
that are novel but valid. Above that, if the complete proce-
dure of solving a task correctly would exist in the first place,
there would be little to no input left that could be aggregated
through human computation.

In conclusion, we derive the following guidelines from our
experiment: Useful behavior is highly desired in human
computation and should be facilitated in a primarily intrin-
sically motivating fashion. To keep the proportion of this



at a high level, insufficient behavior can be reduced by
polishing the motivational aspects of the game in terms of
quality and mechanics. However, disruptive behavior has
to be approached differently. GWAP for human computa-
tion should optimize for a sweet spot between constrained
heuristics and action freedom in order to keep the validity
as well as the expressiveness at a high level. Moreover,
cross-validation between different players are advisable, to
assess the actual quality of the solution from another per-
spective. This procedure might also suffer from disruptive
ratings but bears the capability to reduce the number of
undesirable solutions in this two-step process. Additional
approaches are discussed in the Future Work section.

Future Work
In order to get a valid estimate of the categories’ propor-
tions, we optimized the study design for the amount of par-
ticipants and the strict avoidance of the experimenter bias.
Nevertheless, we were not able to link these findings to par-
ticular players. Therefore, we seek to conduct a follow-up
field study that however includes post-assessments about
the player’s type, his intrinsic motivation and qualitatively
reflective statements about the own behavior. Within this
study, we pay attention to evaluate groups of similar sizes,
which was infeasible in the current setup. We are aiming at
finding the actual correlation between personality and the
quality of human computation solutions. Additionally, we
are looking forward to find parameters and techniques for
the autonomous classification of undesirable behavior using
machine learning player model approaches [6]. Together
with peer-reviewed cross-validations, these could establish
a standardized validity measure that would augment the
field of human computation.

Conclusion
The goal of this approach is to demonstrate the drastic in-
fluence of the experimenter bias on laboratory studies as-
sessing human computation. This bias might render the
utility of human computation approaches as valid or viable
under the guise of laboratory study settings. However, real-
world factors such as anonymity, actual intrinsic motivation,
different player types and the absence of observation might
lead to disruptive behavior that can distort the validity of
human computation results significantly. We strengthen
these hypotheses with the result of a large-scale field evalu-
ation that resulted in a significant portion of disruptive be-
havior, while the laboratory control group was spared from
it.
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Abstract
Intrinsic motivation is a key factor in facilitating enjoyment
and engagement in video games. In recent years, various
approaches have been introduced by the industry to raise
motivation of players. One of the most prominent methods
in modern games comes in the form of Achievements which
are defined as optional meta-objectives that players can
obtain by fulfilling tasks in the game. However, Achieve-
ments are designed uniformly regardless of the player’s
personality, play style or general preferences. Therefore, in-
dividual differences between players are ignored which can
diminish the motivational impact of Achievements. To tackle
this problem, this paper proposes the design of adaptive
Achievements based on specific archetypes extracted from
the BrainHex player typology. For the validation of this ap-
proach, we developed a simple Action-RPG which included
adaptive Achievements. In a comparative study (n=28) we
found that adaptation of Achievements leads to an increase
of motivational aspects such as perceived effort/importance
and sense of reward & individualization.
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Introduction
In modern video games, Achievements or Trophies serve
as symbols of accomplishment which can be unlocked by
displaying a specific set of skills of the player and are de-
fined by the game itself, the player/community or the game
platform [1]. Introduced in 2005 by Microsoft for their XBox
360 system, Achievements have established themselves as
small rewards aimed to raise player motivation and engage-
ment as well as a way of socializing with other players [12].
However, in terms of motivation, Achievements can provide
extrinsic rewards for players [10] which in turn may lead to
a decrease of intrinsic motivation [7, 20]. Since intrinsic mo-
tivation is strongly related to engagement and enjoyment in
any activity [25] including playing video games [22], extrinsi-
cally rewarding Achievements have the potential to act as a
hindrance to a compelling player experience. To tackle this
problem and enable Achievements to raise intrinsic motiva-
tion, we propose an approach to design them in an adaptive
way. More precisely, this paper presents a game prototype
which adapts Achievements according to specific player
types. The idea of adapting game content to player types is
based on previous research showing that this solution has
the potential to create an adequate level of challenge and
an overall improved player experience [5]. By displaying a
way to implement adaptive Achievements based on player
types to raise intrinsic motivation successfully, this paper
contributes to the research domains of adaptive game de-
sign and player typologies.

Player Types and Adaptive Game Design
Categorizing players into types and play styles has been a
research topic in the HCI community for years as it helps
game designers to understand their target audiences and
tailor content to individual players [28]. For this reason,
many different models have been developed and evalu-
ated over the years, based on geographic, demographic,

psychographic or behavioral characteristics of players [11,
8].
The earliest approach to define a coherent player typol-
ogy is known as the Bartle Taxononmy of Player Types [2].
This model categorizes players based on two axes (Act-
ing - Interacting & World - Players) resulting in four types -
Achievers, Explorers, Socialisers, Killers. In a refined ver-
sion, another axis (Implicit - Explicit) was added and thus,
eight sub-types emerged - Planners, Opportunists, Scien-
tists, Hackers, Networkers, Friends, Politicians and Griefers
[3].
Based on this fundamental approach and additional long-
term data collection, Yee developed an advanced player
typology [29]. Instead of categorizing players into distinct
types, this model consists of motivational components that
reflect player behavior and preferences. Overall, three over-
arching groups containing ten sub-elements were defined -
Achievement (Advancement, Mechanics, Competition), So-
cial (Socializing, Relationship, Teamwork ) and Immersion
(Discovery, Role-Playing, Customization, Escapism).
By clustering players into groups based on intensity, socia-
bility and the actual games played, the InSoGa model de-
fines three Gamer Mentalities - Social Mentalities (Gaming
with Kids, Gaming with Mates, Gaming for Company ), Ca-
sual Mentalities (Killing Time, Filling Gaps, Relaxing) and
Committed Mentalities (Having Fun, Entertaining, Immers-
ing) [13].
The BrainHex model was developed with the intention to
combine previous research regarding player types and neu-
robiological insights in terms of player satisfaction [17]. In
total, BrainHex describes seven archetypes - Seeker (cu-
rious to explore the game world), Survivor (enjoys game
experiences associated with terror or fear), Daredevil (likes
to take risks, seeking thrill), Mastermind (solving puzzles,
identifying efficient decisions & strategies), Conqueror
(overcoming challenging opponents including other play-



ers), Socialiser (talking, helping and spending time with
people they trust) and Achiever (is focused on finishing ob-
jectives). In contrast to most other typologies, BrainHex
doesn’t assign a single exclusive type but categorizes play-
ers as combinations of these archetypes. More precisely,
after undergoing a BrainHex test, the model assigns a pri-
mary and a secondary class.
In the domain of gamified learning environments, BrainHex
was utilized to design and implement game elements ac-
cording to player types, leading to a significantly higher level
of engagement [16]. Moreover, adaptation based on Brain-
Hex archetypes was applied in the context of persuasive
health games in order to improve eating behavior [19, 18].
To this day, the empirical validation of BrainHex is still lack-
ing [28]. However, this model shows great potential regard-
ing the increase of motivation based on player type specific
adaptation [4]. Therefore, it will serve as a foundation for
the design of adaptive Achievements in this paper.

Game Description
For the Achievements to be included, we developed a sim-
ple Action-RPG with 2D graphics and a top-down perspec-
tive called Forkknight. Playing the game, players take con-
trol of a generic character equipped with a fork-like weapon
trying to overcome various challenges included in the levels
(see Figure 1).

Figure 1: Player character carrying
standard equipment at the start of
the game.

Figure 2: Progressing the level
requires players to overcome
obstacles such as lever-driven
gates.

Figure 3: Hidden passageways
can be found by moving across the
level edges.

Mechanics
The main objective of the game is to fight groups of rather
weak enemies that appear in the form of hostile tomato-
creatures and reach the end of the game where a boss has
to be defeated. At the top of the screen, the game displays
a health bar which is reduced by stepping on traps spread
throughout the level or being hit by an enemy.
Health can be refilled by picking up specific items. If how-
ever, the player’s health drops to zero, the level is restarted.

Progressing levels is not only achieved by killing off ene-
mies but also by solving simple puzzles like finding switches
that need to be activated to open a gate (see Figure 2).
While traversing the game, players can find items to up-
grade their abilities and properties. These power-ups are
hidden behind illusory walls (see Figure 3) and can in-
crease the character’s speed, enhance the health bar or
enlarge the weapon which helps to keep enemies at a dis-
tance (see Figure 4).
The character is controlled via mouse and keyboard inputs.
Using arrow keys or WASD alternatively, players can move
in four directions. By moving the mouse in all directions,
the fork-weapon results in a circular movement around the
character.
In total, 14 levels have to be completed to finish the game.
Each mechanic is introduced slowly in tutorial levels giving
players the chance to get accustomed to each game ele-
ment.

Adaptive Achievement Design
As BrainHex subdivides its archetypes into a primary class
and a secondary class, the game displays Achievements
for both categories. Overall, three Achievements are avail-
able for one playthrough, two of them represent the primary
class, whereas the last one is based on the secondary
class. Throughout the entire play session, they are dis-
played in the upper right corner of the screen (see Figure
5). Multiple Achievements have been developed for each
type for the game to pick. For each type, one example will
be presented in this section.
Seekers are asked to find a way to set the fork on fire by
locating a bonfire (see Figure 6). The respective fire can
be found behind an illusory wall and requires players to ex-
plore each level thoroughly. Survivors have to complete a
specific challenge run in a level where spikes are moving
towards the player who has to evade a number of traps to



survive (see Figure 7). This section is a part of the game
regardless of player types. However, for Survivors to unlock
the Achievement, they have to finish a second, more dan-
gerous iteration of this challenge. Daredevils have to com-
plete ten levels in under 45 seconds which requires them to
take many risks and should provide a thrilling experience.
For the Mastermind to be rewarded with the Achievement
and upgrades, a number of word-based puzzles have to be
completed. To solve a single puzzle, three letters have to be
entered in the correct order. Hints regarding which letters
are to be pressed on the keyboard at which time are dis-
tributed at the level edges (see Figure 8). The mechanics
of these puzzles are not directly explained but have to be
figured out by the player hence providing a challenge for the
Mastermind.
Since Conquerors enjoy the process of overcoming diffi-
cult enemies, one of their Achievements involves killing the
final boss using an alternative method instead of simply at-
tacking with the fork. In order to fulfill the Achievement suc-
cessfully, they need to identify various traps that are placed
around its arena as a way of damaging the boss (see Fig-
ure 9). As Achievers are motivated to complete tasks sim-
ply for the sake of completing them, their Achievements
entail hitting certain objects a couple of times or destroying
scene props such as vases scattered all over the game. For
the research presented in this paper, we solely focused on
singleplayer experiences. Therefore, no adaptations for the
Socialiser class were implemented in the prototype. For the
study depicted in the next section, data obtained from pri-
mary class Socialisers was planned to be assigned to the
control group. However, this reassignment wasn’t neces-
sary in the actual experiment.

Figure 4: Power-ups to enhance
health, speed or weapon size.

Figure 5: Example showing how
Achievements were displayed.

Figure 6: By finding a bonfire,
players can light the weapon.

Evaluation
To examine the impact of player type-specific Achievements
on players’ intrinsic motivation, a between-subjects lab-

oratory study was conducted. In the experimental group,
subjects were exposed to adaptive Achievements whereas
control group members were given random Achievements
that didn’t match their type.

Material
To play the game and answer the set of questionnaires, a
standard gaming laptop with built-in keyboard and an exter-
nal mouse were provided in both groups.
Items for the subsequent questionnaire were extracted from
the Intrinsic Motivation Inventory (IMI) as it has been de-
ployed successfully in previous studies related to intrinsic
motivation [23, 27, 21, 15, 24, 26, 6]. Participants could re-
spond to these questions with a 5-point Likert scale [14].
Additionally, another questionnaire was constructed asking
for qualitative feedback and ways to improve the experi-
ence.

Participants
Subjects for the study were recruited with the help of so-
cial media posts and printed hangouts that were distributed
around the university’s campus. Therefore, most partic-
ipants were undergraduate students aged between 20
and 30 years. Of all recruited subjects, three people were
asked to conduct a small pilot-test to identify potential flaws
in the study design or game-related bugs. The other 29
subjects conducted the actual experiment. No additional
demographic data was recorded. Data gathered from one
participant had to be excluded from the analysis due to a
game-breaking error in the software. Therefore, results re-
ported in this paper are based on the measurements from
the remaining subjects (n=28), 15 in the control group and
13 in the experimental condition.

Procedure
Upon giving informed consent by signing an according
document, participants were asked to conduct a person-



ality test based on the BrainHex questionnaire which can
be found online 1. Following this procedure, the examiner
transferred the resulting values from the test to the game
prototype. It is important to note that this process was con-
ducted identically for both groups and without notifying
participants which type was calculated for them from the
test. This prevented people from guessing which group
they might belong to and from priming them in terms of
their player type which otherwise might have had an im-
pact on their in-game behavior. Before subjects were ex-
posed to the game itself, the examiner briefly introduced
them to the game mechanics and gave the opportunity to
ask any remaining questions. It was made clear that the ob-
jective of playing was to get to the end of the game while
the Achievements were to be treated as optional sub-goals
and not as mandatory end-states.
As the game was started, Achievements were automatically
assigned to the player dependent on their group. For the
experimental group, fitting Achievements were displayed
whereas for the control group, unfitting ones were chosen
randomly. Altogether, three Achievements were shown in
the upper right corner of the screen, two of them represent-
ing the primary class and one taken from the secondary
class. Each Achievement was designed as a plain descrip-
tive text carrying a simple progress indication. Participants
played the game for a maximum time span of 30 minutes.
In case they beat the final boss prior to this limit, they were
given the choice to play again (e.g. to complete any remain-
ing Achievements) or to finish the test-phase. Ultimately,
all subjects were asked to fill out a final questionnaire con-
taining items from the IMI and additional questions aimed at
qualitative feedback.

Figure 7: Spike-challenge
requiring players to move
downwards while evading traps.

Figure 8: Hint for word puzzles
that are spread around the level.

Figure 9: Final boss of the game
that can be defeated by attacks or
traps.

1http://survey.ihobo.com/BrainHex/

Results
For each category of the IMI questionnaire, a Student’s t-
test for independent samples was calculated to analyze
differences between the control group and the experimental
condition. Regarding interest-enjoyment, no significant dif-
ferences between the control group (M=3.61, SD=0.45)
and the experimental group (M=3.52, SD=0.52) could
be identified, t(26)=1.01, p=0.32. For perceived com-
petence, no significant differences between the control
group (M=3.28, SD=0.95) and the experimental group
(M=3.42, SD=0.84) were found, t(26)=0.95, p=0.35.
In terms of tension-pressure, the control group (M=3.03,
SD=0.86) and the experimental group (M=2.75, SD=0.63)
showed no significant differences either, t(26)=1.39, p=0.18.
However, concerning effort-importance, the experimen-
tal group (M=3.87, SD=0.51) was rated higher than the
control group (M=3.37, SD=0.88), showing a statistically
significant difference, t(26)=2.98, p=0.047, d=0.68.
With respect to the questions specifically constructed for
this evaluation, Student’s t-tests for independent samples
were calculated as well. We found significant effects ask-
ing for “It feels like the achievements matched my personal
preferences” (t(26)=2.09, p=0.046, d=0.66) and “I tried
hard to fulfill the achievements” (t(26)=2.45, p=0.02,
d=0.81), as well as a highly significant difference for “Fulfill-
ing the achievements felt rewarding” (t(26)=3.05, p=0.005,
d=1.06), all in favor for the experimental group. Within a
structuring qualitative content analysis, we asked partici-
pants what kind of Achievements they would have liked to
see in the game, without providing information that other
Achievements could have been in their play-through. Most
of the proposed Achievements were among or similar to the
remaining ones. Seven of the participants stated to want
Achievements that could be attributed to one of their as-
signed player types and another seven mentioned Achieve-
ments that did not fit their BrainHex estimate.



Discussion & Future Work
Results of the IMI indicate that Achievements adapted to
the individual player type do not necessarily render game
experiences more enjoyable or exciting, but evidently more
engaging, increasing the resulting motivation. More pre-
cisely, we have identified a significant difference in effort-
importance in favor of the experimental condition. This is
supported by the strong effects that were measured as-
sessing the impact of the adapted Achievements on per-
ceived reward and effort spent solely on completing these,
even though their introduced importance within the game
was secondary. However, regarding interest-enjoyment, we
couldn’t find any significant differences dependent on the
adaptability of Achievements. Since interest-enjoyment is
a strong predictor for intrinsic motivation overall [9], our re-
sults indicate that only specific motivational aspects (related
to effort-importance) could be fostered via the adaptation of
Achievements.
BrainHex proved to be able to supply suitable classifica-
tions of player types to which a multitude of Achievements
were successfully ascribable. Yet, when it comes to the
qualitative assessment of desired Achievements, partic-
ipants were equally likely to request Achievements that
did not fit their assigned player types as they were to fit-
ting ones. This might stem from the two-stage problem:
Firstly, the mapping of BrainHex to player types still needs
empirical validation and secondly, the translation of partic-
ular Achievements to player types is also imprecise and
one-dimensional. To tackle this problem, we plan to extend
our research in the future by investigating current Achieve-
ment types that are established in the video game industry.
Based on our findings, we aim to compile an Achievement
classification system and examine how certain player types
match with specific types of Achievements. Above that, we
plan to extend this study in order to capture the effects of
Achievement adaptation between particular player types

and investigate if the type itself has an influence on the
motivation-increasing potential.
Understanding the effects of matching certain Achieve-
ments with specific player types can bear great potential
for the video game industry. Instead of defining uniform
Achievements for everyone, developers can address play-
ers more individually by conducting a simple and brief ty-
pology test beforehand. For this purpose, another topic for
future research would be to analyze player behavior and
extract their primary and secondary classes automatically,
making a test outside of the game obsolete.

Conclusion
Unlockable Achievements have proven to be a major mo-
tivator in video games. Yet, the public and often bragging-
focused nature of these accomplishments facilitates rather
extrinsic instead of intrinsic motivation, while the latter is
known to be a substantially better instrument for actual en-
gagement and enjoyment in games. In order to harness the
motivational potential while offering more intrinsic appeal,
we introduce the adaptation of Achievements on the basis
of individual player types. Within a comparative user study,
we were able to provide evidence for a positive impact re-
garding certain motivational aspects such as perceived
effort and importance as well as sense of reward and in-
dividualization.
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Abstract. In this paper, we introduce the framework of MEANinGS
for the semi-autonomous accumulation of world knowledge for robots.
Where manual aggregation is inefficient and prone to incompleteness
and autonomous approaches suffer from underspecified information, we
deploy the human computation game Kitchen Clash and give evidence
of its efficiency, completeness and motivation potential.

Keywords: Serious Game · Knowledge accumulation · Framework

1 Introduction

Robotic proficiency excels in well-defined tasks and environments [12, 1, 4], but
fails in compensating for missing or too generic information. Human-level world
knowledge has been shown to close the reasoning gap [4], yet teaching robots this
kind of knowledge remains one of the most challenging tasks for robotic AI re-
search, since autonomous approaches end up with underspecified information and
manual accumulation results in incalculable effort. In this paper, we introduce
Kitchen Clash, a VR human computation serious game for the extraction of hu-
man world knowledge in the context of everyday activities. Within the framework
of MEANinGS (Malleating Everyday Activity Narratives in Games
and Simulations), we integrate a combination of information-transforming
modules that include finding a proper set of instructions for a given complex
task, processing these syntactically as well as semantically to detect underspeci-
fied information, autonomously generating testbed scenarios including a variety
of decision making affordances and finally solving world knowledge problems by
human computation through a serious game aided by physical simulation. In an
explorative pilot study, we assessed user experience, appraisal and the overall vi-
ability of the presented serious game to report on the findings and demonstrate
the feasibility of the approach. To constitute a baseline condition, we evaluated
these findings against a control group executing manual knowledge accumula-
tion, resulting in higher efficiency, increased motivation and considerably higher
information retrieval. This paper contributes to the community of serious game
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research, presenting a successful application advantageous to a real-world prob-
lem solving field, as well as to the community of robotic research, exemplifying
the practicability of a novel framework to overcome underspecified knowledge.

2 Related Work

One of the earliest research programs to study autonomous robots was the
Shakey project [12]. Shakey was a mobile robot that used planning to reason
about its actions and performed tasks that required planning of paths and ac-
tions as well as re-arranging of simple objects. This work was seminal for the
fields of classical planning and computer vision. Nevertheless, even in Shakey’s
simple environment, the limitations of the approach became clear, as the compu-
tational complexity of planning problems proved, in general, to be intractable.

Many researchers [4, 12, 11, 13, 18] have worked on providing robotic systems
with human-like common sense knowledge so that the robots could, hopefully,
avoid costly planning from scratch or trial and error. Dang et al.[3] proposed a
method to teach a robot to manipulate everyday objects through human demon-
stration. The authors asked participants to put on motion capture suits and per-
form tasks, such as opening a microwave or a slide door, and recorded 3D marker
trajectories. These trajectories were used as the input for a chain learning algo-
rithm. Parde et al.[13] developed a method to train robots to learn the world
around them by using interactive dialogue and virtual games. The game asked
a human player to put some objects in front of the robot and challenge it to
guess which object the user has in mind. Through many gameplay sessions, the
robot learns about objects and features which describe them and associates these
with newly captured training images. Beetz et al.[2, 1] proposed the software
toolbox for design, implementation, and the deployment of cognition-enabled
autonomous robots to perform everyday manipulation activities. To teach the
robot, they use a marker-less motion capture system to record human activity
data, which is then stored as experience data for improving manipulation pro-
gram parameters. Programs, object data, and experience logs are uploaded to
the openEASE web server, from which they can be retrieved as needed to extend
the task repertoires and objects that a robot can recognize.

The representations needed for action knowledge have also been a topic of
research, because the symbolic, highly abstract, “actions as black boxes” rep-
resentations of the Shakey era do not result in robust behaviors in a realistic
environment. In general, action knowledge tends to be subsymbolic, and often
takes the form of success/failure probability distributions over an action’s pa-
rameter space [17, 19]. Note that the experience the robot learns from doesn’t
have to be from the real world. Simulated episodes, produced either by a hu-
man player of a game or a robot simulating itself, can be used for this purpose.
Simulation will of course not provide a complete description of a realistic action,
but even very coarse simulation can already be useful for a robot that needs to
validate its plans and/or pick a better set of parameters [8].
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In our work, we propose MEANinGS to use a VR human computation seri-
ous game to simulate real-world tasks in realistic environments and situations.
Recorded trajectories can be translated to real-world robotic movements which
are spatially less constrained than motion capturing approaches and accumu-
lated world knowledge can help overcoming underspecified information, which
has the potential to reduce planning computation considerably. Similar to the
aforementioned approach, we contribute to the field of cumulative robotic knowl-
edge by adding resulting symbolical and subsymbolical insights to the openEASE
repertoire.

3 Implementation

3.1 Framework

Fig. 1. Flowchart of the introduced MEANinGS framework.

Figure 1 demonstrates the flow of information, as well as the impact of and
interaction between the particular modules. MEANinGS originated in the con-
text of everyday household activities and focuses on knowledge accumulation in
this area, while its functionality is not limited to the application field. Offer-
ing an interface to any natural language based instruction set (retrieval), the
contained information is processed in order to represent subtasks as tuples of
manipulative actions and objects acted on or with. When utilizing natural lan-
guage, the ontological scope of these objects is often heavily underspecified, since
humans are used to working with generalized information and specifying these
in terms of individual choice, influenced by world knowledge, availability and
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preference. Yet, this underspecification does not render all possible objects con-
tained in a general term as viable (or usual). Thus, in the specification layer,
human knowledge is added through Kitchen Clash, a serious game presenting
a decision making paradigm within this set of objects. Parallel to this, com-
plementing world knowledge is derived from physical properties of the objects
and their surroundings via simulation. In both approaches, object choices can
be quantified and thus ranked by efficiency and effectiveness. Within the simu-
lation, this assessment can be realized in a fully autonomous manner, while the
serious game offers further qualitative insights, since peer-rated quality measure-
ments are included in the rating process, as well as preference and convention-
ality measures. Eventually, world knowledge is aggregated with trajectorial and
contextual information and provided as narrative-enabled episodic memories
(NEEMs) according to the KnowRob [1] paradigm.

3.2 Knowledge Base

In order to have a generic, comprehensive framework that is capable of adapting
to human data input, our approach does not rely on a single knowledge base,
but is designed to handle any set of natural language instructions that are goal-
oriented and describe the most crucial subtasks sequentially or hierarchically.
In this way, we introduce an interface that manages to grasp verbal commands
equally effective as cooking recipes or tutorial websites (e.g. wikiHow). After
retrieving the document encompassing the entire task completion, subgoals are
derived from the contained sentences or steps and processed in the next module,
independently of each other.

3.3 Natural Language Processing

In order to flexibly handle natural language input consisting of abstract and
underspecified instructions, a deep semantic parser based on the Fluid Con-
struction Grammar formalism [16] is used. Both the lexicon and the analysis
itself make use of ontological knowledge described in Section 3.4, to guide the
extensive search process, disambiguate otherwise unclear instructions and evoke
unspecified parameters which need to be inferred by later processing steps of
MEANinGS. In this way, natural language commands are transformed into a
series of desired actions, accompanied by their parameters and respective pre-
and post-conditions.

3.4 Ontology

The semantics of the actions and entities involved in the game are defined by a
formal ontology. This ontology is designed to provide descriptions for everyday
activities in terms of human physiology and human mental concepts, as well
as enabling formal reasoning. The ontology supplying the labels for the objects
has been designed using the principles proposed by Masolo et al. and is created
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by using the DOLCE+DnS Ultralite ontology (DUL) as an overarching foun-
dational framework [6, 5]. Specific branches of the KnowRob knowledge model
pertaining to everyday activities [1], such as those involved in table setting and
cooking, have consequently been aligned to the DUL framework. Additional ax-
iomatization that is beyond the scope of description logics is integrated by means
of the Distributed Ontology Language [9]. For the task at hand, however, only
the taxonomic model is employed to classify events and objects.

3.5 Scene Generation

Within the scene generation module, we aim to provide a rich contextual world
for the following specification methods by preparing a scene that contains
sufficient interactable objects to ensure completeness (i.e. solvability of each
contained subgoal) and to facilitate variety of choices (in order to retrieve actual
world knowledge through humans’ decisive solutions or physical properties of the
simulation). Since the processing layer results in rather generic, underspecified
semantic descriptions of objects required to fulfill the task, this module tries to
generate as many alternatives for the respective objects as possible. This can be
realized either in a bottom-up (empty scene where only necessary objects and
alternatives are generated) or top-down (fully fledged household scene where
only objects missing for completion and/or their alternatives are generated)
approach. Once a scene meets the conditions of the task, it can be used for both
human computation as well as simulation.

Placement of objects in a scene is done in a generate and validate fashion.
The qualitative constraints on object placements are first used to select and/or
modify probability distributions for object positions. These probability distri-
butions can be learned from a set of training scenes– e.g., what it means for a
chair to be “near” a table can be represented as a distribution on relative loca-
tions of the chair to the table–, or sometimes inferred from an object’s shape;
for example, the top of an object corresponds to the fragments of its surface
with the highest z-coordinate. Probability distributions resulting from different
constraints on the same object are combined via point-wise multiplication. Once
constructed, a probability distribution accounting for all qualitative constraints
on an object is sampled several times to produce candidate poses, and the first
candidate that passes a list of tests– e.g. placing the object there would not
result in collisions– is used.

3.6 Human Computation

As the primary gap filler for underspecified information, we introduce Kitchen
Clash, a virtual reality-based, competitive household serious game. Players are
challenged with the same set of instructions that stem from the original knowl-
edge base within a virtual household produced by the scene generation module.
Each instruction is realized as reaching a subgoal represented by the contained
objects and the type of the manipulation (picking up/dropping objects, com-
bining objects with other objects, making use of specific object properties, etc).
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VR, compared to offline or non-natural interaction approaches, offers the great
potential of tracking complete trajectories of hand, head and body movement,
as well as the distinctly classified manipulation actions. Players are asked to
execute these tasks with optimal efficiency and quality, which is measured by
time spent on a task, the number of recognizable actions and the number of
undesired events (e.g. breaking dishes or glitching through physical barriers).
Additionally, these sessions are assessed qualitatively by peer-rating individual
executions from other players, in an either absolute or relative measurement.
Eventually, players are rewarded with a score representing their qualitative and
quantitative success.

3.7 Simulation

Within MEANinGS, the simulation branch is employed to estimate concrete pa-
rameter setting for the ultimate robotic execution of the activities involved. For
example, in the case of transporting liquids in various containers from a source
to a target location, the game engine physics can be used to simulate different
velocities and trajectories and measure the ensuing spill rate in order to find a
suitable setting. Ultimately, we see this as a modern extension of the KARMA
system [10], in which the complete understanding of an utterance entails a men-
tal simulation thereof. It is also related to “projection” [8], which is light-weight
simulation used by a cognitive robot to try combinations of program parame-
ters and/or change sequences of actions quickly, in a simulated world, before
attempting them in reality.

4 Exemplary case

To showcase the functional principle of the framework, we present one of the
example tasks used in the Evaluation, i.e. to prepare a portion of cucumber
salad.

Retrieval. When querying wikiHow as a possible source for natural language
instructions, cucumber salad will result in a multitude of cucumber salad vari-
ants, from which the most basic one will be chosen since no further specifications
are asked for. Within this module, the overall task will be divided into subtasks
(Slice the cucumber into thin pieces, Place the slices into a bowl and Pour dress-
ing over the cucumbers), which will be forwarded to the processing layer.

Processing. The natural language parser extracts one action per subtask, each
of which should be performed by the discourse addressee - in this case the hu-
man player. For the slicing action, the undergoer cucumber is identified while
the obligatory instrument slot is left unspecified. Moreover, the action should re-
sult in a goal state that is defined by the changed consistency of the undergoing
object. Also, the ontologically equivalent cutting action is extracted, to prepare
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for the case in which only one of these actions is known by the following process-
ing steps. The subsequent placing action describes the desired trajectory of the
undergoing slices to their destination, an undetermined container of type bowl.
For the final pouring action, the poured substance dressing and its destination,
the cucumbers, are identified. Furthermore, the various referring expressions of
the main ingredient all resolve to the initial cucumber object, in its different
configurations.

Specification. In order to prepare a suitable testbed, the scene generation
module spawns a cucumber (since it doesn’t find more specific alternatives to
the term) and different variants of cutting objects (scissors, a kitchen knife, a
butter knife, a butcher’s knife, etc).
Within Kitchen Clash, a new level is generated that constitutes the challenge and
constraints of the overall task. Players entering this level have to find suitable
solutions for the presented subtasks and execute these quickly and dexterously,
since time, number of actions and the opinion of other players determine the
final score. If e.g. a player executes a pickup action on the kitchen knife, triggers
a collision between the knife and a cucumber (c.f. Figure 2), collects the resulting
slices, causes them to fall into a bowl and initiates the final collision between
dressing and cucumbers, all subgoal constraints have been fulfilled and the main
task is completed.

Fig. 2. In-game representation of the three tasks. UI has been kept minimal to prevent
distraction, action number is counted and required time outlined on a bar with respect
to the best and average time targets. In the second screenshot segment, the cucumber
slicing task is represented, where the required cutting object is specified by taking a
serrated utility knife.

When it comes to simulating the physical properties, the same scene is popu-
lated by a robotic agent instead of a human performer, that evaluates the cutting
action between all given alternatives and comes up with a quantitative result of
the most appropriate parameters and choices.
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Providing. In the end, trajectories and action choices from the specification
layer are formulated into the standardized NEEM description to generalize and
publish the insights to the open robotic community.

5 Evaluation

In order to assess the feasibility of the approach, the overall player experience and
appraisal, as well as to generate a first data set for further analysis, we conducted
an exploratory comparative user study in a laboratory setting. Data was gathered
through game protocols, screen capture and a post-study questionnaire. The
study was split into two groups in a between-subjects design, where the VR
group was exposed to Kitchen Clash within the associated framework and the
control group had to accumulate the desired world knowledge manually by
depicting the respective tasks in written form.

Measures. In-game, we tracked movements from head and hands every second,
as well as all of the players’ actions, collision events, time measures and attained
scores (quantitative and qualitative). The control group submitted instructional
data textually. Through the questionnaire, demographics and prior experience
in VR were recorded. Using seven-point Likert scales, we asked for players’ mo-
tivation (using the Intrinsic Motivation Inventory (IMI) [7]), presence (using
the igroup Presence Questionnaire (IPQ) [15]), comprehensibility and perceived
usefulness of the game. Additionally, participants elaborated on their decision
making processes with respect to world knowledge accumulation.

Procedure. Following informed consent and a temporally unlimited tutorial
that explained the controls and interactions of the game, participants were asked
to complete three levels containing complex tasks. In the first level, they had to
set a table for two persons, deciding on the type of cutlery and tableware and
arranging these in their usual composition. Level two consisted of the formerly
explained task of turning cucumbers into a salad. Finally, they were asked to
prepare a steak by heating the hotplate, choosing a pan, filling it with oil and
cooking the steak until the desired degree of doneness was reached. The tasks
did not differ between the VR and control group. They were specifically designed
to extract world knowledge about solving underspecified information, providing
preferred or conventional items, object target constellations and actual execution
trajectories. After completing all levels, the subject was redirected to the final
questionnaire.

Participants. (n = 26) participants took part in the study. (46% male, 54%
female, aged 22-58 (M = 29.9, SD = 8.3). 72.7% stated having prior experience
in VR.
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Results. On average, subjects of the VR group spent (M1 = 150.9, SD1 =
51.7;M2 = 94.9, SD2 = 42.3;M3 = 114.9, SD3 = 34.2) seconds on the three re-
spective tasks, whereas the control group required (M1 = 244, SD1 = 108.1;M2 =
350, SD2 = 196.3;M3 = 336.3, SD3 = 181.4) seconds. Using a Welch’s t test,
we found significant or even highly significant effects for required time be-
tween the groups in all tasks (p1 < 0.05, d1 = 1.1), (p2 < 0.01, d2 = 1.8),
(p3 < 0.01, d3 = 1.7, cf. Figure 3).

Fig. 3. Time required to fulfill the
three tasks between VR (blue) and con-
trol (green).

Fig. 4. Results of IMI categories
Perceived Competence (red),
Tension/Pressure (yellow),
Effort-Importance (green) and
Interest/Enjoyment (blue) between
VR (left) and control (right).

Assessing the IMI, we found no difference for Effort-Importance or Tension-
Pressure, but highly significant effects for Perceived Competence (p < 0.01, d =
1.26) and Interest-Enjoyment (p < 0.01, d = 3.13), showing VR drastically out-
performing the control group in terms of motivation (cf. Figure 4). When asked
how descriptive the execution in VR (or in written instructions) can be with
respect to the real set of actions, 81.2% of the VR group stated that the ex-
ecution comes close to the real actions, where from the control group only
40% were convinced that real tasks can be sufficiently expressed in written
form. Participants had no trouble following the given instructions (indicated
by (M = 6.27, SD = 0.62) on a comprehensibility scale). According to the IPQ,
VR participants reported a mediocre presence (M = 4.15, SD = 0.81) for Spatial
Presence, (M = 4.3, SD = 0.42) for Involvement, (M = 3.3, SD = 0.54) for Re-
alness and (M = 5.63, SD = 1.15) for General Presence). Regarding simulation
sickness, most participants reported no discomfort at all (M = 2.1, SD = 1.73).
Most of the subjects stated that they would like to play similar games more often
(M = 5.72, SD = 1.6). Elaborating on the decision making strategy, 45.4% of
the participants stated to select the necessary objects based on the respective
task or prior experiences, where 54.6% tended to just take the first available
thing.
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For the qualitative measurements, subjects reported that VR is “capable of cap-
turing the most crucial aspects of the tasks” and “close to reality”, despite “lack-
ing haptic feedback [that] decreases grasping accuracy” and “not [being] able to
perform fine motor functions”. Participants of the control group stated that it is
“impossible to find the right level of detail”, “implicit knowledge is easily over-
looked”, “it takes way too long to describe all actions in detail” and “you cannot
really describe cooking since you don’t think at details that will come up in the
process”.

We also assessed the amount of information retrievable from the sessions in
both groups. Within VR, all executions managed to complete the tasks and
filled all occurrences of underspecified information, since these were needed to
finish the respective level. Yet, many unnecessary actions were tracked that trace
back to the novel experience of the game, accustoming to VR and the controls
and the very broad tracking scope. The amount of unnecessary information was
significantly smaller in the control group, but in most of the cases they failed to
solve the underspecification problem, even when going into detail. Above that,
the textual descriptions deviated considerably in their semantics, due to differ-
ent perceptions of the task, the projection to their individual environment or
personal preferences.

6 Discussion and Future Work

Contrasting accumulation of world knowledge manually and in a gamified ap-
proach, we have given evidence that human computation can result in signifi-
cantly higher efficiency, motivation and closeness to the actual execution. Above
that, Kitchen Clash was able to track complete sequences of actions that de-
scribe the fulfillment of tasks both symbolically (registering required operations)
as well as subsymbolically (tracking continuous trajectories and contact param-
eters). Participants enjoyed playing and competing with other players and were
interested in continuing the game. Based on these results, we have demonstrated
the opportunities and usefulness of human computation for world knowledge ag-
gregation and the feasibility of the overall framework. Yet, this study illustrated
that the current implementation suffers from over-collecting unnecessary infor-
mation and undesirable player choices (e.g. players who take the first object
available instead of making an informed decision). Regarding the first issue, we
aim to compile large sets of similar task executions using Deep Player Behavior
Models [14], offering an optimization paradigm across sessions to extract the
necessary core actions needed to fulfill the task probabilistically. When it comes
to undesirable player choices, we will evaluate a knockout system of object al-
ternatives that constrains the variety of choices of the Scene Generation module
in order to force players to overcome obstinate individual preferences and ob-
vious decisions. Furthermore, we are aiming for a narrower interaction between
the human computation and the simulation module to generate more elaborate
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level constellations in Kitchen Clash and to make use of the accumulated se-
quential action knowledge while simulating. Eventually, we are going to open up
the game to online multiplayer scenarios where players have to compete against
other human players as well as agents representing the aggregated knowledge
while learning continually.

7 Conclusion

Learning from natural language instructions is a desirable opportunity for robots,
but ends up in underspecified information, even when accessing detailed direc-
tions. Introducing MEANinGS, we present a potent framework able to break
down these instructions syntactically and semantically, before resolving missing
or underspecified information with the aid of human computation. With this ap-
proach, we have shown to outperform manual accumulation in terms of efficiency,
motivation and completeness. This work demonstrates a successful application
of a human computation serious game to facilitate research in the context of
robotic learning.
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ABSTRACT
While robotic proficiency excels in constrained environments, the
demand for vast amounts of world knowledge to cover unforeseen
circumstances, constellations and tasks prevents sufficiently robust
real-world application. Human computation has shown to provide
successful advances to close this reasoning gap and accumulate
knowledge, yet being greatly reliant on the quality of the provided
data. In this paper, we introduce the game with a purpose Tool
Feud that collects popularity rankings of object choices for robotic
everyday activity tasks and evaluate an approach for classifying
malicious responses automatically.
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1 INTRODUCTION
As long as restricted towell-defined tasks and environments, robotic
performances can exceed even human proficiency [1, 13], yet miss-
ing or too generic (underspecified) information can impede real-
world dissemination categorically. To overcome these shortcomings
in reasoning, human-level world knowledge can be implemented
[8], yet the teaching process of this knowledge remains one of the
most challenging tasks for robotic AI research, since autonomous
approaches end up with underspecified information and manual
accumulation results in incalculable effort [17]. In this work, we
introduce and evaluate Tool Feud, a mobile game with a purpose
(GWAP) for the accumulation of human world knowledge in the
domain of everyday activities. Using an explorative pilot study,
we assessed the usability of the utilized prototype, its potential
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to aggregate preference distributions for everyday activity tasks
and examine quantifiable differences between viable and malicious
responses based on the behavior of the original player, effectively
approaching the following research questions:

• How can games with a purpose be utilized to produce object
preference distributions for everyday activity tasks?

• Can disruptive or malicious responses within this data be
automatically classified by contrasting these against the wis-
dom of the crowd without missing creative answers?

Eventually, Tool Feud turned out to be a suitable vehicle to accu-
mulatemundaneworld knowledge on a larger scale, whilemalicious
responses could be identified calculably. This paper contributes to
the community of games user research and serious game research,
presenting a successful application advantageous to a real-world
problem solving field, as well as to the domain of autonomous and
cognitive robotics, exemplifying promising methods to overcome
underspecified knowledge.

2 RELATEDWORK
In order to cope with continuously changing environments, tasks
and requirements, the fields of autonomous and cognitive robotics
have examined various paradigms of decision making, not limited
to action and path planning [13], common sense frameworks [8, 12]
or iterative parameter evaluation by simulation [11]. However, even
when performing well in test-bed environments, real-world appli-
cations require a vast amount of world knowledge and dynamic
decision making [2], which results in an interminable effort of data
collection. One of the most successful ways to deal with uncer-
tain information on a generalizable scale is the inclusion of human
knowledge, either by imitation [1], interaction [14], demonstration
[3] or human computation [17]. While the latter bears great po-
tential in aggregating large amounts of diverse world knowledge
from participants of many cultural backgrounds, it also suffers from
distortions in data quality produced by disruptive or questionable
responses [16]. These can stem from users trying to break the sys-
tem [23, 25] or being not motivated enough to produce viable results
[24]. To exclude this malicious data from being processed, some
approaches introduce underlying trust or quality functions that
again had to be populated manually [7, 17], which can be effective
but raise additional effort and workload.

This work extends previous research by introducing a mobile
human computation GWAP into the domain of everyday activity
robotics, harnessing the wisdom of the crowd effect which already
showed similar successes in different fields (such as volunteered
geographic information [10], automotive design appraisal [4] or
galaxy classification [6]) to separate viable responses from those
that would harm the quality of the aggregated data.
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3 APPROACH
To aggregate a large body of responses for everyday activity tasks,
we designed and implemented the mobile GWAP ToolFeud (cf. Fig.
1). Analogous to the well-established core game mechanic of the
popular TV show Family Feud[5], players are asked to guess an-
swers that other players have given to common everyday activities
in rapid succession (e.g. “We asked 100 people: Name something to
... open a parcel!” ). In order to submit an answer, labeled images of
conventional tools and household objects are presented in moving
patterns that have to be selected. Once a solution is chosen, players
are rewarded by increasing the session’s score and obtaining a time
bonus – both proportional to the popularity of the particular answer.
In parallel, the remaining time for a single session is decreasing
continuously, so players have to ponder between waiting for their
preferred solution or picking an opportune alternative. To raise
the difficulty progression even further, the most popular choices
disappear as time goes by, which simultaneously augments creative
answering by restricting players to make spontaneous decisions
for inferior but still viable solutions. The better a player can keep
up providing viable answers, the higher scores will be accumulated
and the longer a session will be, ending only when running out
of time. Effectively, this method of dynamic population similarity
calculation might not only end up in engaging gameplay, but would
also result in a continuously growing dataset of distributions of
object preferences for everyday activities that can be employed to
augment robotic decision making by the means of gamified human
computation.

4 EVALUATION
To conduct an explorative evaluation of the approach, participants
were recruited using e-mail distribution lists and public campus
announcements. For the creation of a baseline body of solutions, we
utilized a pilot version of the game without dynamic calculations
for time and score. After the course of one week, (𝑛=92) unique
responses could be collected that served for following analyses.

4.1 Measures
For each everyday activity task and every participant, their sub-
jective top three answers were recorded, together with the set of
remaining available alternatives, as well as optional custom re-
sponses. After the game session, we evaluated the experience and
motivation according to the Player Experience of Need Satisfaction
(PENS) [22] questionnaire through the subscales Competence, Pres-
ence and Autonomy. PENS items were presented via 5-point Likert
scales, as well as following constructed questions about the under-
standability of the tasks and the game and the appropriateness and
sufficiency of the proposed solutions.

4.2 Procedure
Following informed consent, participants were forwarded to a web-
site that embedded the evaluated game as a Unity WebGL build,
accessible from smartphone as well as PC browsers. After submit-
ting three different answers for each of the respective everyday
activity questions, they completed the additional questionnaire and
were able to state additional remarks. Subsequent to the data col-
lection, individual responses were manually labeled as ordinary

Figure 1: Screenshot of the final version of the mobile game
Tool Feud. The current task, remaining time, accumulated
points as well as moving patterns of object solutions are dis-
played. Once the players select a solution, they are rewarded
with points and time bonus proportional to the popularity
of the answer and the next task is presented.

(when proposed solutions were consistent with the most popular
answers), creative (when solutions were infrequent but valid) or
disruptive (when solutions were infrequent and not suitable to solve
the task).

4.3 Participants
In total, (𝑛=92) participants finished the evaluation. Four of these
explicitly mentioned that they did not play the game completely
on their own, but consulted with a third party on their respective
answers. 82 subjects used a laptop or desktop PC for participation,
while the remaining 10 drew on their smartphone.
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5 RESULTS
Results of the PENS subscales indicate high absolute values of per-
ceived in-game competence (𝑀=4.3, 𝑆𝐷=0.97), presence (𝑀=3.97,
𝑆𝐷=0.96) and autonomy (𝑀=3.97, 𝑆𝐷=1.22). The mechanics of the
game as well as the phrasing of the tasks were rated with a high un-
derstandability (𝑀=4.62, 𝑆𝐷=0.84). 91.3% of the participants stated
that viable solutions for a task were provided always or most of
the time, which dropped to 83.7% when their preferred objects
were eliminated. Only 18.5% submitted custom responses instead
of drawing on the presented options.

Figure 2: Response objects for the task “Open a parcel
with...”. #1 displays the initially preferred solution distribu-
tion, while #2 and #3 eliminated the previous answers, and
𝑇𝑜𝑡𝑎𝑙 indicates the total overall selection ratio. Themost fre-
quent answers of each iteration are underlined.

For each of the tasks, at least five viable solutions could be identified
within the most frequent answers (e.g. Fig. 2). In 87.5% of them, the
first individual answer (from the unrestricted solution set) was also
equal to the most frequent solution in total – otherwise, it appeared
in the five most frequent answers (e.g. Fig. 3).

When comparing the similarity of players’ answers to the total
solution set, we found significant differences between ordinary,
creative and disruptive players according to a one-way ANOVA
(𝐹 (2, 89)=42.98, 𝑝 < .01, partial [2=0.49, cf. Fig. 4). Subsequently,
this was further examined using two-tailed unpaired heteroscedas-
tic t-tests that highlighted significant differences between ordinary
and creative (𝑝 < 0.01, Cohen’s 𝑑=0.96) as well as between creative
and disruptive players (𝑝 < 0.01, 𝑑=1.35).

6 DISCUSSION
The demonstrated pilot evaluation produced a feasible solution set
that can serve as an initial ground truth for the public release of the
game and gives insights about object or tool preference distributions
of a medium-sized population (𝑛=92). High values of understand-
ability and in-game PENS scores indicate the viable usability of the

utilized game prototype, the potential for further related studies and
the applicability for accumulating robotic knowledge. Within the
game, eliminating obvious or popular answers can reveal a broader
scope of viable solutions, compared to one-time or unrestricted
tasks, facilitating creative answering. Players that actually made
creative use of the whole solution spectrum (e.g. using a “plate” to
“cover a pastry bowl”) are identifiable through significant similar-
ity differences when compared to the set of players that stick to
ordinary or obvious answers. This systematic distinction can be
utilized to explicitly reward creative thinking if this is beneficial for
the desired target application (i.e. robotic decision making). On the
other hand, the set of creative answers can still be separated from
disruptive players that do not take the game serious or only try to
break it (e.g. using a “chainsaw” to “open a parcel”), which threaten
the quality of the accumulated data. Eventually, the initially raised
research questions can be answered as following:

• Incentivizing players to provide popular answers to com-
mon everyday activity tasks while successively eliminating
obvious solutions can lead to the production of meaning-
ful preference distributions among tools or objects. Thus,
rankings of affordances and specified information for robotic
decision making can directly be extracted from the response
set.

• Utilizing the wisdom of the crowd effect, malicious responses
can be identified by examining the similarity between the
player’s set of answers and the total solution set, while play-
ers that tend to give creative answers are still discriminable
from the former.

Figure 3: Response objects for the task “Cover a pastry bowl
with...”. #1 displays the initially preferred solution distribu-
tion, while #2 and #3 eliminated the previous answers, and
𝑇𝑜𝑡𝑎𝑙 indicates the total overall selection ratio. Themost fre-
quent answers of each iteration are underlined.
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Figure 4: Similarity of the solutions to the total set from ei-
ther normal, creative or disruptive players. Includes means
(x), medians (–), one standard deviation (boxes) and range
(whiskers).

7 LIMITATIONS AND FUTUREWORK
Apart from the convincing results that justify the use of a GWAP to
augment robotic decision making, several limitations arose within
this explorative pilot study.While the eliminative procedure showed
to provide a wider set of possible answers, no insights about situa-
tions could be gathered where no popular (or viable) solutions at all
remained to be chosen. These might evoke truly creative decision
making, but on the other hand could also force players into submit-
ting pointless solutions and/or harming their overall experience.
Above that, the sample population might be biased by the nature
of the acquisition, potentially neglecting answer preference differ-
ences among several age groups or cultural backgrounds. Since this
pilot study was used to aggregate an initial solution dataset, adap-
tive and/or emergent game mechanics such as dynamic point/time
bonus calculation (based on the similarity to the total set) could not
be implemented so far, lacking a ground truth baseline. Thus, all of
the aforementioned limitations will be addressed in a fully-fledged
field study incorporating a drastically larger and continuously up-
dated set of answers and possible solutions, the now aggregated
dataset as a starting point for dynamic similarity calculation and an
increased sample size when published on the relevant distribution
platforms (i.e. Google Play, App Store). Apart from this, the manual
labeling of the player responses into ordinary, creative and disruptive
might be biased through subjective influences of the experimenters
and is not feasible for automatic classification, but only served for
this initial evaluation to demonstrate the possibilities for answer
type separation. In future work, we are looking forward to include
unsupervised machine learning techniques such as clustering [9]
or player modeling [19] to separate the solution quality reliably

and autonomously. Beyond the filtering of unwanted responses, we
will further investigate the capabilities of these mechanisms with
respect to balancing [15, 18] and difficulty adjustment [20, 21] to
further strengthen the motivational pull for human computation.
Finally, the procedure presented in this work is not limited to the
domain of everyday activities or the field of robotics, but further
opportunities present themselves in several areas that benefit from
large-scale citizen knowledge, such as general opinion surveys,
cultural studies or market research.

8 CONCLUSION
Real-world robotic application demands not only dynamic deci-
sion making architectures, but heavily relies on vast amounts of
world knowledge to deal with unknown environments, constella-
tions or tasks. While autonomous approaches of aggregating this
world knowledge often end up with underspecified information,
human computation can close this gap in reasoning by implement-
ing human world knowledge into these processes, yet relying on
the quality of the submitted data. By introducing Tool Feud, we
presented an effective way of accumulating quantifiable human
preference distributions to everyday activity tasks. Above that, con-
trasting individual players against the wisdom of the crowd has
shown to reveal significant differences between players that sup-
ply viable responses and those who harm data quality. This work
demonstrates a successful application of a human computation
game with a purpose to facilitate research in the contexts of robotic
learning and games user research.

For transparency, reproducibility and robotic knowledge ag-
gregation, the accumulated data will be made publicly accessible
through the Open Science Framework 1 as well as the robotic open
collaboration database openEASE 2.
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Abstract. Constantly evolving advances of smart home devices features
require users to persistently keep up with safety concerns. While update
reports and news articles are common ways to keep them informed, many
users struggle in thoroughly understanding and applying available secu-
rity recommendations. Educational games have proven to be an intuitive
way to increase the incentive for awareness but many of them come short
to convey the needed supporting knowledge. In an attempt to raise secu-
rity awareness on smart home devices, we designed an educational game
to demonstrate the latest security challenges and solutions. To ascertain
users’ attention and motivation, we have developed two versions of the
game to contrast the integration of text and infographics as supporting
knowledge which are the hints in this case. Our evaluations give evi-
dence that viewing security-related content with a higher deployment of
infographics improves users’ performance significantly, increases users’
interest in the topic, and creates higher levels of confidence solving se-
curity problems and complexities.

Keywords: Usable Security · Smart Home · Educational Games · Sup-
porting Knowledge · Infographics.

1 Introduction

Educational games (edu-games) have shown great potential in being a powerful
teaching tool as they can increase engagement, creativity and authentic learn-
ing [23, 38, 60]. Game-based learning allows users to see themselves in simulated
real situations where they can learn through experience and solve the problems
through critical thinking [13]. Furthermore, the motivational power of game-
based learning towards specific subjects is widely recognised [31]. Harnessing the
intrinsically motivating power of games, researches have shown that edu-games
can be a great tool to promote user engagement and improve positive usage
patterns, such as increasing user activity, social interaction, and the quality and
productivity of user actions [22, 37]. Previous work has shown that edu-games
can be useful in raising the knowledge and awareness of the users [3, 60], but this
alone can not get the best out of the learning experience.
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In edu-games, feedback plays a key role in providing the user the necessary
information for the learning experience. Using in-game feedback is intended to
guide learners to improve their performance, and increase motivation or learning
outcomes by providing them with information on the accuracy of their answers
in various ways [62]. According to Johnson et al. [35], these feedback messages
can be classified into two types. Outcome-oriented feedback delivers information
to learners about their progress or the accuracy of their answers (e.g. which is
the correct answer and why). Process-oriented feedback provides learning guid-
ance and supporting knowledge on the processes as well as strategies used to
achieve the correct answer or action in the game. Examples of process-oriented
feedback are prompts and hints that lead the learners towards the right answer.
In many video games, supporting knowledge is used to inform the players about
their objectives and guide them throughout the game. This form of process-
oriented feedback could be leveraged to improve the effectiveness of educational
games [56]. The supporting knowledge can be given to the users in different forms
such as text, images, audio, and video, to provide explicit guidance to players
as they play the game [35]. In this paper, we study the use of infographics as a
way to convey information to the players in an edu-game.

Infographics are a graphical representation of information or knowledge [33].
They are essentially an effective visual representation that explains information
simply and quickly using a combination of text and graphical symbols. Some
commercial games such as Metrico+ [24], Mini Metro [16], and Lumino City [57]
have implemented infographics as their look-and-feel or even game mechanic
and have received very positive reviews from the users. Infographics can moti-
vate players and exploit the visual potential to represent and convey knowledge.
They aim to increase the amount of information people remember by breaking
them into concise, visually attractive chunks of data. This way, the learners can
remember more, leading to improvement in their capabilities [8]. Although uti-
lizing infographics have shown to be effective in transferring information, the
implementation of infographics in edu-games is still under investigation.

Recent innovations in technology and the rise of inter-connectivity between
devices enable the development of innovative solutions in the field of smart
homes to take advantage of these opportunities. Along with this rapid devel-
opment, the security and privacy of users has always been a concern. Making
smart home devices more secure may partly address this concern, but users also
have a complementary role in protecting their sensitive information. However,
users’ understanding and ability to adopt and configure the security of smart
home devices is not integrated. As users face a plethora of innovations as well
as the ever-expanding spread of security news and journals, it has become in-
creasingly difficult for non-tech-savvy users to understand and apply security
guidance. Games have long been recognized as an effective and appealing educa-
tional strategy in the field of computer security and privacy [61]. This approach
has been used to teach various topics related to security [29, 21].

We have designed an edu-game with the aim of aiding owners of smart home
devices to get acquainted with security issues and recent risks. Players are asked
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to find potential smart home devices in different rooms and answer questions
about the respective device, helping a virtual smart home owner to protect his
home from attacks. For contentual assistance during the game, players have
the opportunity to assess security instructions concerning the respective device.
Within our evaluation, this information is presented textually (analogous to con-
ventional safety reports or updates) or visualized using infographics, as a struc-
tured combination of text, images, charts, and icons. Eventually, infographics
aim to enable effective representation of data and explain complex problems in a
clear and understandable way [30]. Using a between-subjects design, we investi-
gate the users’ motivation and evaluate the impact of infographics on players, to
answer the following research question: To what extent can infographics as sup-
porting knowledge improve the learning experience of users and make learning
more effective in an educational game in a smart home security context?

Our results indicated a significant amount of correct answers, as well as an
increase of perceived competence by the introduction of infographics. Harness-
ing this motivation and illustration potential, this paper augments the area of
educational serious games with immediately comprehensible knowledge repre-
sentation and provides evidence that players are more effective, motivated and
spend more time on self-education by the implementation of infographics.

2 Related Work

2.1 Game-Based Learning for Security Topics

Game-based learning uses different techniques to manipulate the behavior of
users in the direction of a specific goal within a non-gaming context [27]. For ex-
ample, it can be utilized as a marketing strategy to promote products or services
or for training and simulating complex environments virtually [70]. Games can
establish the facilitation of enjoyment and engagement by increasing intrinsic
motivation, in contexts that are primarily extrinsically motivated. Game-based
learning approaches, especially mobile learning [28], are a relatively new ap-
proach to security education. A study comparing the use of text, videos, and
games found that mobile learning can raise awareness of security issues and
teaches users more effectively in comparison to the traditional text-based and
video-based learning materials [1].

Research studies showed that serious games provide promising ways to change
cybersecurity behaviour [19]. Bahrini et al. [6] developed a gamified application
that helps users to understand the consequences of granting permissions to the
applications. Their results showed that playing the gamified application results
in a significant increase of player enjoyment and that the game is more informa-
tive than the traditional approach of permission administration via the Android
system settings.

In an attempt to raise interest and awareness towards the topic of privacy
and security settings of mobile devices, Zargham et al. developed a humorous
decision-making game that helps users to better understand the consequences of



4 M. Bahrini et al.

applying security changes on a mobile device [68]. They compared their game to
two more models (a serious animated video and a humorous animated video) and
found that the game-based approach is more successful in engaging and raising
awareness.

Wen et al. designed and developed a role-playing game to engage users to
learn more about phishing threats in an active and entertaining manner [67].
Their study showed that the game raises awareness towards the topic and en-
hances anti-phishing self-efficacy facing phishing emails. Chen et al. presented
a desktop game, aiming to change cybersecurity behavior by translating self-
efficacy into game design [14]. Their results showed that the game experience
could improve users’ confidence in tackling security issues.

Many studies have explored the effectiveness of games for increasing cyber-
security awareness, however, most of them have focused primarily on factors of
entertainment or engagement of such games, and very little on the learning effect
and behavioural change in users [32, 2].

2.2 Supporting Information in Game-Based Learning

Edu-games are seen as one of the most promising forms of computer-based ed-
ucation and multiple studies have shown their highly engaging potentials [54,
34]. Nonetheless, there is less support for their educational effectiveness [20, 66,
43]. Many of the existing work did not evaluate the effectiveness of the compo-
nents used in an edu-game. One element of the game that is particularly easy to
adapt and can have a considerable influence on motivation is feedback. Studies
have indicated that in computer-based learning environments, feedback can be a
confirmation of a correct answer or an explanation or recommendation in detail.
Detailed feedback has a greater impact on learning outcomes and motivation
than simple feedback, but this depends on the learners’ attention and ability to
correct their actions [11, 59].

In an attempt to study the effectiveness of hints, O’Rourke et al. gathered
data from 50,000 students and compared four different hint designs based on suc-
cessful hint systems in intelligent tutoring systems and commercial games [52].
Their results showed that all four hint systems negatively impacted performance
compared to a baseline condition with no hints. Authors also suggest that tra-
ditional hint systems may not translate well into the educational game environ-
ment.

Appropriate presentation of the feedback could have a considerable impact on
the effectiveness of the players and can promote deep, meaningful learning [50].
Studies have shown that people learn more deeply when words are presented in
spoken form rather than in printed form [55, 25]. However, they did not suggest
that feedback should always be presented as spoken words. In this paper we
evaluate an approach for comparing text and infographics as process-oriented
feedback and their impact on the user experience and game outcome.
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2.3 Infographics

Information is remembered better when it is supported with pictures [42]. The
use of visual information during learning and instructional processes offers many
advantages. Studies showed that if a text is followed by illustrations, learners
retain information for longer and are more likely to remember it [18, 47, 46, 5,
15, 53]. Infographics are a powerful way to distill and explain complex informa-
tion as a visual narrative and constitute an effective way of communicating data
to decision makers who need high-quality information in a bite-sized and easily
accessible form [41]. Visual embellishments, including recognizable comics and
images make infographics effective and improve data presentation and memora-
bility [7, 9].

Studies show that infographics brings various modalities together in the hope
that they will be understood by a wider audience, regardless of their ability to
learn. Infographics use text and illustrations or images to inspire readers to
better remember the information presented [45]. Following a study by Kay and
Terry [39], they argued that inclusion could be achieved through the use of iconic
symbols, short facts and captions as a means of highlighting relevant important
information in complex documents. Similarly, Knijnenburg and Cherry [40] sug-
gested using comics as a more inviting, understandable and engaging medium
to improve the communication of privacy notices.

Unlike the efforts made to explore the effects of infographics [41, 45], research
on the use of infographics in edu-games has not been studied thoroughly. This
paper showcases the potential of using infographics embedded in an educational
game. We aim to aid users in becoming more familiar with security concepts
of their devices and motivate them to increase their knowledge on the topic.
Our approach is focused on providing efficient process-oriented feedback in the
context of security to help with the understanding of security issues in the smart
home environment.

3 Approach

We designed an educational game that uses infographics as supporting knowledge
in an approach to raise players’ awareness and increase their interest towards
smart home security issues. The learners explore the game levels to interact
with smart devices and answer a number of security questions (see Figure 1).
The provided supporting information helps the players to answer the questions
and gain a deeper understanding of the new security concerns of smart devices.

The game was developed for mobile platforms and has an ordinary person
narrative. At the beginning of the game, the player meets the character “Luca” in
front of his home, who is worried about the security of his smart home devices.
Luca has less understanding of how to configure the smart devices. He asks
the player to help him by searching devices and answering related questions.
The player enters Luca’s home by ringing the doorbell. There are five rooms
in the house, each including two smart devices. Each time the player enters a
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room, a mellow background music is played. The player should tap on each of the
devices to display a question. For each question screen, there is also a hint button
that helps the player to obtain supporting knowledge to answer the question.
After submitting an answer, the game evaluates it and displays a notification.
Eventually, the player is awarded based on the number of correct answers at the
end of the game.

During the game, users have to answer ten questions where each question is
aimed at one smart device. A number of factors were assessed for the selection
of devices. It is essential to have a router in the home network. Since most
devices are connected to the network via an app, we have considered choosing a
smartphone as an intelligent device. We have also selected 6 devices (Smart TV,
IP Camera, Smart Speaker, Smart Thermostat, Smart Lamp, Smart Plug) that
most smart home owners are familiar with. To arouse the players’ curiosity, the
last two devices, Smart Home Firewall and Smart Mowing Robot, were chosen.

Fig. 1. The game helps players to get acquainted with security issues of smart home
devices. Narrative (left), question (middle), and supporting knowledge screens (right).

3.1 Question Scenarios

The selected question for each device is based on the security and privacy con-
cerns that have been addressed as threat models in research and articles in
recent years [69, 58]. Consequently, 10 recommendations have been selected that
are closer to the daily life of the users. Certainly, there is no doubt that the num-
ber of available recommendations is very large. However, all these items must
be taken into account in the device settings. The following is an overview of the
selected questions:
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– Router: Setting up routers might be a tedious task for non-tech-savvy users.
Although companies provide manuals, there is not enough information about
the security issues caused by incorrect settings. Users have difficulties with
understanding the configurations such as setting a secure admin password,
choosing an appropriate protocol to encrypt the connection and utilizing
technologies such as Wi-Fi Protected Setup (WPS) [36]. Consequently, the
router question concerns which setup could help to have a secure router.

– Smartphone: Nowadays, smartphones are very popular and a convenient
means of accessing and controlling smart home devices. Applications are
being developed and are available for download from App Stores. The use of
a fake, unofficial or outdated applications could lead to security problems for
users’ data and also for smart home devices [63]. Hence, we ask the players
how an application could cause a security breach for smart devices.

– Smart TV: New generation of TVs integrate an operating system running
multiple applications and an internet connection, allowing them to offer more
services to users, however this might raise security concerns [4]. Webcam
hacking, tracking problems and outdated software pose threats to user pri-
vacy 1. In this scenario, users are encouraged to examine their understanding
of these security and privacy issues.

– IP Camera: The IP cameras allow users to monitor their properties. It is
easy to set up and does not require complex configuration. Users can also
use an application to access the camera at any time and from anywhere.
These functions are interesting for hackers. Various types of security attacks
on the internet have become a serious threat to the video stream from IP
cameras [17]. Therefore, users are advised to configure a variety of security
recommendations, such as camera passwords, use of up-to-date applications
and video encryption to protect against these threats 2. This question inves-
tigates whether users understand the basic settings of a secured IP camera.

– Smart Speaker: It is easy to neglect that intelligent assistants are designed
to be at the heart of smart home systems. While they allow users to surf
the Internet, they can communicate and control other internet-enabled tech-
nologies at home. Recently, it was discovered that one type of attack allows
hackers to secretly communicate with your device via white noise or YouTube
videos - so they can send text messages or open malicious websites without
the owners knowing [12]. Providing users with information about such harm-
ful attacks helps them to protect their voice assistants from being attacked
unwanted.

– Smart Thermostat: Controlling the smart thermostat via apps on smart-
phones allow the users to raise or lower the temperature remotely. The smart
thermostats could create a gap in privacy and security of smart home net-
works, precisely because they learn about your habits and behaviour. Hack-
ers could attack the vulnerable thermostat and get information about when
users are not home, so they know when to break in without worrying about

1 https://us.norton.com/internetsecurity-iot-smart-tvs-and-risk.html
2 https://www.consumer.ftc.gov/articles/0382-using-ip-cameras-safely
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users returning [26]. Such complex scenarios should be deeply understandable
to users in order to protect their information and properties from attackers.
The aim of this question is to inform users about the risks if someone gaining
access to a smart thermostat.

– Smart Lamp: By connecting a smart lamp to the home network, users can
control the brightness and sometimes change the color of the light from their
smartphone. This provides more advanced features such as connecting the
lamp to an alarm clock or flickering the desk lamp when new messages are re-
ceived. These facilities are sometimes associated with security problems that
could cause health and financial damages [51]. The purpose of this question
is to provide users with recommendations to improve their knowledge to
better decide how to purchase a suitable and secure intelligent lamp.

– Smart Plug: Smart plugs with cloud connection enable users to monitor and
control electronic household appliances from anywhere. To manage them over
the Internet, users should have a cloud account on the manufacturer’s web-
site or application and register the smart plug devices in the cloud service.
However, they may suffer from insecure communication protocols and lack
of device authentication [44]. With this question, we investigate the player’s
knowledge about user profile creation and understanding why the authenti-
cation and authorization of smart plug on the cloud server is important.

– Smart Home Firewall: By connecting smart devices to each other and to
the Internet, smart home applications automate complex household tasks.
Keeping track of the actions performed and controlling data communication
could be confusing for inexperienced users. Rules for firewalls help protect
the home network from malicious attacks as well as controlling the security
vulnerabilities [65]. In this scenario, we encourage players to consider getting
familiar with the firewall and the role of using them in smart home networks.

– Smart Mowing Robot: Mowing robots are becoming increasingly intelligent.
They use GPS information to calculate the desired location and have an
internet connection that enables them to communicate with cloud services
and their applications. This scenario examines the advantages of using VPN
when the user is away from home and wants to access the home network via
a public Wi-Fi hotspot to take control of the smart mowing robot [49].

3.2 Game Procedure

The game consists primarily of the following building blocks:

– Finding devices: Players should find two devices in each room and answer
the following questions regarding these.

– Request help: During the game, players may lack background knowledge to
answer the questions. This event gives users insights about the context of
the smart device and related security issues.

– Feedback of answers: After the player submits an answer, the game displays
the result. If the answer was wrong, the player will receive the correct answer.
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After starting a game session, the avatar will be displayed, expressing his goal
via a textual speech bubble. By tapping on the doorbell, the player goes to the
next state of the game (see Figure 1).

Question: Once the player enters a room, there are two available smart de-
vices. By clicking on one of them, the question screen will be shown. All questions
are multiple choice and the game informs the players while choosing the first de-
vice. On the top of the question screen, the player finds two buttons: The hint
button on the left displays the supporting knowledge about the device’s security,
while the avatar icon on the right explains general game controls (see Figure 1).
The player is directed to proceed to the next room after answering two questions.

Progression: Each play-through consists of 10 questions. Luca’s home will
become more secure, proportional to the number of correct answers. In order to
transfer this concept to the player, 3 open red locks are displayed at the start
of the game. Each of these locks turns into green closed locks after three correct
answers given by the player. With 9 correct answers the player could get 3 green
closed locks.

Supporting knowledge: By clicking on the information icon, the player is di-
rected to the supporting knowledge screen. For the comparison of using text
and infographics regarding their effect on player’s motivation and performance,
either text or infographics are displayed (see Figure 2). The content provided
for the supporting knowledge is exactly the same for both versions. Every ques-
tion includes a different supporting knowledge, separated from other questions.
As for the used infographics, Various symbols have been added to transfer the
concepts to the players and to increase their attention. A caption was selected
for each infographic based on the associated device. For every device, we also
designed symbols that convey basic concepts about device configuration or phys-
ical forms. To express the concept of being secure and insecure, there is a closed
or open lock icon next to the titles or symbols. These concepts were applied to
all infographics. The backyard is considered as the last room. By answering the
two related questions, the player is directed to the reward interface where the
number of correct answers and the corresponding reward are displayed on the
screen.

4 Evaluation

To evaluate our research question, we conducted a between-subjects design user
study with 60 participants. Within the first group (Text-Group), we evaluated
with (n = 30) participants, using descriptive textual background information
in the supporting knowledge screen. The second group (Infographics-Group)
contained also (n = 30) participants, mutually excluded from the first, and in-
troduced infographics instead of text in the supporting knowledge screen. We
conducted laboratory study sessions on the university campus, with one partic-
ipant per session and a duration of 30 to 45 minutes. As a mobile device, we
provided a Google Pixel 2 XL with Android 9.0.
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Fig. 2. Supporting knowledge screen: Infographics (left) and Text (right).

1. The interviewer provided an introduction about the game and security prob-
lems about smart home devices to the player.

2. The player ran the game, entered the rooms and answered related questions.
Play time was measured.

3. After the game was over, the player answered a number of questionnaires.
(a) The first questionnaire contained general questions regarding demographic

information (e.g. age and gender).
(b) In order to measure the usability of the game, the second questionnaire

consisted of the System Usability Scale (SUS) [10].
(c) Motivation of the player was measured by utilizing the Intrinsic Motiva-

tion Inventory (IMI) [48] on a 7 point Likert-scale.
(d) Beside standard questionnaires, we had a number of self-designed con-

text questions. The purpose of these questions was to understand the
backgrounds of the players and their familiarity with smart devices.

4.1 Participants

A quota sampling approach was used to recruit participants for this study in
which the selection was based on mailing lists, social networks, word-of-mouth
and looking for users of smart home devices. Participation was voluntary and
uncompensated. The first group consisted of 30 participants, 9 participants had
a college degree, while 21 completed high school. Among the subjects, 15 people
identified themselves as male and 15 as female. In terms of age, participants
ranged between 18 to 54 years with an average age of 28.9 (SD = 10.25). The
second group consisted of 30 participants, 14 participants had a college degree,
while 16 completed high school. Among the subjects, 15 people identified them-
selves as male and 15 as female. In terms of age, participants ranged between 21
to 44 years with an average age of 30.6 (SD = 6.38).
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5 Results

Statistical analysis was applied to identify possible differences between the two
groups. To determine the impact of infographics on the players, the data from
both groups were compared to each other.

After playing the game, participants were also asked to select all the smart
home devices they own to see which devices are most commonly used amongst
them. It turned out that all participants in the Text-Group owned at least one
smart device in their homes and all of them had a smartphone. Table 1 shows
an overview of the smart devices owned by the participants in the Text-Group.

Table 1. The number of smart devices owned by the participants in both groups

Number of Devices
Text-Group Infographics-Group

Smart TV 25 29
Smart Lamp 12 10
Smart Speaker 9 10
Smart Plug 3 2
IP Camera 2 3
Smart Thermostat 2 1
Smart Mowing Robot 0 0
Smart Firewall 0 0

The calculated mean value of SUS score for the Text-Group was 89.9 (N = 30,
SD = 14.70). The IMI score of Interest-Enjoyment was rated 6.2 (SD = 0.78),
Perceived Competence score was rated 3.4 (SD = 0.1) and Effort-Importance
score was rated 5.6 (SD = 0.97). The average of correct answers was 2.4 (SD =
0.17) and the average play time was 9.27 minutes (SD = 1.36).

In the Infographics-Group, participants were also asked to select all the smart
home devices they own. The results showed that all participants in this group
also owned at least one smart device in their homes and had smartphones (see
Table 1).

The calculated mean value of SUS score for this group was 84.0 (N = 30,
SD = 7.32). The IMI score of Interest-Enjoyment was rated 6.0 (SD = 0.65),
Perceived Competence score was rated 5.8 (SD = 0.39) and Effort-Importance
score was rated 5.6 (SD = 0.84). The average of correct answers was 7.3 (SD =
0.15) and the average play time was 14.77 minutes (SD = 2.89).

The independent student’s t-Tests [64] revealed that the participants in the
Infographics-Group (M = 7.3, SD = 1.15) who received supporting knowledge
in the form of infographics demonstrated significantly better average of correct
answers (t(58) = 11.734, p < .001, Cohen′sd = 3.030) compared to the Text-
Group participants (M = 2.4, SD = 1.70) (see Figure 3).

For average of playing time between two groups, the independent t-tests
indicated that Infographics-Group participants (M = 14.77, SD = 2.89) showed
a significantly higher average playing time (t(58) = 9.441, p < .001, Cohen′sd =
2.438) compared to the Text-Group participants (M = 9.27, SD = 1.36) (see
Figure 3).
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Fig. 3. The number of correct answers (left) playing time (right).

Fig. 4. The score of IMI test (Perceived Competence).

For IMI’s Perceived Competence scores, independent t-Tests showed that the
Infographics-Group (M = 5.8, SD = 0.39) significantly outperformed (t(58) =
12.456, p < .001, Cohen′sd = 3.216) the Text-Group (M = 3.4, SD = 0.1) (see
Figure 4). We did not witness any significant differences in Interest-Enjoyment
(t(58) = 1.317, p = .193), and Effort-Importance (t(58) = 0.237, p = .814) of
IMI between the two groups.

Also, no significant differences in the SUS scores (t(58) = 1.364, p = .178)
between the two groups could be found.

6 Discussion & Limitations

The purpose of this study was to investigate how a particular style of feedback, in
this case infographics, affects the performance of edu-game players in the context
of smart home security. Ultimately, the aim of this experiment was to provide
answers to the comprehensive question: To what extent can infographics as sup-
porting knowledge improve the learning experience of users and make learning
more effective in an educational game in a smart home security context?

Results from the user study indicate that the game has a distinct usability
and players enjoyed playing it, regardless of the difference in the form of sup-
porting knowledge. Furthermore, our results showed high engagement towards
the topic for the people who played the game. Participants were eager to spend
time playing the game in both groups.

Players in the Infographics-Group answered significantly more questions cor-
rectly compared to the Text-Group. We evaluated that users performed better
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when they got infographics as supporting knowledge. Due to high complexity
of the topic, the questions could be considered as difficult for the average user.
However, participants in the Infographics-Group performed reasonably well. This
could indicate that using infographics as supporting knowledge could improve
the performance of players in an edu-game even when the topic is rather difficult
for the average user.

The resulting IMI Perceived Competence scores indicate that reading and
viewing infographics considerably raise the players’ confidence. The IMI (Effort-
Importance) scores also show that the players made an effort to answer the
questions in both groups. However, they were significantly less successful in
terms of performance in the Text-Group. Even though participants were eager
to answer the questions in both games, the infographics scored better. This
could be evidence that not only a difference in motivation leads to the increase
in correct answers, but the technical understanding was actually improved.

Although there was a significant difference in terms of (Perceived Com-
petence), We did not witness any significant difference in terms of (Interest-
Enjoyment) and (Effort-Importance) in the IMI results.

Nonetheless both groups rated very high absolute scores for these subgroups.
This indicates that both versions managed to foster intrinsic motivation and raise
players’ interest and effort towards the topic regardless of the form of supporting
knowledge.

Many of the game questions were selected from the security content which
are available on web pages and users may read them throughout their daily life.
It should be stressed that understanding the wording and sentences of questions
could also affect the results. Based on performances of the players and their
comments after the experiment, we found out that the difficulty of the ques-
tions were perceived differently between participants. Therefore, for the future
we suggest to designing questions and creating levels based on complexity and
difficulty of the topic. Users’ playing time on average was observed significantly
higher in the Infographics-Group than the Text-Group. One could argue that the
difference in play time has an effect on the learning experience of the players.
Although this might be true, nonetheless, it could indicate that the users would
spend more time on the information if it’s visualized with infographics rather
than text which further will lead to a better learning experience. For future re-
search, we suggest implementing a fixed time period for all conditions in which
the player can access the supporting knowledge in order to focus more on the
evaluation of the provided supporting knowledge and minimize other possible
effects on the learning experience.

The game was characterized as a simple quiz-genre type, thus other game
genres could be evaluated to extend the findings within different game genres.
Our approach was aimed to help users gain more knowledge on how to make
specific security decisions and raise their awareness towards smart home security
issues. This knowledge can later help players to make more informed decisions
while configuring and setting up their smart home environment. One should keep
in mind that it is crucial for educational games in the context of privacy and
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security to be updated regularly based on recent changes and updates to provide
the latest information on the topic.

While these results present some significant steps forward in the investigation
of using infographics as supporting knowledge in the context of smart home se-
curity, there are still some limitations that should be addressed. This experiment
investigated how well a person performed in answering a question in an edu-game
environment when they received two different feedback interventions. Although
significant differences in performance between the conditions were found, there
was no direct measurement of long-term learning after training. Furthermore, in-
dividual difference factors such as playing experience or learning type as well as
the background knowledge can also lead to differences in players’ performance.
Although the question criteria used in this experiment were carefully calibrated
from many research materials, they were limited to 10 items. It is possible that
these criteria were still not specific enough. To understand the full impact of
different approaches in game-based learning, future research needs to examine
its potential effects in terms of alternative types of instructional support, as well
as possible differential effects of timing (e.g., near real-time, delayed).

7 Conclusion & Future Work

This paper presents a novel approach to facilitate awareness and motivation
as well as enhancing learning experience in an educational game by using info-
graphics as supporting knowledge. We present a game that increases the intrinsic
motivation of users and gives them more self-confidence in terms of the smart
home security concerns. Our study shows that the adoption of infographics as
supporting knowledge helps users to gain a better understanding of the complex
context during the game and allows the players to produce a more engaging out-
put. Our game has shown great potential in terms of usability and, according to
most players, can be used to educate people about smart home security concerns.
The extent to which users can remember the solutions and security recommenda-
tions remains a question for future work. Based on the results of this evaluation,
we will attempt to assess the learnability of the topic through the game and the
knowledge progress of the users by means of pre- and post-questions and addi-
tional smart home devices, questions and problems. The impact of the graphical
elements used in the infographics for the purpose of privacy and security learning
is also a topic for the future work.
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ABSTRACT
While smart home devices are spreading rapidly, the privacy and
security of users are key concerns. Many users struggle in acquiring
and applying security recommendations to protect against mali-
cious behavior in smart home systems, which can cause users to lose
interest in this topic. Game-based learning is a powerful practice
to increase the motivation of users in an entertaining and intu-
itive way. In this paper, we explore the effect of game premise on
user’s motivation and performance in an educational game. We
designed a game with the aim to enlighten users about smart home
security challenges. We developed two versions of the game with
opposing game premises, a good and an evil, and compared them
in a between-group experiment. The results show high motivation
ratings in both versions of the game towards solving smart home
security problems. However, there are no significant differences
between the opposing game premises.
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• Security and privacy→ Usability in security and privacy; •
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1 INTRODUCTION
With the advancements in technology and popularity of the inter-
net, the number of internet-connected devices at home is growing
rapidly [43]. These digital devices can communicate with each other
and create a smart home environment by providing innovative and
smart services to the users [2]. Researches have been looking at
the concept of smart home since the late 1970s, but since then, the
concept of home automation and the expectations of the user’s
from smart homes has changed drastically [12, 30]. Along with this
rapid development, the security and privacy of users has always
been a major concern. This issue can be partially solved by the
improvements in the design of the security settings of smart home
devices, nevertheless, that still leaves users with a great amount of
responsibility to protect their sensitive data. Many users struggle
to adopt and configure the security settings of their smart home de-
vices due to the complexity of the topic. As users are overwhelmed
with the daily updates and changes regarding privacy and security
as well as the ever-expanding spread of security news and journals,
it has become increasingly difficult for non-tech-savvy users to
understand and apply security guidance.

Game-based learning has been a commonmethod used to sustain
motivation in learning for many decades [18, 25, 26, 31]. Educa-
tional games (edu-games) have the ability to help users learn about
complex topics by using the entertaining nature of games which can
serve as a powerful educational tool to motivate players. The learn-
ing process in edu-games is situated, where users can learn through
experience and solve the problems in different stages through crit-
ical thinking. Games have long been recognized as an effective
and appealing educational strategy to teach about various topics
in the field of computer security and privacy [16, 23, 41]. In every
digital game, there are multiple elements which provide context
to the game. The premise of the game is one of these elements. In
common parlance, premise is understood as “a statement or an idea
that forms the basis for a reasonable line of argument” [37]. In the
context of games, premise refers to the core of the story [20]. It is
the main theme of the game which stays the same throughout the
game. To date, several studies have investigated the effectiveness of
digital game-based learning [3, 5, 8, 17, 42]. Nonetheless, research
on the role of the game premise on player’s motivation and learning
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are rather limited. The aim of this paper is to provide insights into
the influence of good and evil game premises on users’ motivation
and learning procedure in an edu-game about smart home security.
Using a between-subjects design, we attempt to answer the follow-
ing research questions: Can we measure a difference in motivation
or learning progress between opposing game premises?

Our preliminary results shows no significant differences between
the good and the evil game premise.

2 RELATEDWORK
Previous research has investigated the privacy and security chal-
lenges of smart homes [10, 35, 46] and suggested possible recom-
mendations to protect users [28, 38]. Such recommendations are
most effective when considering the knowledge of the end-user
about this topic. There are several studies on users’ awareness
regarding the risks of smart home devices [7, 32] which pointed
out various misconceptions on the user side. These studies show
that users are unaware of, and do not understand, many poten-
tial privacy threats and consequences. Previous research on smart
home users also focused on usability issues such as installation,
motivations and use cases, as well as control and automation inter-
faces [15, 44]. In our work, we selected smart home security content
that is shared by most users. For example, incorrect security set-
tings which can cause significant harm to user privacy because
they do not have sufficient knowledge.

Game-based learning benefits from using interesting narratives
and competitive exercises to motivate players to engage with spe-
cific learning targets [1]. Various studies have assessed the use
of educational games to raise users’ awareness and teach them
about privacy and security [19, 33]. In our previous work [45], we
designed a humorous decision-making game to help users better
understand the consequences of applying security changes on a mo-
bile device and found that our game-based approach was successful
in engaging and raising user awareness. Sheng et al. [40] designed
an online game to educate users to avoid phishing attacks. Their re-
sults showed that the game was effective in educating user’s about
phishing and other security attacks. Researchers also reviewed ap-
proaches to cybersecurity education [27, 29]. Compte et al. [34]
analysed a number of serious games for information security and
gave observations and suggestions for designing serious games in
the context of cybersecurity education. Chen et al. [11] presented a
desktop game to change users’ cybersecurity behavior by translat-
ing self-efficacy into game design and found that users’ confidence
in tackling security issues was improved after playing the game.

Many researchers have explored the effectiveness of games for
increasing cybersecurity awareness, however, they mostly focus pri-
marily on the entertainment and engagement aspects of games [4,
27]. In a game-centered design, the formal elements of a game (ob-
jectives, procedures and mechanics) limit the actions of the players.
Furthermore, games are also emotional experiences that challenge
players to achieve their goals. Dramatic actions such as charac-
ter, premise and story create a fascinating game experience [21].
Identifying the player with a character or an avatar can facilitate en-
gagement and subsequent learning through games [13]. Moreover,
Fullerton [20] defines that premise is a way to create engagement
and gives context to the formal game elements. Many games would

be too abstract without a dramatic premise for the players to be
emotionally integrated into their outcome [20]. Our approach con-
tains two different versions of premise, namely good and evil. The
players could either be a good person and save the smart home sys-
tems or an evil person trying to learn how to hack them. Grudpan
et al. [24] explored the effect of game premise on player motivation
and engagement with the game. Their results showed that the game
premise significantly influenced the players’ intrinsic motivation
and their engagement with the game. In our work we conduct a
comparative study to find out the influence of two opposing game
premises on the motivation and performance of players.

3 GAME DESIGN
The game was developed for mobile platforms and includes two
separated, opposing narratives called SaveMyHome andHackerWar
(see Figure 1). By playing Save My Home, players meet the character
Luca in front of his home, who is worried about the security of his
smart home devices. He asks the player to help him by searching
devices and answering related questions. This version serves as
the good game premise. Contrary to that, the player encounters
an anonymous hacker on the street in Hacker War. He asks the
player to help him intrude into one of the neighbors’ houses and
earns money. This game version serves as the evil premise. We
have considered two characters with opposing attitudes. In order
to enrich the environmental effect, we adjusted the background
music and sound effects respective to the chosen premise. In both
versions, same game procedure and mechanics were used.

Figure 1: The game consists of two opposing premises, the
good Save My Home (left) and the evil Hacker War (right).

3.1 Procedure
The game aims to introduce an innovative way of tackling recent
security issues of smart home devices, by allowing users to see
themselves in a simulated smart home environment. It consists
primarily of the following building blocks:
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Figure 2: Question screen: Save My Home (left) and Hacker
War (right).

• Finding devices: The game contains five rooms, each con-
sisting of two smart devices. Players have to tap on these
devices and answer their corresponding question.

• Request help: Users can use the supporting knowledge pro-
vided in the game in order to get more insights about the
context of the smart device and related security issues.

• Feedback of answers: After the player submits an answer,
the game displays a meaningful message. If the answer was
wrong, the player will be notified about the correct answer.
Eventually, the player is awarded based on the number of
correct answers at the end of the game.

3.1.1 Introduction. After starting a game session, the respective
avatar (home owner or anonymous hacker) will be displayed, ex-
pressing his goal via a textual speech bubble (see Figure 1). The
avatar further explains the game mechanism to the player. By tap-
ping on the door bell in Save My Home or touching a window in
Hacker War, the player starts the game.

3.1.2 Progression. Independent from the narrative, each play-through
consists of ten questions. Within Save My Home, Luca’s home will
becomemore secure, proportional to the number of correct answers.
In order to transfer this concept to the player, three open red locks
are displayed, which are changed to green closed locks after three
correct answers respectively. Regarding Hacker War, the same set
of questions is asked, only differing in the phrasing, since they stem
from the hacker. After each three correct answers, the player gets
a golden dollar sign.

3.1.3 Question. By tapping on each smart device, the question
screen will be shown. All questions are multiple choice. On top of
the question screen, the player can find two buttons: The help but-
ton on the left displays background information about the device’s
security, while the avatar icon on the right explains general game
controls (see Figure 2). Within each room, the player is directed to
proceed to the next room after answering two questions.

3.1.4 Request help. By tapping on the information icon, the player
is directed to the related help screen which includes infographics.
Various symbols have been used to transfer the concepts to the
players and to increase their attention. E.g., the unlock icon sym-
bolizes insecure action or meaning. This concept was applied to all
infographics (see Figure 3).

3.1.5 Completion. At the end of the game, the player is directed
to the scoring interface. The number of correct answers and the
corresponding reward are displayed to the player.

Figure 3: Help Screen: Router (left) and Smart TV (right).

4 EVALUATION
We evaluated the effect of the opposite game premises with (𝑛 = 30)
participants, equally distributed into two groups, in a between-
subjects lab study. The study sessions were held on the university
campus, with one participant per session and a duration of 30 to 45
minutes. As a mobile device, we provided a Google Pixel 2 XL.

Before starting the game session, the interviewer provided an
introduction about the game and security problems about smart
home devices. The participants then played the game and answered
all the questions. Play time was measured by the interviewer. After
the game, the player answered a number of questionnaires. The first
questionnaire contained general questions regarding demographic
information and experience with smart home devices. To measure
the usability of the game, the second questionnaire consisted of
the System Usability Scale (SUS) [9]. Motivation of the player was
measured by utilizing the Intrinsic Motivation Inventory (IMI) [36].
The IMI has been used in research focused on intrinsic motivation
and self-regulation in diverse fields such as computer activities and
training and focuses on different dimensions like Interest-Enjoyment,
Perceived Competence and Effort-Importance.

4.1 Participants
The study consisted of 30 participants, where 14 players had a
college degree, and 16 completed high school. Among the subjects,
15 people identified themselves as male and 15 as female. In terms
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of age, participants ranged between 21 and 44 years with an average
age of 30.6 (𝑆𝐷 = 6.38).

4.2 Results
When asked about their smart home device usages, we found that
all of our participants had at least one smart home device and all
owned a smart phone. From the standardized questionnaires, we
learn that both game versions, Save My Home and Hacker War
can result in comparably good usability and motivation ratings.
Regarding usability, Save My Home has a mean SUS score of 84.2
(𝑆𝐷 = 8.99) and Hacker War of 87.5 (𝑆𝐷 = 4.90). This indicates an
above average usability score for both versions with no significant
difference (see Table 1).

In both groups, the IMI Questionnaire shows high ratings for all
the sub-scales. For Save My Home, IMI score of Interest-Enjoyment
was rated 5.84 (𝑆𝐷 = 0.76), Perceived Competence score was rated
5.67 (𝑆𝐷 = 0.4) and Effort-Importance score was rated 5.3 (𝑆𝐷 =
0.70). For Hacker War, the sub-scale Interest-Enjoyment was rated
6.08 (𝑆𝐷 = 0.51), Perceived Competence score was rated 5.91 (𝑆𝐷 =
0.34) and Effort-Importance score was rated 5.8 (𝑆𝐷 = 0.92). The
data show no significant differences between the two game versions
on any of the sub-scales or aggregated scores (𝑝 > .05) (see Table 1).

We measured the players’ correct answers for each session to
evaluate performance of the players. Players in Save My Home had
an average of 6.9 correct answers per session (𝑆𝐷 = 0.13). Similarly,
in Hacker War, players’ average of correct answers was 7.1 (𝑆𝐷 =
0.17). This data also did not show significant differences between
the two versions (𝑝 > .05). The play time for all the players was
also calculated. The average play time for Save My Home was 14.6
minutes (𝑆𝐷 = 3.38), and for Hacker War 14.93 minutes (𝑆𝐷 = 2.42)
which show no significant differences in play time.

Table 1: Independent Samples T-Test

t df p Cohen’s d
SUS 1.260 28.000 0.218 0.460
Correct Answers -0.597 28.000 0.555 -0.218
Play Time 0.311 28.000 0.758 0.114
IMI-Enjoyment 1.029 28.000 0.312 0.376
IMI-Competence 1.798 28.000 0.083 0.657
IMI-Importance 1.641 28.000 0.112 0.599

5 DISCUSSION AND LIMITATIONS
In this study, we set out to understand the impact of opposing game
premises on user’s motivation and performance by comparing a
good game premisewith an evil one.We used two standard question-
naires (SUS and IMI) to evaluate the game’s usability and players’
motivation to compare our two conditions. We found no evidence
for a difference between the opposing premises, regarding their
similar SUS and IMI scores. This finding suggests that a good or an
evil game premise do not differ from one another in terms of influ-
encing players’ performance and motivation. Results from the user
study indicate that both versions of the game have distinct usability
and participants enjoyed playing them. Regardless of the premise

of the game, the participants’ interest in playing the game was high
and both versions of the game were successful in motivating users
to learn about the security of smart homes. In line with the previ-
ous literature, participants found our game a useful and motivating
tool to learn about security recommendations [22, 39]. The results
of the SUS showed high usability ratings [6] for the two versions.
Nonetheless, no significant differences were found. This might be
attributed to the game mechanics and procedure which were the
same in both versions. The resulting IMI (Effort-Importance) scores
show that the players were eager to play the game and made an
effort to answer the questions in both game versions. Users’ rating
for all the three sub-scales of the IMI Questionnaire were positive
and supporting. Still, no significant differences was identified be-
tween the two versions in any of these sub-scales. The good and
evil game premises did not differ in influencing user’s performance.
In both versions, participants correctly answered approximately
on average 70% of the time. Regarding the play time, participants
in both groups on average spent a similar amount of time to run
through the game. The time experience is not only tied to the game
time relation and to the challenges provided by the game, but also to
the relation between game difficulty and player ability. By looking
at the calculated playing times and the number of correct answers,
it became apparent that the game challenges matched the skills of
the players. According to the flow framework [14], if the challenges
match the player’s abilities, the player will better enjoy the game.

Although the good and the evil premises had a clear distinction,
in both versions, the player has the role of a helpful person. This
feeling of helpfulness might convey a “good” premise despite the
game version. Moreover, the game premise was distributed at ran-
dom among the participants. While the results suggest that both
versions are equally playable, different premise versions are likely
to have varying effects on different player types. Using the insights
gathered from this initial pilot study, we are looking forward to
conduct a fully-fledged field study that investigates the relation of
player type and adaptive game premise within the context of usable
security education. Further, we think it would be helpful to use an
iterative design process in order to make sure that players connect
with the narrative [11].

6 CONCLUSION
In this paper, we investigated the effect of game premise on user’s
motivation and performance in an educational game. We presented
two versions of an edu-game with opposing game premises, a good
and an evil, to inform users about smart home security andmotivate
them to learn about this topic. Our results showed high usability
and motivation ratings for both game versions. However, we found
no significant differences between the opposing game premises.
Participants enjoyed playing the game and found both versions
useful and motivating. Our findings could provide useful insights
for researchers, game designers and security experts to consider
the influence of game premise and its motivational aspects.
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Advances in speech recognition, language processing and natural interaction have led to an increased industrial and academic interest.
While the robustness, vocabulary, adaptability and usability of such systems are steadily increasing, speech-based systems will remain
susceptible to recognition errors. This is commonly due to the vastly noisy input format, consistently exposed to varying hardware
quality, background noise and the large spectrum of voice characteristics – making intelligent error handling of utmost importance for
the success of those systems. In this work, we evaluate (𝑁 = 34) the user experience of optimal error handling (given that optimal
decisions can be found) versus traditional, repetition-based error handling, situated in a voice-controlled video game. Our results
indicate that implementing error handling can improve the usability of a system, if it follows the intention of the user. Otherwise, it
impairs the user experience, even when deciding for technically optimal decisions.
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1 INTRODUCTION

Voice user interfaces (VUIs) are gaining more and more attention in recent years due to the intuitive nature of their
interaction. Speaking is a natural way of communication amongst humans and people find it easier to interact with
technology that resembles some of their own characteristics [10]. Voice input is now a feature in many devices such as
mobile phones, cars, and home assistants. In their early days, VUIs were designed for handling few specialized tasks [47],
but due to the advancements in the technology, they now can have a broad range of capabilities in performing various
functions in different settings. Current VUIs are used for various purposes such as smart home control, scheduling,
navigation, education, and entertainment. The technical aspects of the VUIs, as well as their usability and user experience
(UX), have been the subject of extensive research in the recent years [15, 17, 19, 35, 36].
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In order to integrate speech recognition, developers need to have a large repository of collected voice data so that the
system has enough information to process different inflections and variations in different voices. If the product is aimed
at the global market, different languages, accents, and dialects need to be considered to assure a better recognition
system. On top of that, different forms of phrasing for a single command should be incorporated to allow for a more
natural experience, underlining the issue that designing a satisfying experience with speech-based systems is a complex
and difficult process.

Although this technology is steadily improving in various aspects, speech-based systems are still prone to recognition
failures. Several elements such as hardware limitations, background noises and language barriers make designing voice
interfaces a very complex and time-consuming task. Researchers believe that problems with speech recognition and
limited functionality are the main reasons for disliking or not using voice systems [26]. Users have frequently reported
that they find voice interaction disappointing or embarrassing, which lets such systems appear as unintelligent and
immature [4, 12, 26, 33, 40]. This makes error handling a critical part of designing VUIs, not limited to situations in
which the system does not understand the user’s command, the given command is out of context, or the command is
misunderstood [30]. Several different guidelines for designing fallback strategies have been proposed, such as asking
the user to repeat the command, redirecting the user to the tasks that the system can support, or presenting user
options to correct their commands [8, 30, 43]. In some cases, the voice assistant (VA) falls back on humor in response to
complex conversational input and commands that cannot be handled otherwise which might be seen as sarcastic or
entertaining [48].

Recently, this technology has gained considerable attention in the entertainment industry and video game companies
have been adopting voice-activated services to their games. As speech recognition technology is improving rapidly and
the number of available microphones in consumer gaming devices is growing everyday, it leaves a great potential for
using VUIs in games [1]. This allows voice-control to be used as an appealing and intuitive feature in video games
to enhance the experience of the players. Speaking is a natural and enjoyable way of interacting which can increase
social presence within the game and make them more immersive. With the release of Microsoft Kinect in 2010, Xbox
games in various genres such as Mass Effect 3 [23], FIFA 14 [22], Forza Motorsport 5 [54], and Ryse: Son of Rome [20]
took advantage of the voice interaction that was provided by Kinect. However, in most cases, voice input is an optional
feature and not a core element of the game design. Voice-activated games attempted to provide natural language input,
but this experience has been frequently described as “uncomfortable” and “awkward” by players [21].

Speech-controlled video games and especially error handling have been under-investigated in academic research [4,
14]. On this basis, we designed a voice-controlled video game with the aim of investigating user experience with two
different error handling methodologies. In this game, players control the game protagonist using voice commands. A
between-subjects user study was conducted to compare optimized error handling with traditional repetition-based error
handling within the game. In the control group, the game would notify the player of the recognition failure so that the
player could repeat the command once again. With optimized error handling, if a command was not recognized, the
game would perform a locally optimized action in respect to goal completion and obstacle avoidance without notifying
the player about the recognition failure.

In this study, we pursue the following two research questions:
RQ1 Does implementing optimized error handling lead to a measurably improved usability in speech-based video
games?
RQ2 What are the effects on user experience if error handling mechanisms decide for unintended actions?

Based on our design space and the existing literature, we developed the following hypotheses:
2
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• H1: Participants will observe a lower number of recognition errors in case of optimized error handling.

• H2: The optimized error handling is preferred by participants.

Our results showed significantly higher usability ratings for the optimized error handling, as well as a significantly
lower number of perceived errors for this condition. Furthermore, this study contributes useful insights and implications
on the user experience with recognition error handling in speech-based systems, most importantly the users’ aversion
to error handling that opposed their intention – even in cases of goal-directed and optimized solutions.

2 RELATED WORK

Since the early success of voice and gesture in an interface with the “Put that There” system [9], voice user interfaces
have been largely investigated by researchers in the field of HCI. In this section, we provide a summary of the previous
literature on speech-based systems, voice interaction in video games, and complication with VUIs.

2.1 Research on Speech-Based Systems

Developing speech-based systems requires techniques, methodologies, and development tools that are capable of flexible
and adaptive interaction, bearing in mind the need of different user groups and different environments [55]. In recent
years, natural language processing (NLP) has become much more sophisticated and reliable [13]. Apart from technical
development, interaction research tackled multitudes of novel voice interfaces, investigating how people use these
devices and how they respond to different kinds of speech from computers [4, 7, 17, 32].

Speech-based systems have been evaluated for various purposes and professional fields. In the medical domain,
Austerjost et al. presented a VUI for controlling laboratory instruments [5], while Miehle et al. presented a concept
for voice assistants (VAs) as a support in surgical operating rooms [38]. Zargham and Bonfert et al. [60] investigated
voice interaction in a single-player VR game where they compared a version of the game in which the players could
talk to multiple characters using natural language to a version where they verbally interact with a single character.
The study showed that the participants preferred conversing with a group of interlocutors, found it more entertaining
and felt like being part of a team. Another prominent application area resides in teaching. Jung et al. [27] developed a
voice-controlled educational game to teach children computer programming, concluding that their game led children to
be more immersed in the game and understand the elements of programming with ease and confidence. Winkler et
al. [58] compared groups who either used a human or a VA tutor when solving a problem. Their results indicated that
groups interacting with VA showed significantly higher task outcomes and higher degrees of collaboration quality
compared to groups interacting with human tutors.

Although the functionality and ease of use of VUIs are frequently researched and enhanced, research suggests that
the reliability of these systems is not more important than their attractiveness [59]. In a study by Lopatovska et al. [31],
the authors explored user interactions with the popular VA Amazon Alexa. They report that people were still satisfied
with the system even when Alexa did not produce desirable outcomes. Authors suggest that the UX might be more
important to the users than the quality of the output.

One particular challenge with VUIs is that it can lead to unrealistic expectations from the system’s intelligence, what
it can do, and how well it can keep a natural and fluid conversation [35]. Users tend to test the capabilities of VUIs by
asking different questions and in many cases, their expectations tend to exceed the agent’s capabilities [32, 34]. In a
study by Lovato et al. on children’s experience with Siri, authors found that children predominantly ask Siri personal
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questions, to get to know the agent and test its potential [32]. When users initial expectations from such systems are
not met, it can lead to disappointment and a generally negative experience [47].

Overall, a great deal of the design research is focused on narrow application areas and specific interface components.
This in turn leads to the lack of more generalizable design guidelines [16]. In our work, we seek to advance the state of
the art by exploring methodologies of recognition error handling.

2.2 Voice Interaction in Video Games

The intuitive nature of voice user interfaces allowed them to become an increasing trend, not only in an assisting
function within smart homes, phones or cars, but also for the advancement of mechanics within the entertainment
industry. Although the rate of VUI studies has increased in recent years, research on voice interaction in games –
those where voice control has a fundamental role in the game – is rather limited [14]. Using alternative means of
interaction for games such as voice can not only expand the possibility space for novel in-game mechanics, but can
also be especially important for users with disabilities, where traditional controls are not feasible [57]. Other human
modalities can be combined together with speech to optimize players’ performance and overcome the drawbacks of
using only speech [42]. Nonetheless, there are still essential aspects and questions regarding voice interaction in games
that have gone largely unexplored [4].

Voice interaction in video games is rather distinct from the other contexts. Research shows that in-game voice
commands are associated with a sense of taking on a character in the game’s world [3]. Allison et al. suggest that
voice interactions which creates a conflict with the social world can impede the player’s engagement with the in-game
world [4]. Early research on voice interaction in digital games roots back to the 1970s, where VoiceChess, a game which
could support standardized chess instructions using a speech recognition system, was developed [1, 51]. Since then,
numerous video game titles have embraced the use of voice as input. In a successive study by Allison et al., the authors
surveyed 449 video games and 22 audio games in which players use their voice to affect the game state [2]. They
observed that academic research has focused on a narrow subset of design patterns, especially pronunciation, and
suggest game designers to consider non-verbal forms, which have proven to provide enjoyable game experiences with
fast and discrete input possibilities [24, 44, 53, 56]. A number of studies have investigated non-verbal voice input to
control the game using volume and pitch [44, 53, 56]. In essence, this modality can offer faster and discrete input
compared to a speech-based interaction [24]. Some popular video games that have used non-verbal forms of voice
interaction are mobile games such as Scream Go Hero [29], Rock Band [25], and Chicken Scream [46], which use volume
and vocal pitch as an input to control the game’s character.

Although there are plenty of examples of video games that use speech-based voice interaction, those which use
non-verbal forms of voice input have been more successful. The reason behind the success of such games is that they
avoid recognition errors entirely [2, 3]. However, due to the limited controls, these games are usually restricted to
relatively simple mechanics. In this work, we simulate an environment that enables fast and reliable calculation of
technically optimized actions so that gaps in recognition can be handled and the resulting experience investigated.

2.3 Complications with Voice Interaction

A large portion of research about voice interaction is concerned with speech recognition and its accuracy rates [2].
These systems are commonly trained with a large sample of voice data, connected with ontologies and knowledge
graphs, in order to identify and understand users’ commands and respond with a reasonable and satisfying answer [30].
Nevertheless, the given commands by the users can be fuzzy, personal, and complicated, resulting in the system not
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being able to understand them, which is not likely to be overcome by soft- or hardware advancements in recognition
alone. To conquer the difficulties inherent in processing the commands, users usually need to put more effort on
formulating the command so that it is recognized by the system. When interacting with a VUI, users often speak
differently than they would speak to a human. Many expect natural language not to be understood by such systems
and adapt special communication strategies therefore. Reducing the talking pace, re-formulating command sentences
and physically relocating themselves and/or the system are popular observable patterns when users are confronted
with recognition errors [26]. Jentsch et al. observed that users took a considerable amount of time to formulate their
prompts before commanding them to a VUI [26]. In their study, authors also witnessed that even when the users are not
instructed to use keywords, they are still likely to restrict themselves to a set of words or commands when addressing
a speech assistant. This has led users to refrain from speech-based systems to perform difficult tasks. In a study by
Lugar et al. [34], authors interviewed frequent users of conversational agents and found that the study participants did
not trust the system to do complex tasks – like writing emails or making phone calls – down to an apprehension that
the system would not get the task done correctly. Authors also note that the interaction with the agent was generally
considered as a secondary task.

On the other hand, when errors occur, the system should give an appropriate response. In her book about designing
VUIs, Cathy Pearl suggests that, if the error handling is done well, it will not derail users and you can get them
back on the track and have them successfully complete a task [45]. If it’s done poorly, not only the user will fail to
complete a task, but they actually might refuse to use the system again. Although the technical aspects of VUIs have
been largely investigated, researchers agree on the stance that the user side of speech interaction is relatively less
explored [6, 16, 39, 41]. Above that, language barriers pose a further common problem with VUIs. A study by Pyae et al.
showed that VUIs are easier to use, friendlier and potentially more useful for native English speakers than non-native
speakers [50]. The complex and expensive process of implementing a reliable speech-based system, impels researchers
in this field to often use a Wizard of Oz approach [28, 37].

Eventually, technical limits, unnatural assumptions, and lack of faith in the system’s technological capabilities still
make up the major reasons for users’ reservations against using VUIs. In our approach, we focus on overcoming innate
technical limits of speech recognition with optimized error handling and examine the impact of this intervention on
the perceived intelligence, appraisal and usability of the system.

3 PROTOTYPE DESIGN

To evaluate our hypotheses, we designed and implemented “Listen, Sparky!”, a speech-controlled arcade game. In this
game, players are in control of the sheepdog “Sparky” who has to guide a sheep throughout restricted courses and keep
away hazardous encounters. Using speech-controlled commands, players impersonate a shepherd that gives directions
to his sheepdog. The game consists of eight levels. In every level, players have to safely navigate and return the sheep
that escaped from a meadow, up to a designated goal location (gate).

The first four levels of the prototype served as a tutorial. In these, players were taught about the game controls and
the commands to use. Every level would introduce one new command to the players with the exception of the fourth
level that would introduce two commands. The participants were able to access an overview of the available commands
at any time in the game menu (see Figure 1). After going through the first two levels, a hostile wolf character was
introduced that threatened the survival of the escorted sheep. If the sheep would get too close to the wolf, the level
failed and had to be restarted. With increasing progression of the levels, the challenge of the game would similarly
increase. For instance, in the early levels, the wolf is standing still and does not move and the player has to simply
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Fig. 1. Voice commands making up the core game controls, assessable anytime during gameplay.

avoid those areas of the game. In higher levels, the wolf would start moving or even chase the sheep to make the game
more demanding for the player and enforce quick acting. At the end of each level, the game would display a screen
indicating that the level was successfully completed while presenting performance feedback throughout a classic star
rating system (see Figure 2).

In order to start the speech recognition and have Sparky listen to the commands, players had to press and hold the
spacebar. As long as the space bar was pressed, the default computer microphone was used to record the players’ voice.
If the space bar was released too fast, the system would not process that command.

While holding the space bar, the player’s voice input was recorded, processed and (if possible) interpreted as one of
the following actions:

• "Walk towards": Sparky walks straight towards the sheep, navigating the sheep to the same direction.
• "Flank Left": Sparky flanks the sheep from the left side, navigating the sheep to the right side (relative to the
fixed view angle of the participant).

• "Flank Right": Sparky flanks the sheep from the right side, navigating the sheep to the left side.
• "Back": Sparky goes back to the position where it began the level.
• "Bark at wolf": Sparky moves towards the wolf and barks. This results in paralyzing the wolf for some seconds
and making it harmless to the sheep.

For every action, we trained the system to accept multiple phrases to perform that action. For instance, if players
wanted to command Sparky to “flank right”, they could also use phrases such as “go right!”, “right side” or “move right”.
If a command was recognized by the voice recognition system, Sparky would execute the corresponding command. If no
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Fig. 2. Feedback screen: After completing each level, the players would receive a star rating based on their performance.

matching command was found, the system would consider that as a failed attempt. In such cases, the game would refer
to the error handling system based on the respective experimental group. In order to evaluate different error handling
methods, we needed to ensure that at least a few instances of recognition failure would occur. To achieve this, both
game versions were programmed to have a minimum overall error occurrence of 15% after the first 10 commands. This
means, if a player managed to get lower than the target error rate, the next request was intentionally misrecognized by
the system.

The environment of the game and the game logic have been built with Unity 3D1. For speech recognition, the Google
Cloud Speech-To-Text service2 was used. The requests were directly sent to the Google services. We chose this service
as it does not require any native library to run and makes the prototype compatible to any available platform. We
created builds for Windows, Mac OS and Linux.

4 EVALUATION

4.1 Study Design

We conducted a between-subjects design user study with (𝑁 = 34) participants to compare and evaluate our two
conditions. In the control group, 17 participants played a version that employed traditional error handling, i.e. in the
case of non-recognition, the character would not react but only indicate that the command was not recognized by
1https://unity3d.com/unity
2https://cloud.google.com/speech-to-text
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Fig. 3. In the control group, when a command is not recognized, the game displays question marks over Sparky’s head.

displaying some question marks above its head (see Figure 3). In the intervention group, 17 players which were mutually
excluded from the first group, played a version that implemented optimized error handling, based on the underlying
game state. In effect, if a command was not recognized, the game would perform a locally optimized action regarding
goal completion and obstacle avoidance without letting him/her know that the recognition failed.

Among both conditions, levels, game environment, and mechanics remained equal, leaving the error handling method
as the single manipulated variable. Group assignment was pseudo-randomized between two equally distributed groups.

Participants were asked to play all eight levels of “Listen, Sparky” – yet, if they became stuck on a specific level after
multiple tries, they were allowed to skip it. The execution took place on the subjects’ own PC or laptop device. Before
every session, the experimenter made sure that every player had a functional microphone to use for the game.

4.2 Procedure

Every experimental session was held remotely via video calls, where the experimenter recorded verbal statements and
in-game observations while providing assistance in cases of complicacy. Before starting the session, participants were
briefly informed about the experiment procedure. Although the game contained an explanatory tutorial, the interview
conductor would shortly explain the game and the controls. After the participants gave informed consent, they would
share their screen with the experiment conductor. Participants would then play through the game in either one of the
two conditions. After finishing the game, participants completed the post-exposure questionnaires. At the end of the
session, we held a short semi-structured interview with each participant. Each session took approximately 40 – 50
minutes with an average of 18.4 minutes game-play time (𝑆𝐷 = 5.16).
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4.3 Measures

In order to evaluate our hypotheses and to understand how players experience the error handling in both conditions,
we used standardized questionnaires to assess the player experience and the perceived usability of the system. Our
post-exposure questionnaires included demographic questions, the System Usability Scale (SUS) [11], as well as the
Player Experience of Need Satisfaction (PENS) [52] throughout the subscales of Competency, Autonomy, Relatedness,
Presence/immersion, and Intuitive controls. Additionally, we recorded a series of customized questions regarding their
experience with the game. These were executed via 5-point Likert scales and concerned the extent with which Sparky
behaved as the participant expected him to do so, Sparky’s perceived intelligence and the overall experience with the
game. Above that, players were asked to estimate the approximate number of commands that were not recognized, and
to explicate what Sparky did when the commands were not recognized by the system. We concluded the session with a
brief, semi-structured interview to further evaluate qualitative aspects of player experience, usability, and individual
preferences for both conditions. The experiment and interview were recorded acoustically and transcribed for later
analysis.

4.4 Participants

A quota sampling approach was used to recruit participants for this study in which the selection was based on mailing
lists, social networks, word-of-mouth and gaming forums. Participation was voluntary and uncompensated. (𝑁 = 34)
people participated in the experiment (10 self-identified as female, 24 as male), between 21 and 43 years of age (𝑀 = 28.68,
𝑆𝐷 = 5.24). 85% of our participants had previous experience with voice assistants (18 rarely, 11 often). Only 17% of
the participants have previously played a voice-controlled video game. We conducted the experiment in English with
international participants, thus, the sample also consisted of non-native speakers.

5 RESULTS

In order to identify possible differences between both conditions, we applied statistical significance tests as well as
qualitative content analysis towards our issued research questions.

For the comparison of each sub-scale in PENS, we ran an unpaired Student’s t-test, with an alpha level of .05,
where missing values were imputed. In our study, we focused on the four sub-scales of Competency, Autonomy,
Presence/Immersion, and Intuitive Controls (cf. Figure 4). Consequential, we found a significant effect for Intuitive
Controls in favor for the intervention group (𝑀 = 5.96, 𝑆𝐷 = 1.29), compared to the control group (𝑀 = 4.7, 𝑆𝐷 = 1.98),
𝑇 (32) = 2.184, 𝑝 = .036, 95% 𝐶𝐼 , displaying a medium effect (𝑑𝐶𝑜ℎ𝑒𝑛 = 0.75) [18]. In contrast, Competency, Autonomy,
and Presence/Immersion did not show significant differences between the two conditions (𝑝 > .05).

Regarding usability, SUS scores reached an average of 63.23 (𝑆𝐷 = 20.47) within the control group, whereas the
intervention group resulted in 80.88 (𝑆𝐷 = 8.96). The subsequent Student’s t-test indicates that optimized error handling
outperformed the control group significantly in terms of usability (𝑇 (32) = 3.254, 𝑝 = .0027, 95% 𝐶𝐼 , cf. Figure 4),
revealing a large effect between conditions (𝑑𝐶𝑜ℎ𝑒𝑛 = 1.572).

For the overall game experience, players of the control group rated it as 3.411 (𝑆𝐷 = 1.18) on average, not significantly
different from the intervention group (𝑀 =3.889, 𝑆𝐷 = 0.93; 𝑇 (32) = 1.295, 𝑝 = .2047, 95% 𝐶𝐼 ). Assessing to what
extent Sparky followed the users expectations, no significant differences between the control (𝑀 = 3.12, 𝑆𝐷 = 0.99)
and intervention group (𝑀 = 3.24, 𝑆𝐷 = 0.90) could be found (𝑇 (32) = 0.361, 𝑝 = .720, 95% 𝐶𝐼 ). Similarly, no significant
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Fig. 4. Boxplot indicating significant results from PENS-subscales and SUS between control and intervention group. Includes median
(–), standard deviation (box) and range (whiskers).

effect on Sparky’s perceived intelligence emerged (𝑇 (32) = 0.323, 𝑝 = .748, 95% 𝐶𝐼 ), with an average of 3.06 (𝑆𝐷 = 0.97)
under the control condition, and 2.94 (𝑆𝐷 = 1.14) within the intervention group.

Overall, the participants in the intervention group had a mean error rate of 42.94% (𝑆𝐷 = 18.41), while the control
group resulted in 33.53% (𝑆𝐷 = 11.31) errors on average. However, when participants were asked to write down the
approximate number of commands that were not recognized by the system, the mean number of perceived errors in the
control group resulted in 34.863 (𝑆𝐷 = 36.882) which is significantly higher (𝑇 (32) = 3.0491, 𝑝 = .0048, 95% 𝐶𝐼 ) than
that of the intervention group (𝑀 = 6.438, 𝑆𝐷 = 5.501), revealing a large effect (𝑑𝐶𝑜ℎ𝑒𝑛 = 1.078).

We also asked the participants to explain Sparky’s behavior in cases where commands were not correctly recognized
by the system. In the intervention group, 59% believed he did something wrong, 23% said he did something random, 12%
said it always understood the commands, and 6% thought, he helped to perform the right action. Among the participants
under the control condition, 76% said Sparky did not react when the command was not recognized, 12% said he did
something wrong, one participant (6%) said he did something random and another stated that the commands were
always recognized.

5.1 Qualitative Results

Interpreting the post-exposure interview sessions, qualitative insights could be extracted with respect to the different
error handling methodologies and the overall game experience itself. The recordings were systematically examined using
qualitative content analysis, following a coding scheme construed by a first selection of interviews samples. Subsequently,
all recordings were analyzed, coded along this categorization, and summarized. Additionally, we highlighted insightful
and unique statements.

Participants generally enjoyed playing the game and attributed it as entertaining. In both groups, players liked the
idea of playing a speech-based video game in general. Several players mentioned that they especially liked the game’s
aesthetics. In both groups, participants mentioned that they got better at controlling Sparky after some playing time.
One participant stated: “I felt that I learned how to speak for the game to understand me”. However, many believed
that with their improvements, the game’s challenges also got more complex. Several players stated that they enjoyed
the progressive enhancement of the game’s difficulty. Many players perceived the game’s controls as intuitive. The
recognition system was trained to accept different styles of commands in the same context that were likely to be given
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by participants, and thus not limited to the particular commands from the tutorial. One of the participants stated: “The
commands were intuitive. I did not use exactly the game’s commands and it still worked. I liked that”. On the other hand,
some players wished for less restrictions regarding the commands for the game controls. One player said “I’d expect
all the normal replacement phrases to work as well”. Some participants demanded more controls, e.g. one participant
stated that “it would be nice to have a command that repeats the previous one”. One participant said that single-word
commands would be better for such games. Others believed that using phrases felt more natural and interesting. Two
participants (both none-native English speakers) mentioned that it would have been nice if the system could learn their
voice and accent.

More than half of the participants in the intervention group mentioned that they sometimes found the behaviour of
Sparky unexpected. Only one player in the control condition mentioned something similar. Both groups equally reported
the disliking of the occurrence of voice recognition malfunctioning, as well as the delay between the command and
execution. During the interviews, we revealed both conditions and their difference in error handling to the participants.
Four of them mentioned that they would prefer to have optimized error handling as an optional feature that they could
activate in the game’s settings. One participant stated “When the recognition is not working, that means there is a
problem. If I don’t see the errors, I don’t see the problem. So I think the errors should be seen to acknowledge the
problem and improve the recognition”. Multiple participants of the intervention group shared the opinion that they like
that the game’s flow is not being disturbed by recognition errors. One of them stated: “I really like the idea of this game
since it does not disturb the flow when there is a problem with the recognition technology”. One participant said “I
would prefer that the game performs an action randomly. That way, it makes the game more exciting and challenging”.
Another participant mentioned that speech-based games such as this game could be an interesting medium to teach
foreign languages to children.

6 DISCUSSION

This evaluation aimed at exploring the impact of recognition error handling techniques on the user experience by
contrasting traditional to optimized handling within a speech-controlled video game. Overall, users’ feedback about
“Listen, Sparky!” were rather positive and supporting. Players in both conditions generally enjoyed playing our voice-
controlled game. Many wanted to continue playing even after the experiment. During the experiment, some participants
asked for repeating the levels even after successfully finishing that level. Additionally, we observed that players often
perceived time pressure, leading to more complications with command recognition. This was mainly due to the change
in the talking pace and fast decisions, which in times led to unclear and incorrect inquiries. We also recorded a higher
error rate for non-native speakers. This led to more frustration for these players during the game, aligning with the
results of the study by Pyae et al [50].

Participants improved in understanding how the recognition system works after spending some time in the game.
They learned how to formulate their commands and to speak clearly in order to be recognized by the system. Additionally,
they also developed their ability to play the game by adopting the game mechanics over the various levels.

Eventually, we interpreted the results of this experiment to provide answers to the following comprehensive questions:

RQ1: Does implementing optimized error handling lead to a measurably improved usability in speech-based video
games?
RQ2:What are the effects on user experience if error handling mechanisms decide for unintended actions?
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Regarding RQ1, results indicate a significantly higher usability, as well as higher ratings of intuitive control for
the version employing optimized error handling. Yet, qualitative statements underline that this increase of usability
is mainly due to the cases where the error handling actually followed the user’s intention, which was not always
the case, even when deciding for the technically optimized solution. In cases of mismatch, participants perceived it
as a different kind of error, even if the performed action was the technically optimized choice. As soon as doubts to
the system were raised, this even impacted the learning curve of the users. Thus, we argue that error handling can
improve the user experience of speech-based games, though the major objective of the handling technique should
not approximate technically optimized decisions, but individually tailored predictions. Supplementary to the usability
analysis, quantitative findings of the recorded error observations confirm the former results: Although participants
of the intervention group committed more errors on average, they in fact reported a significantly lower amount of
perceived errors, compared to the control group. In effect, we approve our first hypothesis:
H1: Participants will observe a lower number of recognition errors in case of optimized error handling.

Concerning RQ2, we observed differences between both groups and interpreted users’ reactions and responses to
error handling that conflicted their original intention. Players of the intervention group were repeatedly confused by
Sparky acting against their original intention, resulting in a misleading learning experience that impaired in-game
progress and proficiency attainment. Since the control group was not affected by automatically handled actions, this
issue did only occur in the former condition. Even if quantitative insights suggest a higher usability through the
optimized error handling intervention, qualitative statements reflect the dissatisfaction in situations where the handling
deviates from the user’s intention. Above that, since correctly handled errors were not perceived as errors in the first
place, participants rated the intervention version as not more intelligent than the without handling. Consequently, we
reject H2, as no concordant results for a preferred version could be found.

Based on the interpretation of the results regarding both research questions, we conclude with the following
implications: Error handling can significantly improve the usability of a speech-controlled video game and aid in
bridging the technological gap of speech recognition. Yet, ideal error handling should model (and predict) the individual
user’s intention, be equipped with an internal likelihood estimation whether the handled decision is appropriate or
follow similar methods to ensure user satisfaction. Otherwise, false handling can impair both the experience as well as
the learning progress and raise doubts about error handling in general.

6.1 Limitations and Future Work

While the findings of this study present significant steps forward in exploring recognition error handling methodologies
in speech-based games, there are still some limitations that should be addressed. In this work, we investigated optimized
error handling in a speech-based video game. Although the broader insights of this evaluation can apply to the use and
error handling of VUIs in general, in future work, these methods could be transferred and evaluated in other domains
such as navigation, medicine, education, and smart homes, to explore conversationally more complex settings. During
the experiment, we noticed that some participants had difficulties learning the game controls and game mechanics. For
future studies, we recommend longer tutorials as well as gaming sessions to counter influences of individual learning
rate. Apart from this, differences in player types and players’ current emotional and social states could lead to different
experiences, which should be incorporated and reflected in further studies. The implemented voice recognition system
for the game has not been trained with data from non-native English speakers, yet the majority of participants fell
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under this condition. The recognition with those who spoke a strong accent was therefore not optimal and could
have been improved by training the system differently. Although our game controls were limited to a predefined set
of commands, this helped us to have a structured procedure with high comparability [49]. In order to yield scalable
insights for broader application fields and cover large command vocabularies, future studies will expand the scope of
the potential actions. Furthermore, user responses in our study indicated the desire to have different error handling
methods as an optional feature, which will be addressed in upcoming work.

7 CONCLUSION

In this paper, we investigated an optimized error handling for a speech recognition system and explored its potentials
and challenges. We designed a voice-controlled video game called “Listen, Sparky!” to evaluate our concept. In a
between-subjects design study, we compared our optimized error handling model to a traditional repetition-based
version. Our results showed that implementing error handling can improve the usability of a system, if it follows
the intention of the user. Otherwise, it can impair the user experience, even when deciding for technically optimized
decisions. Ideal error handling should therefore model the individual user’s intention, be equipped with an internal
likelihood estimation whether the handled decision is appropriate or follow similar methods to ensure user satisfaction.
Our findings contribute useful insights for researchers and developers on how to address, display and handle recognition
errors in speech-based video games and the greater application field of voice user interfaces.
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Abstract

In this paper we introduce a new architecture for systems that understand instructions. In our
case textual instructions are given to autonomous robotic agents to be executed correspond-
ingly. The proposed architecture and our implementation of a system conforming to that ar-
chitecture go beyond the traditional bounds of natural language understanding to include abstract
schematic/counterfactual reasoning, physics-based simulation as well as a human computation
loop for improving specific parameterizations of simulations and learning new aspects of mean-
ing; we consider these functionalities essential for understanding instructions ‘all the way’. We
evaluate the system in the domain of everyday activities, such as cooking or setting a table, where
household robots are tasked to carry out diverse activities based on given linguistic input.

1 Introduction

If the proof of the pudding is in the eating then the ultimate test for understanding an instruction is
its proper execution. This view greatly expands the scope of natural language understanding (NLU)
beyond the usual syntactic and semantic analysis. To illustrate this extended scope let us consider a
seemingly simple example such as put the cup on the table. Most NLU systems would not consider the
actual grounding of the respective objects, where exactly on the table the cup is to be placed, or where
the handle should face at the end. However, we know that mental simulations are crucial in human
processing for understanding both visual as well as linguistic input (Bergen et al., 2007; Feldman, 2008)
and as soon as we seek to run a computational simulation of putting a cup on a table, we have to provide
a grounding and specific answers to questions of the kind raised above.

Robotic proficiency is possible for well-defined tasks and in constrained environments (Nilsson, 1984;
Kunze et al., 2010; Beetz et al., 2018), but ends when confronted with vague and underspecified in-
structions in unpredictably varying contexts. The central aim of our broader research effort is to progress
from robots executing specific tasks to ones mastering the corresponding activity, responding flexibly and
appropriately as contexts change. Our domain encompasses everyday activities as they occur in house-
holds, e.g. preparing meals, cleaning or setting tables. A specific problem lies in enabling autonomous
robots to execute the vaguely specified instructions typical of recipes or uttered as verbal commands
in such scenarios. To get from an underspecified instruction to an executable plan may be considered
definitional for ‘understanding’ in this domain and is a challenging enterprise that requires:

• various types of knowledge, i.e, linguistic as well as ontological world knowledge,

• different types of reasoning, i.e. for parameterization and comporting,

• flexible language analysis of imperative constructions, i.e. semantic parsing.

In this work we introduce a natural language understanding system that outputs fully parameterized
structures that satisfy expected logical constraints and support task execution. After discussing perti-
nent related work, we present the overall architecture and individual components in greater detail and
showcase typical examples of the system at work.



Figure 1: A PR2 Robot executing an underspecified task

2 Related Work

One of the earliest research programs to study autonomous robots was the Shakey project (Nilsson,
1984). Shakey was a mobile robot that used planning to reason about its actions and performed tasks
that required planning of paths and actions as well as re-arranging of simple objects. This work was
seminal for the fields of classical planning and computer vision. Nevertheless, even in Shakey’s simple
environment, the limitations of the approach became clear, as the computational complexity of planning
problems proved, in general, to be intractable. Many researchers (Kunze et al., 2010; Nilsson, 1984;
Nielsen et al., 2010; Parde et al., 2015; Walther-Franks et al., 2015) have worked on providing robotic
systems with human-like common sense knowledge so that the robots could, hopefully, avoid costly
planning from scratch or trial and error. Knowledge representation and reasoning in autonomous robot
control is an extensive ield of research with developments in service and industrial robotics. Olivares et
al. provide a comprehensive comparison of different approaches (Olivares-Alarcos et al., 2019).

One example in the industrial robotics domain is the ROSETTA project (Patel et al., 2012; Malec et
al., 2013; Stenmark et al., 2015). Its initial scope was reconfiguration and adaptation of robot-based
manufacturing cells, however, the authors have, since then, further developed their activity modeling for
coping with a wider range of industrial tasks. Other authors have focused on modeling industrial task
structure, part geometry features, or task teaching from examples (Balakirsky et al., 2013; Balakirsky,
2015; Polydoros et al., 2016; Kootbally et al., 2015; Perzylo et al., 2016). Compared to the everyday
activity domain, industrial tasks considered in above works are more structured, and less demanding in
terms of flexibility.

An approach to activity modeling in the service robotics domain is presented by Tenorth and
Beetz (Tenorth and Beetz, 2015). The scope of their work is similar to ours as the authors also consider
how activity knowledge can be used to fill knowledge gaps in abstract instructions given to a robotic
agent performing everyday activities. However, the scope of the work presented here is wider, as we also
consider how activity knowledge can be used for the interpretation of natural language instructions. Our
activity modeling and the ensuing reasoning processes are more detailed in terms of activity structure as
we also consider the processes and states that occur during an activity. Another difference is that, in their
modeling, there is no distinction between physical and social context, and therefore less expressivity
compared to our model.

A more general approach to activity modeling for robotic agents is presented by the IEEE-RAS work-
ing group ORA (Schlenoff et al., 2012). The group has the goal of defining a standard ontology for vari-



ous sub-domains of robotics, including a model for object manipulation tasks. It has defined a core ORA
ontology (Prestes et al., 2013), as well as additional modules for industrial tasks such as kitting (Fior-
ini et al., 2015). In terms of methodology, we differ in foundational assumptions we assert, which has
important consequences on the structure of our ontology, modeling workflow, and inferential power. In
the case of ORA the SUMO upper-level ontology is used as foundational layer. Compared to SUMO,
we use a richer axiomatization of entities on the foundational layer, and put particular emphasis on the
distinction between physical and social activity context as will be discussed in Section 3.2.

In our minds, the incorporation of principles of semantics and pragmatics is essential for building sys-
tems that can reasonably be said to understand natural language. In the past decades research in cognitive
linguistics has yielded valuable insights in these areas, but often lacked a form that is rigorous enough
for implementation. Early logical and statistical approaches to natural language, especially unification-
based approaches (Shieber, 1986), constitute a a starting point for capturing these insights. However,
additional representational tools and techniques are needed for formalizing the conceptual primitives of
cognitive linguistics that provide a basis for scalable language understanding systems.

Cognitively motivated approaches to linguistics have sought to demonstrate how diverse phenomena
affecting language use are grounded in the rest of cognition. The meanings of linguistic units are subject
to category effects (Lakoff, 1987) and largely based on abstractions over sensorimotor patterns, called im-
age schemas (Johnson, 1987) and force-dynamic schemas (Talmy, 2000). They are often defined against
a constellation of related concepts captured in a frame (Fillmore, 1988). Apparently exotic phenomena,
including metaphorical inference (Lakoff and Johnson, 1980) and mental space phenomena (Fauconnier,
1985), are taken as reflecting basic facts of cognitive organization.

In general, linguistic knowledge is seen as a collection of conventionalized pairings between form
and meaning (Langacker, 1987) so called constructions (Goldberg, 1995; Fillmore, 1988). Correspond-
ing computational approaches have brought forth the embodied construction grammar analyser (Bryant,
2003) and the Babel parser based on fluid construction grammar (FCG) (Steels and De Beule, 2006). For
the work described here, we implemented a semantic parser that is technically akin to the Babel system
and representationally close to embodied construction grammar (Chang et al., 2002); we describe this in
Section 3.3 below.

In contrast to the earlier systems, we employ a set of ontologies, based on the SOMA framework
(hidden for review), for modelling the semantics of instructions as well as the world knowledge required
to understand them. Various approaches to model linguistic knowledge, i.e. the entities and features
that make up human language, in formal ontologies have been proposed. These approaches differ in
some respects such as alignment to upper layers, their modeling intent and their scope, and their specific
alignment to well-specified foundational ontologies. While, for example, the GOLD ontology (Farrar and
Langendoen, 2004) is aligned to the SUMO upper ontology (Niles and Pease, 2001), the OntoWordNet
model (Gangemi et al., 2003), is aligned to the DOLCE foundational ontology (Masolo et al., 2003a).
The LingInfo model (Cimiano et al., 2006) can be used with any foundational framework as it relies
on meta-classes to model information about the lexical entities. In contrast, the OntoWordNet aims at
merging the linguistic information contained in WordNet with the respective classes employed in specific
domain models, while both LingInfo and GOLD seek to incorporate more linguistic information, such
as morphological and grammatical features of language. They all allow for a direct connection of the
respective linguistic information to corresponding classes and properties in a domain ontology.

These efforts are, in a sense, orthogonal to ours and each model could be integrated as an additional
module to allow reasoning about linguistic information or as a link between lexical and ontological re-
sources. For those purposes we actually employ a Lower Semantic Model that connects lexical and
ontological information and is interchangeable with several of the models described above. More closely
tuned to the representation of the propositional content of instructions is the so-called General Upper
Model (GUM) (Bateman et al., 2010). GUM provides a detailed semantics for linguistic spatial expres-
sions based on a principled ontological engineering approach. It covers language concerned with space,
actions in space and functional spatial relationships in particular, for which an ontological organization
is proposed relating such expressions to general classes of fixed semantic import. However, as we seek to



align our model with a specific foundational model and construct it as a module within the SOMA onto-
logical framework, we do not employ the upper model GUM as is, but re-use relevant details concerning
schematic theories about functional relations (see below) where applicable.

Overall, the representations needed for knowledge about actions have also been a topic of research
because the symbolic, highly abstract, ‘actions as black boxes’ representations of the Shakey era have
not resulted in robust behaviors in realistic environments. In general, action knowledge tends to be sub-
symbolic, and often takes the form of success/failure probability distributions over an action’s parameter
space (Stulp et al., 2012; Winkler et al., 2017). Note that the experience from which a robot may learn
does not have to be from the real world: simulated episodes, produced either by a human player of a
game or a robot simulating itself, can also be used for this purpose. Simulation will of course not pro-
vide a complete description of a realistic action, but even very coarse simulation can already be useful for
a robot that needs to validate its plans and/or pick a better set of parameters (Mösenlechner and Beetz,
2013) as we discuss in Section 3.4.

3 An Understanding Architecture

In the following, we set out the components and features of our architecture for turning underspecified
linguistic instructions into executable robotic plans. In principle this architecture can be regarded as
an update and extension of the systems proposed and tested as part of the Neural Theory of Language
project (Narayanan, 1999; Eppe et al., 2016). While physics-based simulation engines were unavailable
at the beginning of this seminal project, the idea of using simulation as an integral part of a language
understanding system has been around for half a century by now. What has changed is the technol-
ogy available for reasoning with simulations as well as for implementing construction-based semantic
analyzers.

3.1 An Overview: Components

Figure 2 demonstrates the flow of information, as well as the impact of and interaction between the par-
ticular modules of our system. Offering an interface to any set of natural language based instructions,
the information in those instruction is processed in order to represent subtasks as tuples of manipula-
tion actions and objects acted on or with as described in Section 3.3. In natural language, it is usual
that the ontological scope of any objects required is severely underspecified because humans are used to
working with generalized information and specifying these in terms of individual choice, influenced by
world knowledge, availability and preference. Yet, this underspecification does not render all possible
objects contained in a general term as viable (or usual). Thus, we add human knowledge in a specifi-
cation layer through Kitchen Clash, a serious game presenting a decision making paradigm within the
relevant set of objects (hidden for review). Parallel to this, complementary world knowledge is derived
from physical properties of the objects and their surroundings via simulation. In both approaches, ob-
ject choices can be quantified and thus ranked by efficiency and effectiveness. Within the simulation,
this assessment can be realized in a fully autonomous manner, while the serious game offers further
qualitative insights, since peer-rated quality measurements are included in the rating process as well as
preference and conventionality measures. World knowledge is successively aggregated with trajectorial
and contextual information and provided as narrative-enabled episodic memories (NEEMs) according
to the KnowRob paradigm (Beetz et al., 2018). All the representational structures exchanged by the
individual components are based on a set of ontologies that will be described in the following section.

3.2 Interface Definitions via the SOMA Ontology

We decided to base our model on the DOLCE+DnS Ultralite (DUL) foundational framework (Masolo et
al., 2003b). This decision is strongly motivated by their underlying ontological commitments. Firstly,
DUL is not a revisionary model, but seeks to express standpoints that shape human cognition. Further-
more, it assumes a reductionist approach: rather than capturing, for example, the flexibility of the usage
of objects via multiple inheritance in a multiplicative manner, we commit to a reduced ground classifica-
tion and use a descriptive approach for handling this flexibility. For this a primary branch of the ontology



Figure 2: Components of the NLU pipeline together with knowledge sources. The input may come
from a user request or from a linguistic description of how to perform a task, e.g. a recipe or wikiHow
instructional text.

represents the ground physical model, e.g. objects and actions, while a secondary branch represents the
social model, e.g. roles and tasks. All entities in the social branch are ontologically dependent on humans
and constitute social objects representing concepts about, or descriptions of, ground elements.

Every axiomatization in the physical branch can, therefore, be regarded as expressing some physical
context, whereas axiomatizations in the descriptive social branch are used to express social contexts. A
set of dedicated relations is provided that connect both branches. For example, the relation classifies
connects ground objects, e.g. a hammer, with the roles they can play, i.e. potential classifications. Thus,
we can state that a hammer can in some context be conceptualized as a murder weapon, a paper weight
or a door stopper. Nevertheless, neither will its ground ontological classification as a tool change nor will
hammers be subsumed as kinds of door stoppers, paper weights or weapons via multiple inheritance.

3.3 Language Analysis

The genre of written instructions, manuals, and recipes, which is commonly employed in the household
domain, poses many linguistic challenges. One such is the phenomena of homonyms, which, mainly due
to conversion, tend to arise across domain boundaries. In particular, short instructions, such as ”season
with salt” or ”cover”, regularly cause part of speech tagging issues for syntactic parsers trained on ‘stan-
dard’ declarative corpora. On the syntactic level, instructions ordinarily employ imperatives, subjunctive
mood is used to describe desired world states, and implicit as well as explicit conditions are prevalent.
Also, instructions make heavy use of ellipses, omitting both determiners and direct objects (Ruppenhofer
and Michaelis, 2010), thus sentences such as ”Stir until smooth” are common. In consequence, an under-
standing system capable of analysing instructions requires mechanisms for anaphora resolution, as well
as tools to handle a broad variety of kinds of ambiguities.

In this work, a deep semantic parser based on the Construction Grammar formalism (Fillmore, 1988;
Goldberg, 1995; Fillmore and Kay, 1999) is employed in order to flexibly analyse abstract and under-
specified instructions. Both the constructions’ meaning poles and the analysis itself make use of onto-



logical knowledge to guide extensive search processes, disambiguate otherwise unclear instructions, and
to evoke unspecified parameters which need to be inferred by later processing steps. In this way, natural
language commands are transformed into interpretations of ontological models that consist of a series of
scenes and state transitions specifying the evoked schemas; this is described in Section 3.4.4.

The underlying mechanism of the employed parser is based on the unification and merging algorithms
implemented in FCG (Steels and De Beule, 2006), while its ontology integration and schema handling
are inspired by Embodied Construction Grammar (Chang et al., 2002). The parsing process integrates
tightly into our knowledge base-focused understanding pipeline, representing both the internal data struc-
tures as well as the semantic output as semantic triples. In general, integrating with the infrastructure of
a robotic system is no trivial task, with considerable complexity stemming from integrating many diverse
data sources, systems, and viewpoints. This growing complexity makes it harder to retain formalisability
and implementability, makes integration with other components and data sources harder, and impacts
the ability to experiment with algorithms and their implementation. In other words, complexity begets
complexity. To counteract this, we simplify the feature structure-based representations and algorithms
found in FCG with the expectation that a simpler grammar formalism will prove easier to implement
and be more supportive of integration with its surrounding systems. We approach this twofold. First,
we deconstruct the feature structure into triples. These provide the minimal unit of information as [unit
feature value] pairs, which, instead of operating on monolithic composite structures, also enable fine-
grained reasoning with individual facts. This further removes all special cases and rules related to the
position of symbols within units. Performing this deconstruction thus simplifies the formal models, as
well as allowing ideas and optimisations to be imported from the extensive body of research on database
and knowledge representation theory and implementation. Furthermore, it aligns the internal structures
of the parser and grammar with that of the surrounding ontologies and middleware used for communi-
cation with subsequent systems. This not only reduces the complexity that arises when binding multiple
systems together, but also allows reasoning about them in a holistic way.

The grammar employed in the system was engineered for the domain of household instructions, cov-
ering the ensuing domain-specific linguistic challenges presented above. The benefit of integrating onto-
logical knowledge into the grammar itself is clearly evidenced by instructions such as ”Whisk the eggs
into the pan”. In particular, one construction querying for the semantic category of the final referring
expression is critical in disambiguating the sentence’s meaning from that of syntactically analogous in-
structions, such as ”Roll the dough into a rectangular shape”. The sentence ”Put the dough into the bowl
and cover it.” is another such example. This instruction sequence expresses two state transitions and
respective pre- and post-scenes. Due to both the type of verb and the preposition used, the CAUSED-
MOTIONSCHEMA is satisfied by the first transition, while the post-scenes specify CONTAINMENT and
COVERAGE configurations respectively. Mentioned entities are employed as corresponding role fillers,
and the final pronoun is resolved to a preceding ‘coverable’ entity, in this case the ”bowl”. The resulting
qualitative description, encompassing scenes, actions, and pre- and post-conditions, is then handed to
our subsequent scene generation and simulation systems.

3.4 Schematic and counterfactual simulation

As mental simulations are part of the human understanding process, we include simulations as an in-
tegral part of the understanding pipeline to inform our understanding based on realistic and physical
considerations. In the following we sketch this inclusion in more detail.

3.4.1 Scene generation
A simulation in a physics engine requires very concretely specified objects: shapes, positions, velocities
etc. must be known. Typically, such information is absent from linguistic expressions of command and
from typical descriptions of object arrangements. In the case of understanding a command, a significant
part of the bridge between these different levels of abstraction can be established by using shared knowl-
edge of the environment. It is presumed that both human user and robot know where unmovable walls or
door frames, or rarely-moved furniture, are. In the case of the robot, this knowledge is formalized as a
semantic map (Beetz et al., 2010) which includes all the information needed to build a 3D scene, together



with additional semantic annotation to describe facts about the objects, such as type and purpose.
However, semantic maps tend to cover only objects that are fixed. Some movable items may be per-

ceived by the robot and as such be included in its belief state – a representation of the world that is more
up to date than the semantic map; but some movable items may be located where the robot does not see
them. This makes it useful to include a scene generation procedure in addition: this takes as input some
linguistic description of an arrangement of objects, optionally together with some incomplete 3D scene,
and produces a fully specified 3D scene satisfying the linguistic description. To define this procedure,
we again distinguish several levels of description. These are, in decreasing order of abstraction:

• Functional relations: imply locations and constrain expected behavior of objects. Examples include
Containment (“the pot contains the popcorn”), Support (“the table supports the pot”), Coverage
(“the plate covers the pot”).

• Locations: qualitatively describe the position or movement of a locatum or trajector object relative
to a relatum object. The description is in terms of geometric primitive relations. Examples include
OnTopOf (“the pot is on the table”), Inside (“the popcorn is in the pot”).

• Geometric primitive relations: describe the relative poses or movements of geometric primitives of
objects. Examples include AxisAlignment, PointContainment, SurfaceContainment.

• Geometric primitives: identifiable features of object shapes, which can be specified either in an
object-centric or world-centric reference frame. Examples include Centroid, ObjectRelativeFor-
ward, WorldRelativeTopSurface.

• Fully-specified objects: these contain all the information needed to run a physics simulator. This
includes shape, coordinates, velocities, physical parameters.

Typically, linguistic descriptions operate at the level of functional and/or spatial relations, and it is nec-
essary to proceed down through the abstraction layers as listed.

The first step moves from functional and spatial relations to geometric primitive relations. This is
achieved by instantiating propositional Horn logic theories based on the participants in a functional
relation or location. The theory for one level of abstraction may only use entities from a lower level of
abstraction. An example fragment of the theory for OnTopOf is:

Location(X,Y,′OnTopOf ′)→
SurfaceContainment(ObjectRelativeBottomSurface(X),WorldRelativeTopSurface(Y ))

Once at the level of geometric primitive relations level, we use generative models to guide constrained
sampling. The approach is that some parameter of the object, such as its orientation or translation, may
take a value from a grid in some appropriate space. For translation, this is a suitably large, axis aligned
box in R3; for orientation this is a point on a Fibonacci sphere sampling of S3, the space of quaternions.
That is, a parameter may take values from a discrete set of points M . Each geometric primitive relation
g that is relevant for that parameter defines a probability distribution over the set M , which we denote
by P (p|g), for p ∈ M . We make a simplifying assumption that the constraints are independent, so the
combined distribution resulting from applying several constraints at once is approximated by:

P (p|g1, g2, .., gn) ≈
P (p|g1) ∗ P (p|g2) ∗ ..P (p|gn)∑

p∈M P (p|g1) ∗ P (p|g2) ∗ ..P (p|gn)
(1)

The resulting probability distribution controls how likely it is for a particular point to be sampled as a
candidate value for the parameter. Some post-sampling validation steps are sometimes needed. In the
case of translation and orientation, the validation is a collision check against objects already present in
the partially constructed scene.



3.4.2 Physics simulation

The semantic specification of a robot action plan, together with a fully parameterized 3D scene, is passed
to a physics simulator where a model of the robot performs the requested action. We distinguish here
between parameters, i.e. numerical values describing the manner of an action, and arguments of the
semantic specification, i.e. references to objects that play certain roles in a plan. Control or trajectory
parameters, e.g. the exact speed with which to move something, or the exact force with which to push
a tool, are rarely specified in requests for action. Moreover, even the tool with which to perform a task
is often omitted. In such cases, semantic analysis may know what kind of information – parameter or
argument – is missing, but not be able to provide a filler for it.

To fill in control parameters, we use sampling from a probability distribution similar to “action related
places” (Stulp et al., 2012): given a collection of episodes of the robot performing the same task, knowl-
edge of the used parameters for an episode, and whether the episode resulted in a successful completion
of the task, one can define a generative model for a control parameter by computing the probability for
a particular parameter value, conditioned on the episode being successful. The episodes, i.e. NEEMs,
are stored in a knowledge base and include, alongside raw sensor and control data, semantic annotations
about the performed task, its arguments, and its outcome. Selection of objects to fill in the roles of a plan
is done similarly using NEEMs. A second method which we also employ is to use results from human
computation elicited by games with a purpose. Specifically, we use the KitchenClash (hidden for review)
game to acquire knowledge about which tools are appropriate or preferred for what combinations of tasks
and objects being acted on.

The role of simulation in our pipeline is to provide knowledge going beyond the linguistic. In partic-
ular, physics simulators are the appropriate tools to provide quantitative information about the physical
interactions occurring during the performance of a task and about outcomes under different plan param-
eterizations. Ultimately, the decision of whether an outcome is acceptable, or an interaction unwanted, is
a qualitative decision, which we describe in the next subsection, but this decision must also be informed
by relevant physical considerations.

3.4.3 Scene interpretation

A naive approach towards scene interpretation would be to treat it as a dual to scene generation, and
therefore as a procedure to take data about object trajectories, obtained via physics simulation, and
convert this into a qualitative, more abstract description. However there are many ways in which to
describe the same trajectories, e.g. by relating the movement of a trajector to every other object in the
scene. Clearly, this is not practical, and only some of these descriptions are interesting for an agent.
Therefore, we define scene interpretation as checking whether the trajectories observed in a simulation
of a scene obey expectations placed on object behaviors by the functional relations which are asserted
to hold in the scene. These expectations are formulated in terms of primitive movements, which are
descriptions of the movement of a trajector object relative to a relatum object. Examples of primitive
movements are RelativeDistancing and RelativeApproaching.

A primitive movement is formalized as a function which takes two trajectories as arguments, and com-
putes based on them a cost depending on how well these trajectories obey the primitive movement. If this
cost is above a certain threshold, the trajectories fail to meet the description of the primitive movement.
We then distinguish between factual and counterfactual expectations. “Factual” expectations are those
which should be met by the simulation of the scene as it actually is, whereas “counterfactual” expecta-
tions are defined for alternate scenes where objects from the original scene are successively removed.

3.4.4 Integrating simulation into the NLU pipeline

The basic task of the generation-simulation-interpretation part of our pipeline is to answer whether a
qualitatively specified arrangement of objects will behave in a qualitatively specified way. For example:
will cooking popcorn kernels stay inside a pot? What if the pot is covered with a heavy/very lightweight
item? It is also possible, via counterfactual simulations, to understand which objects contribute to the
observed behavior conforming to specification or not. It is then possible to infer using counterfactual



simulation that the lid of a pot contributes to keeping cooking popcorn kernels inside the pot, even when
no explicit containment relation is asserted between the lid and popcorn.

In this basic use case, the input is a qualitative scene description, which is then converted into a
fully specified scene, and based on simulation results it is decided which expectations hold or not. The
expectations are tested over the entire simulation timeline. However, usage in the natural language
understanding pipeline imposes different requirements: the scene is at least partially known and will
include an agent who will act upon it in some way, therefore potentially changing which expectations are
in effect at different times. For example, when a robot puts a cup on the table, the expectations for the
table supporting the cup are only in force after the cup placement.

The partially known scene is not a difficulty for the approach we presented in the previous subsection:
some of the objects are already specified, with scene generation being then restricted only to objects the
robot does not have full information about, but expects to be present in the scene. For example, the robot
might simulate a scene of itself moving some cups from a cupboard to a table and use scene generation
to place simulated cups in the simulated cupboard, before it has actually opened the real one. In our
approach the action the robot must perform is modeled as a state transition, with a pre- and a post-scene
as the two states on either end of the transition. Each of the two states and the transition correspond to
intervals on the simulation timeline, and each carries its own set of expectations:

• pre-scene: expectations defined by the semantic map or other contextual knowledge the robot might
have about its environment, e.g. what object supports or contains what other one,

• action: expectations derived from the functional relations the parser infers should hold during an
action, e.g. that a cup should preserve its contents during transport,

• post-scene: expectations derived from the functional relations the parser infers should hold after an
action completes successfully, e.g. that a cup should be supported by the surface it was placed on.

After completing a simulation, data about object trajectories is split into the corresponding intervals
for the pre-/post-scenes and action, and the schematic process of scene interpretation we have previously
described is applied to each interval in turn. This allows us to both check that a robot performs an action
properly – e.g. not spilling coffee on the way – as well as obtain acceptable results in the world – e.g. the
cup it carried does not fall off the edge of the table.

4 Conclusion

In this work we have described a language understanding pipeline that implements the basic principles
of cognitive linguistics merged into a larger framework for cognitive robotics. For this we include a
semantically driven analysis of the given linguistic input, i.e. instructions, that specifies the basic settings
for generating virtual scenes in which required actions are parameterized and explicated to the degree
that actual motion planners running on a robotic agent can execute them. While also different in many
respects, this basic separation of work can also be observed in the premotor and motor cortex of natural
agents.

We consider this work to constitute a significant step towards creating flexible, robust and scalable
natural language understanding systems that can be deployed and run in real time on artificial agents that
are tasked to carry out everyday activities. As the proposed structures and interface definitions are a part
of an ongoing international standardization effort, we expect this approach to become used in multiple
research contexts and robotics laboratories, where different reasoning approaches can be combined and
tested. We do not claim to have created an optimal assembly of components and approaches, but hope
to set up standardized benchmarks for evaluating systems capable of turning vague and underspecified
input into executable plans.
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