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Abstract

The need for cost-effective energy storage systems to integrate more renewable energy has in-

creased over the years, as we strive to reduce carbon emissions arising from the use of fossil

fuels. Aqueous rechargeable batteries (ARBs) have been reported as promising energy storage

system for stationary applications due to their cost-effectiveness, safety, high round trip efficiency

and environmental friendliness. To optimize ARBs for enhanced electrochemical performance

and to model the power-energy relation of ARBs under different working conditions, a deep un-

derstanding of the kinetics of reversible insertion process in-operando is required. To achieve

this, dynamic impedance spectroscopy (DEIS) acquired using dynamic multi-frequency analysis

(DMFA) was used to investigate the kinetics of the reversible insertion process in various electrode

materials under working conditions.

To extract quantitative and qualitative mechanistic information that are physical correlated

to the system been investigated, a model for the impedance response of (de)insertion of cations

in cathode materials was developed. Using nickel hexacyanoferrate (NiHCF) films, which are

unstable in their oxidized form, the advantages of using DMFA in kinetic investigation of unstable

electrochemical systems was illustrated. The rate determining step of the reversible insertion

process of univalent cations in NiHCF nanoparticles, a promising electrode material for ARBs

was observed to depend on the state of charge. Quantitative kinetic information such as transfer

coefficients and activation energies, which are useful in modelling the reversible insertion process

was also extracted for the reversible insertion process of univalent cations (Na+ and K+) in NiHCF

nanoparticles. The effect of film thickness on the kinetics of the reversible insertion of Li+ in

LiMn2O4 films made by multi-layer pulse laser deposition was also investigated in this work. The

result indicates that processes such as (de)solvation process were independent on film thickness,

while interfacial and bulk properties (charge transfer and mass transport) depended on the film

thickness.
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Kurzfassung

Der Bedarf an kostengünstigen Energiespeichersystemen zur Integration von noch mehr erneuer-

baren Energien ist im Laufe der Jahre gestiegen, da wir bestrebt sind die Kohlenstoffemissionen

zu reduzieren, die durch den Einsatz fossiler Kraftstoffe verursacht werden. Wässrige wieder-

aufladbare Batterien gelten aufgrund ihrer Wirtschaftlichkeit, Sicherheit und hohen Umlaufef-

fizienz und Umweltfreundlichkeit als vielversprechende Energiespeichersysteme für stationäre

Anwendungen. Um die wässrigen wieder aufladbaren Batterien für eine verbesserte elektro-

chemische Leistung zu optimieren und um deren Relation von Leistung und Energie unter ver-

schiedenen Arbeitsbedingungen zu modellieren, ist ein tiefes Verständnis der Kintetik des re-

versiblen Einlagerungsvorgangs in operando erforderlich. Um das zu erreichen wird die dynamis-

che Impedanzspektroskopie (DIES) unter Anwendung von dynamischer Multifrequenzanalyse

(DMFA) verwendet, um die Kinetik des reversiblen Einlagerungsprozesses in unterschiedlichen

Elektrodenmaterialien im Betrieb zu untersuchen.

Um quantitative und qualitative mechanistische Informationen zu extrahieren, die eine di-

rekte physikalische Bedeutung für das untersuchte System haben, wurde ein Modell für die

Impedanz Reaktion der (De-)Insertion von Kationen entwickelt. Durch Verwendung von Nickel

hexacyanoferrat (NiHCF) Filmen, die in oxidierter Form instabil sind, wurden die Vorteile der Ver-

wendung von DMFA bei der kinetischen Untersuchung instabiler elektrochemischer Verbindun-

gen dargestellt. Es wurde beobachtet, dass der geschwindigkeitsbestimmende Schritt des re-

versiblen Einlagerungsprozesses von univalenten Kationen in NiHCF-Nanopartikeln - ein vielver-

sprechendes Elektrodenmaterial für ARBs-, abhängig vom Ladezustand ist. Quantitative kinetis-

che Informationen wie z.B. Übertragungskoeffizienten und Aktivierungsenergie, die für die

Modellierung des reversiblen Einlagerungsprozesses nützlich sind, wurden ebenso für den re-

versiblen Einlagerungsprozess von univalenten Kationen (Na+ und K+) in NiHCF Nanopartikeln

extrahiert. Der Effekt der Filmdicke auf die Kinetik der reversiblen Einlagerung von Li+ in

LiMn2O4 wurde ebenso in dieser Arbeit untersucht. Das Ergebnis zeigt, dass Prozesse wie

z.B. (De-)Solvatisierungsprozess unabhängig von Filmdicke waren, während Grenzflächen- und

Bulkeigenschaften (Ladungstransfer und Massentransport) von der Filmdicke abhängig waren.
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Chapter 1

Introduction

The need to address global environmental concerns caused by the use of fossil and nuclear fuels

has resulted in increasing demand for integrating renewable energy into the grid. The utilization

of renewable energy involves three aspects, namely: harvesting/conversion, energy storage and

efficient energy usage. The growth of renewable energy capacity around the globe has doubled

from 2010 to 2016 and is expected to increase by 43% from 2017 to 2022 as shown in Fig. 1.1 [1].

This is expected as we strive towards a carbon neutral society and keep the global average temper-

ature increase below 2◦C pre-industrial levels as stipulated in the Paris agreement [1]. Since these

renewable energy sources are intermittent in nature and their availability largely depends on the

weather, season and location, this constrains their use in society where the demand for electri-

cal energy is relatively constant [2]. Energy storage systems (ESS) are then required to harness

renewable energy sources in our society to reduce or eliminate the use of fossil fuels [2].

Energy storage systems are also playing a leading role in the decarbonization of road-based

transportation. Carbon (IV) oxide (CO2) from road transportation has increased from 22.7 billion

metric tons in 1990 to 35.27 billion metric tons in 2013 resulting in low air quality especially in

large urban centers [3]. As a result of this, there is an urgent need for more efficient transporta-

tion systems taking into consideration that the number of cars will increase as world population

increases [3]. This has resulted in the research and development of methods to reduce carbon

emissions arising from road-based transportation. One of the most promising method to achieve

this goal, is the use of electric vehicles (EVs) [3]. The number of electric vehicles sales globally

increased from less than 10,000 in 2010 to 774,000 in 2016 [4]. EVs utilize batteries, fuel cells and

ultra-capacitors with the main source of electricity been renewable sources resulting in a plug in

charged storage system. EES has also been widely used in portable electronic devices, which are

integral parts of our daily lives such as mobile phones, laptops, e-book readers and cameras [5, 6].
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Chapter 1. Introduction 1.1. Energy Storage Systems

Figure 1.1: Capacity growth of renewable energy from 1994 to 2022. Adapted from [1].

1.1 Energy Storage Systems

The essential criteria for electrical energy storage systems include cost-effectiveness, safety, effi-

ciency, durability, reliability and environmental friendliness [7–9]. ESS can be classified with the

use of energy in a specific form into mechanical, thermal, electrical and chemical energy stor-

age systems [3, 10]. Mechanical energy storage systems such as pumped hydro storage (PHS),

compressed air energy storage (CAES) are suitable for power management while flywheels (FWs)

are suitable for high power-low energy applications and basically useful for power management.

The limitation to this form of energy stems from scarcity of available sites as in the case of CAES

and PHS, which are constrained by geology and topography respectively [10]. The large initial

investment needed for this form of energy is also another limiting factor for the application of

these technologies to single households [10]. Frictional losses in FWs renders them unattractive

for long term energy storage applications [10].

Thermal energy storage has been reported as a promising form of ESS [11]. The working

principle of this form of energy storage involves the transfer of heat. During the charging pro-

cess, a thermal storage comprising of materials such as molten salts, solar heating systems or

magnesium salts is heated or cooled, and during discharge the stored energy can then be used

for cooling applications or power generation [12, 13]. The cost-effectiveness and better reliability

2



Chapter 1. Introduction 1.1. Energy Storage Systems

it offers makes it an attractive form of energy storage system [13, 14]. However, they are lim-

ited by standby losses as well as its relatively low efficiencies. Electrical Energy storage which

includes capacitors/supercapacitors and superconducting magnetic energy storage (SMES) have

also been reported as a promising technology for rapid exchange of electrical power with grid

during small and large disturbances. It is also an interesting option for controlling output power

of wind plant and improving the stability of power system [15]. This form of energy is relatively

efficient and has high power capability as well as high cycle lifetime. Its low density and high cost

per installed energy makes it less attractive compared to chemical energy storage such as batter-

ies. Chemical energy storage (CES) systems operate by the reversible transformation of electrical

energy to chemical energy. The energy is stored in the forms of chemical bonds in molecular

compounds [1]. This form of energy storage system includes fuel cells, rechargeable batteries and

flow batteries [1].
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Figure 1.2: Classification of energy storage system based on system power ratings and discharge
time for suitable generation. Adapted from [1].

Efficient usage of ESS involves the selection of the most appropriate form of energy storage

to meet the requirements of the intended application. A comprehensive analysis of the technical

specification, physical constrains and environmental impact assessment is therefore required for

the efficient design and implementation of EES [1]. Based on the result of this analysis, the
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appropriate EES for the intended application can be selected. The application of EES can be

classified into generation, transmission/distribution and consumer level power system application

using system power ratings and discharge time for suitable generation as shown in Fig 1.2 [1].

Of the various energy storage systems available for transmission/distribution and consumer

level power system application, rechargeable batteries have been reported as one of the most

promising technologies[1, 16, 17]. This is due to their economically viability, high specific energy,

high power density and performance (long life cycle) [16]. Lead-acid batteries already in the use

in automotive applications as starter for internal combustion engines has been proposed for load

leveling in grid scale applications [17]. A lead-acid battery consists of lead (Pb) as the negative

electrode and lead oxide (PbO2) as the positive electrode with sulphuric acid as the electrolyte

(H2SO4). During discharge, Pb and PbO2 react with the electrolyte to form PbSO4 and H2O

respectively and during charge the process is reversed. The overall reaction in lead-acid battery is

shown in the equation below [17]:

Pb + PbO2 + 2 H2SO4 + 2e−α′ ⇌ 2 PbSO4 + 2 H2O + 2e−α (1.1)

where α′ and α represents the phase of the electron. Lead-acid batteries suffer from setbacks

ranging from degradation when high power is drawn to periodic water maintenance and environ-

mental concern due to the usage of lead [11]. Nickel based batteries comprise of nickel hydroxide

as the positive electrode and another element as the negative electrode. The classification of nickel-

based batteries is done using the second element, for example when Fe is used as the negative

electrode it is referred to as Ni-Fe and when cadmium is used, it is referred to as Ni-Cd. The

electrolyte used in nickel-based batteries is potassium hydroxide solution (KOH). Using the Ni-

Cd chemistry as an example, the charge/discharge process can be described with the equation

below [17].

Cd + 2 NiOOH + 2 H2O + 2e−α′ ⇌ 2 Ni(OH)2 + Cd(OH)2 + 2e−α (1.2)

Nickel-based batteries have been the battery of choice for EVs due to their long cycle life, over-

charge capability, high rates of charge/discharge and energy density [11]. However, the applica-

tion of nickel based batteries is limited due to the high cost, high maintenance cost and memory

effect [17]. The memory effect is a term used to describe a phenomenon where batteries lose their

maximum capacity if they are repeatedly charged after partial discharge. Among rechargeable
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batteries, Lithium-ion batteries (LIBs) are among the most widely used battery systems due to

the advantages they offer. The next section will focus on the operating principle, advantages and

limitations of LIBs.

1.2 Lithium-ion Batteries

Since their development in the 1970s and commercialization by Sony in the early 1990s, lithium-

ion batteries (LIBs) have been used extensively for portable electronics due to their small size,

durability, high specific energy, light weight and reasonably fast charge/discharge rates [17–19].

They are also used in the automotive industry in both hybrid and EVs, due to their volumetric

and gravimetric power and low self-discharge [1, 20]. LIBs are also used in stationary and back-up

power applications due to their high efficiency, fast response and long lifetime [1]. In LIBs, the

number of lithium ions stored in the electrode material is determined by the chemistry and the

structure of the electrode material itself. Electrodes with sufficient storing sites are thus needed to

achieve high specific capacity [21]. The theoretical capacity of cathode materials (Ct) in mAh g−1

can be described as Ct = nF/(3.6 · M), where M is the molar weight of the materials in g/mol

and n is the number of electrons involved in the (de)insertion process [21]. As Ct is inversely

proportional to the molar weight and directly proportional to the number of electron transferred to

the host, it implies electrode materials with smaller molecular weight that requires more electrons

per formula unit results in higher capacity.

Figure 1.3: Schematics of a rocking chair type lithium-ion battery. Adapted from [22].
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Fig. 1.3 shows the schematics of a rocking-chair type LIB with a lithium metal oxide (LiMeO2)

and graphite as the positive and negative electrodes respectively. The term ’rocking chair’ was first

used by Armand to describe batteries which involve the shuttling of ions in/out of the electrode

materials during charge and discharge [23, 24]. The schematics indicates two electrodes immersed

in an electrolyte separated by a separator. The electrodes are in contact with the current collector,

which is connected to the external circuit. During charge, intercalated lithium ions (red spheres)

move from the positive electrode through the electrolyte into the negative electrode. This process

is reversed during discharge of the battery. Using LiCoO2 as an example of the positive electrode

and graphite as negative electrode, the electrochemical process occurring in rocking-chair type

LIB shown in Fig. 1.3 can be represented as:

Li1−xCoO2 + LixC6 + xe−α′ ⇌ LiCoO2 + C6 + xe−α (1.3)

The rocking-chair type LIB used for the illustration in Fig. 1.3 is just an example of one of

the methods in which lithium can be stored. Other methods for hosting the lithium include

alloying and conversion. In alloying, lithium is trapped by the formation of alloys formed between

metals and lithium. Alloying electrodes are particularly interesting due to their high theoretical

capacity [25]. For example, tin (Sn) an alloy electrode whose half cell reaction is depicted in

eq. 1.4 could deliver high capacity of 993 mAh g−1 compared to graphite which is a commonly

used insertion negative electrode with a theoretical capacity of 372 mAh g−1 [25]. Despite this

high capacity, alloy electrodes are limited by the volume changes during alloying process resulting

in pulverization. This leads to poor cycling stability [25].

xLi+ + Sn + xe− ⇌ LixSn (1.4)

In conversion, electrode materials react during lithiation to form new products which are

reversed during delithiation. The half cell reaction for conversion electrodes can be described

as [26]:

MaXb + (b × c)Li+ + (b × c)e− ⇌ aTM + bLicX (1.5)

where M denotes transition metal and X is anionic species such as oxides sulphides fluorides and

phosphides [26]. Conversion electrodes like their alloying counterparts have high theoretical ca-

pacities (500 —1500 mAh g−1) [25, 27]. However, the volumetric changes upon cycling which leads

to capacity loss and the contact failure between the conversion electrode and the current collector
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hinders the application of conversion electrode in practical applications [27]. Electrodes utilizing

the (de)insertion mechanism are thus the materials of choice at the moment due to their stability.

The energy density of LIBs is determined by the capacity and the potential of the electrochemical

process. The capacity of the electrode material depends on the ability of the electrode materials

to change their oxidation states, availability of storage sites for lithium and the reversibility of the

(de)insertion process [21].

Several positive electrode materials utilizing the shuttling of lithium ions have been used in

LIBs since its inception ranging from LiCoO2, with a specific capacity of 140 mAh g−1 [3], to

LiMn2O4, LiNiO2 and LiFePO4. On the negative electrode side, carbon in the form of graphite is

widely used in LIBs due to its availability, low weight, low average voltage, low voltage hysteresis,

low cost and high environmental friendliness [3, 28]. Other negative electrode materials include

lithium alloyed metal, such as lithium aluminum (Li−Al) [7]. Li−Al tends to undergo volumetric

changes during the lithiation. Lithium titanate (LTO) Li4Ti5O12 has also been used as negative

electrode material as it does not undergo volumetric changes during the reversible insertion of

lithium. However, it is limited to low energy density application due to its high potential window

(1.0 —2.5 V vs Li/Li+) compared to 0.005 —1.0 V vs Li/Li+ for graphite [29].

Another key aspects of LIBs that influences their performance is the solid electrolyte interphase

(SEI) which is a solid layer formed from the irreversible electrochemical decomposition of the

electrolyte. The SEI is formed at the negative electrode due to the instability of electrolyte at

the operating potential of the negative electrode during charge. The SEI prevents further solvent

decomposition and allows for the transport of Li+. The function of the SEI is vital for the chemical

and electrochemical stability of the LIBs. However SEI formation and growth utilizes lithium

and electrolyte and as such result to capacity fading, increasing the internal resistance of the

battery and poor power density. Despite the importance of the SEI in performance of LIBs, the

growth mechanism of the SEI is still not fully understood. At the moment, the SEI layer is being

studied with the aim of understanding the formation of the layer and subsequently improving the

performance of LIBs [30, 31].

LIBs have been optimized for currently used applications, however as the demand for energy

storage for different applications increase, the need to tailor and develop technologies for emerg-

ing and future applications is increasing. LIBs powered EVs have been reported to have a driving

range of 160 kilometres per single charge and the batteries amount to 65% of the total cost of

EVs [20]. Thus, battery technologies offering more energy density at cheaper price are needed for

EVs applications. In stationary applications, where cost and safety are prioritized, LIBs are limited

due to their high cost arising from specialized cell design, cost of manufacturing process, which
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requires an inert atmosphere and the high prices of battery materials such as electrodes, elec-

trolytes [20]. Another drawback to the use of LIBs for stationary applications, is the flammability

of the organic solvents used and the thermal runaway arising from unwanted reactions between

the electrolyte and the electrode materials [20]. In the next paragraph, strategies employed in

optimizing LIBs to meet some of the new demands will be addressed.

There has been an increase in the research and development of alternative positive and neg-

ative electrode materials for LIBs to improve the safety, power and energy density as well as the

rate capability. This includes the research and development of layered nickel rich, lithium rich

and manganese rich electrode materials as an alternative due to their safety and enhanced capac-

ity [18]. These layered electrode materials have been reported to experience low capacity retention

arising from structural and surface changes [18]. The use of transition metal doping, surface coat-

ing with AlF3, Al2O3 AlPO4 and TiO2 has been reported as effective method in reducing the ca-

pacity fading arising from surface/structural changes [18, 32, 33]. Li1.19Mn0.54Ni0.13Co0.12Ru0.01O2

has also been used as a positive electrode material instead of LiCoO2. Coupled with a graphite

negative electrode an increase in energy density by 6.7% from 491 Wh l−1 to 524 Wh l−1 was

reported indicating nickel rich based electrode material as a promising alternative to the currently

used positive electrode materials for high energy density LIBs [18].

Silicon is a promising alternative to graphite due to its high theoretical capacity (>

4000 mAh g−1) and low operating voltage (∼ 0.3 V vs Li/Li+) [18]. Its drawback such as vol-

umetric expansion during lithium extraction/insertion resulting in the breaking of the SEI layer

which protects the electrode surface. The use of smart electrode structures and binder designs to

avoid volume expansion as well as the selection of appropriate electrolyte for the formation of SEI

layer on the silicon is currently being researched [18, 34, 35].

1.3 Emerging Alternatives to LIBs

In this section, emerging battery technologies which are under development in order to address

some of the challenges associated with LIBs will be briefly discussed. The section includes strength

of the emerging technologies, their limitations and strategies under development to overcome

these challenges.

1.3.1 Lithium-Sulphur Batteries

Lithium-sulphur (Li−S) batteries are an emerging alternative to LIBs due to their use of sulphur

which is naturally abundant, cost-effective and has a high theoretical capacity (1675 mAh g−1) [18].
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Li−S batteries also has a high energy density of 2500 Wh kg−1 compared to ca. 200 —250 Wh kg−1

for LIBs [18]. It consists of sulphur as the positive electrode material and Li metal as the negative

electrode which undergoes plating and dissolution.

During discharge, the positive electrode material releases sulphur into the electrolyte forming

long-chain polysulphides, which migrate through the electrolyte to the lithium metal where they

are reduced to short chain polysulphides (Li2S) which are insoluble and electrically insulating

in nature. During charge the process is reversed as Li2S, moves back to the sulphur positive

electrode where it is oxidized [36]. The challenges associated with this process are related to the

self-discharge, low coulombic efficiency, capacity loss on the positive electrode side and the aging

of the lithium metal (use of lithium metal in side reactions) [36]. Despite the high specific capacity

(3800 mAh g−1) and low potential (-3.04 V vs SHE), metallic lithium as negative electrode material

is limited due to safety concern and low cycling reversibility caused by lithium dendrites. The

dendrites are formed due to irregular electrochemical plating resulting in spiky microstructures.

This dendrites could lead to short circuit between the positive and negative electrode resulting

in thermal runaway and possible combustion [36–38]. The use of 3D lithium structures has been

reported as an alternative to lithium metal to circumvent this problem. These three-dimensional

structures suppress the dendrite growth, accommodate volumetric change and protect lithium

from parasitic side reactions. The use of carbon matrix at the positive electrode has also been

reported to resolve the poor electronic conductivity associated with using sulphur. For Li−S

batteries to be competitive with the current lithium-ion technology, further research is required to

develop high density electrodes, to reduce or eliminate the polysulphides dissolution, to develop

volatile electrolytes and reversible negative electrode materials as alternative to metallic lithium

or three-dimensional lithium been currently used [18].

1.3.2 Metal-Air Batteries

Metal-air batteries such as lithium-air, zinc-air, magnesium-air and aluminum-air batteries have

received a lot of attention due to their working principle using oxygen from air, which reduces

the weight of the battery and improves its energy density [20]. In general, metal-air batteries

consists of a metallic negative electrode, electrolyte and a porous positive electrode. Metals such

as Li, Na, Fe and Zn can be used as negative electrode materials. During discharge, the reduction

occurs in ambient air positive electrode and the metal negative electrode is oxidized and processes

are reversed during the charge. Metal-air batteries can be grouped based on the electrolyte used

as: aqueous metal batteries, which are not sensitive to moisture, non-aqueous metal air batteries

which are sensitive to moisture, mixed/hybrid electrolyte and solid-state electrolyte [20]. Several
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metal-air batteries based on different metals have been reported, such as lithium-air, zinc-air and

aluminum-air. The electrochemical process occurring in lithium-air battery which has a theoretical

energy density 5200 W h kg−1 can be described with the equation below [18]:

O2 + 2 Li + 2e−α′ ⇌ Li2O2 + 2e−α (1.6)

Problems associated with lithium-air batteries include irreversibility of discharge products result-

ing in clogging and the use of coated Li metal which fails to provide the long-term protection

needed against dendrite formation and pH variation resulting in low rate performance. Non-

aqueous systems tend to suffer also from the problem of the irreversibility of Li2O2 formed during

discharge [18]. To solve these issues, several strategies with the aim of increasing the decomposi-

tion rate of the discharge products and of reducing the side reactions have been reported. These

include the use of a non-carbonaceous electrode as the positive electrode and dimethyl sulfoxide

(DMSO) as the electrolyte to improve the decomposition of Li2O2 resulting in a capacity retention

of 95% after 100 cycles [39, 40]. The use of redox mediator which is dissolved in the electrolyte

(soluble catalysts) has also been reported to increase the decomposition of Li2O2 [40]. Lim et al.

reported 900 cycles with a charge overpotential of 0.25 V with a discharge depth of 1000 mAh g−1

at a current density of 2000 mA g−1 using a soluble catalyst [40].

Another common metal air battery is the zinc-air battery which is centuries old but has at-

tracted a lot of interest recently due to its large storage capacity and estimated cost-effectiveness

(ca. 10 $ kW−1 h−1) compared to LIBs (400 —800 $ kW−1 h−1) [41, 42]. Zinc-air batteries consists

of Zn as the negative electrode, a positive air electrode in alkaline electrolyte and a membrane

separator. During discharge, Zn is oxidized to zinc oxide (ZnO) which is soluble and as such the

process is reversible [20]. However, during discharge a parasitic reaction between Zn and water

occurs resulting in the formation of Zn(OH)2 and in the evolution of hydrogen gas (H2). This side

reaction results to corrosion of the zinc metal, consumes the electrolyte and reduces the battery

lifetime [43]. Other challenges with zinc-air batteries include the development of effective oxygen

evolution reaction(OER) and oxygen reduction reaction (ORR) catalysts, and the prevention of

carbonate formation [43]. Amalgamated zinc was used in the 1980s to reduce corrosion, but this

process is not environmentally friendly [43]. Alloyed zinc coupled with additives, such as sili-

cates, surfactants and polymers, have been reported to reduce hydrogen gas evolved in the side

reaction [44–46]. Aprotic electrolytes especially ionic liquids also used for lithium-air batteries

have been demonstrated to reduce the dendrite formation, hence improving the cyclability of the

zinc electrodes [43, 47].

10



Chapter 1. Introduction 1.3. Emerging Alternatives to LIBs

Figure 1.4: Schematic representation of zinc-air battery. Adapted from [48].

1.3.3 Non-Lithium Based Batteries

Due to constrains such as lithium resources limitations, high cost of lithium, potential safety

issues and the uneven global distribution of lithium reserves, the research and development of

batteries based on alternative metal ions has increased [49]. The emerging alternatives includes

alkali metal (Na+ and K+) [50, 51], alkaline earth metals (Mg2+ and Ca2+) [52], transition metals

such as Zn2+ [53] and group 3A metals Al3+ based metal-ion batteries [54]. Sodium-ion batteries

(SIBs) have been proposed as a promising alternative to LIBs due to the abundance of sodium, low

cost and environmental friendliness. The operating principle of rocking chair type SIBs is similar

to that of LIBs and it involves the reversible insertion of Na+ in host structures though aqueous

and non-aqueous media during charge/discharge. During discharge, Na+ is extracted from a low

voltage negative electrode material into the solution, and then inserted into a positive electrode

material usually of high voltage. This process is reversed during charge.

Positive electrode materials for SIBs include layered transition-metal oxides, sodium polyan-

ion compounds and Prussian blue analogues (PBAs) [55]. Layered materials have higher specific

capacities but exhibit poor cycling rate capability, which has been attributed to their structural

instability upon the reversible insertion of Na+ [55]. Polyanion materials which are stable upon

cycling exhibit poor specific capacities, due to their low electronic conductivity [55]. Prussian blue

analogues (PBAs) have been reported as promising positive materials for SIBs. They are transition

metal hexacyanometallates with an open framework crystal structure. The large interstitial sites
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and large channels found in this class of materials allow for extraction/insertion of Na+ [55]. PBAs

exhibit good cycle life and rate performance both in non-aqueous and aqueous electrolytes. Nickel

hexacyanoferrate (NiHCF), a Prussian blue analogue was shown to be a zero-strain insertion pos-

itive electrode material for SIB having a lattice variation less than 1% during cycling even after

200 cycles while exhibiting a specific capacity of 66 mAh g−1 [56]. Higher specific capacities have

been reported for other Prussian blue analogues such as 209 mAh g−1 for Na2MnII[MnII(CN)6]

and 134 mAh g−1 for Na1.71Mn[Fe(CN)6] [55, 57, 58]. Carbon in various form (soft carbon, hard

carbon and reduced graphene oxide) and low transition-metal oxides and phosphates are cur-

rently used as negative electrode in SIBs [59]. Amongst the carbon based materials, hard carbon

is particularly of interest due to its large interlayer distance and disordered structure which al-

lows for the reversible insertion of Na+ [59]. Sodium phosphide (Na3P) with a specific capacity

of 2595 mAh g−1 has been reported as a promising negative electrode material. It is often mixed

with carbon to improve its conductivity and reduces the volumetric changes due to the reaction

with sodium [59, 60].

Potassium-ion batteries (KIBs) are also among one of the emerging non-lithium battery sys-

tems. Like sodium, potassium is also an abundant element in the earth crust [61]. The oper-

ating principle of KIBs is similar to that of SIBs and LIBs. The use of cheaper aluminum cur-

rent collectors and electrolyte solutions and salts reduces the cost of KIBs when compared to

LIBs [61]. Graphite is a common negative electrode material for KIBs having a theoretical capac-

ity of 279 mAh g−1 [62]. A specific capacity of 273 mAh g−1 was observed for K/graphite half

cell when cycling at low C-rates (C/40) in 0.8 M KPF6 in 50:50 ethylene carbonate (EC):diethyl-

carbonate(DEC) electrolyte [63]. However, at high C rate the capacity drops rapidly. The less stable

K ion SEI layer formed on graphite compared to the SEI layer formed in LIBs has been speculated

as the cause of this fast capacity fading [63]. Currently, the reversible insertion process of potas-

sium in graphite is being studied with the aim of reducing the capacity fading and improving the

efficiency in order to reach the commercialization standards [62–64]. Other carbon alternatives

include soft-carbon electrode, hard carbon, carbon nanofibers and graphene [65–68]. Attempts

to use metals and metal-oxides which rely on alloying or on reversible insertion of potassium as

possible negative electrode materials for KIBs has also been reported [69, 70]. K3Sb which utilizes

alloying, has been reported to have a capacity of 110 mAh g−1 after 50 cycles with 98 % coulombic

efficiency [70].

Layered compounds, polyanionic compounds and Prussian blue analogues are among some of

the currently used positive electrode materials for KIBs [62]. Layered oxides show relatively low

specific capacity and fast capacity fading due to changes in the lattice parameters as a result of
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the reversible insertion of potassium which has a large ionic radius (1.38Å) [62, 71]. To this end,

PBAs are used as positive electrode materials in KIBs due to their open channels which allows

for the reversible insertion of K+ [62]. Copper hexacyanoferrate, a PBA has been reported as

positive electrode materials for KIBs in non-aqueous media with 88% capacity retention after 500

cycles [72].

Rechargeable batteries utilizing multivalent cations (Ca2+, Mg2+, Zn2+ and Al3+) as charge car-

riers have been reported as promising candidates for the next generation battery concepts, due to

their potentially higher energy density. The theoretical energy density of a hypothetical 4V cal-

cium electrode is 450 Wh kg−1, which is higher than the energy density of LIBs (260 Wh kg−1) [73].

The natural availability of materials is also a major advantage of multi-valent batteries, as some

of the cations employed are abundantly available in the earth crust. For example, aluminum,

calcium and magnesium are the third, fifth and eighth most naturally occurring elements in the

earth crust [73]. The operating principle of rocking chair type multivalent battery is similar to

the already discussed working principle for LIBs, SIBs and KIBs. It involves the shuttling of these

multivalent cations during charge/discharge. Currently studies are focused on the synthesis and

optimization of electrode materials for multivalent cations, as well as the optimization of the

electrolyte for these battery technologies [73–77].

1.4 Aqueous Rechargeable Batteries

Aqueous rechargeable batteries (ARBs) have been reported as promising candidates for stationary

applications, as they resolve some of the challenges associated with LIBs, such as cost, safety issues

and environmental concerns [16]. The ionic conductivity of aqueous electrolytes is two order of

magnitudes higher than the ionic conductivity of non-aqueous electrolyte which results in higher

round trip efficiency [16]. The use of aqueous electrolyte also makes ARBs more environmentally

friendly than batteries utilizing organic solvents [16]. ARBs were first reported in 1994 by Dahn

and co-workers using LiMn2O4 as the positive electrode and β—VO2 as the negative electrode [78].

The ARBs reported by Dahn and co-workers had an average operating voltage of 1.5 V with

an energy density of 75 Wh kg−1, which is lower than the energy density of conventional LIBs

(250—400 Wh kg−1) [78]. This relatively low energy density can be attributed to the constrain of

working with aqueous electrolytes which have a narrow stability window [78]. The components

of an electrolyte including solvents (in this case water), salts and electrolyte additives determines

the stability window of the electrolyte. To avoid parasitic side reactions which are detrimental

to the battery efficiency, the charge/discharge process is conducted within a potential window
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where the main redox process occurs excluding side reactions [78]. The stability window of water

is 1.2 V. Exceeding the stability window results in the splitting of water with the gas evolution of

O2 and H2. To overcome this challenge, the use of concentrated solutions (water in salts) increases

the stability window up to 3.0 V on stainless steel electrodes [79]. This was reported to increase

the energy density of ARBs to 100 Wh kg−1 [79].

An increase of the stability window to 3.1 V, and a subsequently increase in the energy

density to 130 Wh kg−1 has been reported by using Li(TSFI0.7(BETI)0.3)·H2O in water [80,

81]. This electrolyte is obtained by mixing the organic lithium salts LiN(SO2CF3)2|(LiTSFI)

and LiN(SO2C2F5)2—LiBETI [80, 81]. The concentration of this hydrate melt electrolyte is

27.8 mol kg−1 while the concentration of water is 6.3 mol kg−1 [80, 81]. The water molecule

is reduced to a minimal amount such that the exiting water molecules in the electrolyte takes

part in the hydrating the lithium ions, in contrast to regular aqueous electrolyte with free water

molecules [80, 81]. The conductivity of the hydrate melt was 3.0 mS cm−1, despite its low vis-

cosity as the transport of Li+ [80]. An increase in oxidation potential of water was also observed

using the hydrate melt due to strong coulombic bonding of the oxygen atom in water molecule by

Li+. This increases the anodic limit of the potential window of the electrolyte from 4.0 vs Li/Li+

to 5 V vs Li/Li+ [80]. The passivation of the negative electrode surface due to the formation of

the interphase between the hydrate melt and the aluminum electrode also extends the electrolyte

stability window to 1.75 V vs Li/Li+ thereby increasing the potential window to 3.1 V [80, 81].

Another challenge associated with working with aqueous electrolytes is the stability of elec-

trode materials in aqueous media. Several positive electrode materials used in LIBs can be utilized

in aqueous systems, such as LiCoO2, LiMn2O4, LiFePO4, and PBAs. PBAs in particular have been

reported as promising positive electrode materials for aqueous media involving univalent, diva-

lent and trivalent cations [50, 52, 53, 82–86]. Wessels et al. reported copper hexacyanoferrate and

nickel hexacyanoferrate as positive materials in aqueous electrolyte of potassium and sodium,

with long cycle life, good rate capability and high round trip efficiency [87]. CuHCF exhibited

a capacity retention of 83% after 40,000 deep discharge in aqueous potassium electrolyte while

cycling at 17 C [87]. NiHCF another PBA, which is also an interesting positive material for ARBs

as its electrochemical process occurs within the stability window of water [53, 88, 89] exhibited a

good cycling behaviour with a negligible capacity loss after 5000 cycles while cycling in aqueous

potassium and sodium electrolyte at 8.3 C [50].

Common negative electrodes used in LIBs such as carbon (graphite, soft and hard carbon),

cannot be used in ARBs due to the instability of carbon in aqueous media [16]. The use of VO2(B),

spinel Li2Mn2O4, layered LiV3O8, TiO2, PBAs (K0.11Mn[Mn(CN)6]0.83 · 3.64 H2O) polyanonic com-
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pounds and metals as negative electrode materials has been reported [16]. The use of LiTi2(PO4)3

coated with 25 nm carbon layer using chemical vapour deposition has been reported to have a

capacity retention capacity of 80% after 200 cycles [90, 91]. Pasta et al. has reported the PBA

K0.11Mn[Mn(CN)6]0.83 · 3.64 H2O as an negative electrode material with negligible capacity loss

up to 1000 cycles with 99.8% coulombic efficiency at 10 C in 10 M NaClO4 [92]. A battery of

CuHCF as the positive electrode and K0.11Mn[Mn(CN)6]0.83 · 3.64 H2O as negative electrode in

aqueous media was reported to have 96.7% round trip energy efficiency when cycling at 5 C with

no measurable loss of capacity after 1000 deep-discharge cycles [92].

The properties of electrode materials are determined by their crystal structure, microstructure

and electronic structure. The crystal structure which is an inherent property of the material deter-

mines to an extent the electrochemical performance of the electrode [21]. Despite crystal structure

been an inherent property, crystal parameters can be tuned to meet specific needs [21]. The use

of dopants is a common approach in electrode engineering to enhance the stability and the spe-

cific capacity of the materials [93]. Dopants also tend to affect the crystal field, thus affecting the

electronic structure of the electrode materials. Microstructure of electrode materials has also been

reported as an important aspect in electrode engineering. The use of nanomaterials as electrode

materials reduce the transport path of the ions, changes site energy in the host structure which

affects the electrochemical potential of the electrode material [21].

The stability of the host structure involves two aspects, namely the crystal structure and the

reaction interface. The crystal structure which is the periodic arrangement of atoms, ions and

molecules in a solid material is an important aspect in electrode materials [21]. It determines

the diffusion channels and the interstitial sites, which are crucial parameters to consider when

choosing electrode materials, as they determine which ions can be inserted/extracted [21]. In the

next section, crystal structures of common positive electrode materials used in aqueous batteries

will be discussed. The focus is on positive electrode materials in aqueous system as the electrode

materials studied in this thesis were positive electrode materials utilized in aqueous media.

1.5 Crystal Structure of Some Positive Electrode Materials

Transition metal oxides are among the most commonly used positive electrode materials in bat-

teries due to their low molecular weight and solid-state properties [21]. The first aqueous battery

reported by Dahn and co-workers utilized the spinel LiMn2O4, which is an example of oxide ma-

terials [78]. Since then, numerous transition metal oxides have been reported in aqueous batteries,

including layered LiCoO2, manganese dioxide (MnO2), vanadium-based positive electrode mate-
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rial Na1.6V3O8 and olivine structures (LiFePO4). LiMeO2 is a layered structured transition metal

oxide where the oxygen anions plane is arranged in a ABCABC sequence. The lattice consists

of MnO6 octahedral sharing four edges with other MnO6. For y number of anion (O) in a unit

cell, 2y tetrahedral and y octahedral sites of anion is formed. The hexagonal structure of layered

LiCoO2 in ball and stick mode is shown in Fig. 1.5. It comprises of −Li−O−Co−Li−O− arranged

in the ABCABC sequence associated with LiMO2 structure. In LiCoO2, Li+ is accommodated in

layers between the octahedrons slabs created by cobalt and oxygen atoms, as shown in Fig.1.5.

The two-dimensional interstitial space allows for fast reversible insertion of Li+ [94]. The potential

profile of layered structures is relatively more slopy than their spinel and olivine transition metal

oxide counterparts, due to distortions which results in increase in site energy and sloping poten-

tial profile [95]. Due to the cost of LiCoO2, its usage in ARBs whose concept is centred around

cost effectiveness is limited [96].

Figure 1.5: Crystal structure of layered LiCoO2. Adapted from [97].

LiMn2O4 a spinel type compound has been reported as a relatively cost-effective positive elec-

trode material for ARBs [96]. Spinel compounds have the general formula AB2O4 with the cations

A and B occupying the tetrahedral (8a) and octahedral (16d) sites respectively, with the O anions

in the spinel located in the 32e sites forming cubic structure with a space group of Fd3m [96]. Each

unit cell in the spinel comprises of 64 tetrahedral sites, one-eighth of it occupied by A cations and

32 octahedral sites from which 16 is occupied by B cations [96]. Every empty tetrahedral or empty

octahedral site in the unit cell shares at least two faces of A tetrahedral and B octahedra [96].
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This prevents the simultaneous occupation of interstitial sites and A or B sites due to coulombic

interactions between guest ions in interstitial sites and ions in the or B sites [96]. Fig. 1.6 shows

the crystal structure of spinel LiMn2O4 (LMO). In LiMn2O4, Li occupies the 8a sites, Mn occupies

the 16d sites and O occupies the 32e sites. The Mn and O forms the octahedra MnO6 while Li

occupies the tetrahedral sites. Each 8a sites in the spinel unit cell has an adjacent 16c sites which

is empty as shown in Fig. 1.6. The Mn is octahedrally coordinated to the O forming a three-

dimensional edge sharing MnO6 resulting in a crystal structure with three-dimensional transport

channels (16c-8a-16c) for the reversible insertion fo Li+. This crystal structure offers LMO good

crystal structural stability during the (de)insertion of Li+ [96]. The reversible insertion process of

Li+ in LiMn2O4 occurs between 0.4 to 1.2 V vs Ag/AgCl (3M KCl) which is just within the stability

window of the aqueous electrolyte.

Figure 1.6: Crystal structure of spinel LiMn2O4. Adapted from [98].

Prussian blue analogues are interesting materials for aqueous batteries, as they allow for the

reversible insertion of univalent, divalent and trivalent cations, and as such they can be used as

positive electrode materials for alternative battery chemistry [50, 88, 89, 92, 99]. PBAs are cost-

effective, relatively eco-friendly and relatively safe compared to other positive electrode materials

used in aqueous batteries [50, 88]. Iron (II) hexacyanoferrate popularly known as Prussian blue is

the most common and well known example of PBAs and has been used since the 17th century as a

pigment for painters [100]. Prussian blue is a mixed valence polynuclear transition metal cyanide

complex, often referred to as ferrocyanide. PBAs have a general formula AxMy[M’(CN)6]Z’ · xH2O

where A is an alkali metal (Li, Na, K), M and M’ are transition metals (Cr, Mn, Fe, Co, Ni and
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Cu) [101]. When M’ is Fe, the term hexacyanoferrate (HCF) is used [101]. The transition metals

(M and M’) may be the same in some materials as in the case of sodium iron hexacyanoferrate

NaxFe[Fe(CN)6]. PBAs have perovskite-type structure in which the transition metals M and M’

coexist on alternate side of cubic structure with each unit cell comprising of eight sub cells. The

transition metals are bridged by linear cyanide anions (M3+—NC—M’II or M2+—NC—M’III), form-

ing an open cubic framework with large interstitial sites, also called A sites [101]. PBAs have been

reported to contain two types of water molecules: coordinated water which is chemically bonded

to M ions and zeolitic water which can be found in the large A sites [101]. The large diameter of

the A sites and three-dimensional diffusion channels connecting the A sites in the 100 direction

allow for the reversible insertion of various ions [99, 102, 103]. These ions can be monovalent

(Na+, Li+, K+ and NH +
4 ), divalent (Mg2+, Zn2+, Ca2+) and trivalent ions (Al3+) [50, 52, 53, 82–86,

88, 99]. Fig. 1.7 shows the schematics of the crystal structure of nickel hexacyanoferrate, a PBA

with a chemical formula of ANiFe(CN)6 · xH2O comprising of transition metals Fe and Ni linked

by CN ligands forming a face centred cubic structure [50, 88, 104].

Figure 1.7: Crystal structure of nickel hexacyanoferrate. Adapted from [105].

1.6 Relationship between Energy and Power in Batteries

The electrical energy (W) and the instantaneous power (P) of the battery, which are important

performance characteristics of a battery, are given by [106]:
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W = −qmax

Q f∫︂
Qi

[∆Eeq(Q)] dQ −
t∫︂

0

i(t) ηb(Q, i)dt (1.7)

P = −i(t) ∆Eeq(t)− i(t) ηb(t) (1.8)

where qmax is the maximum charge, i is the current, Qi and Q f are the initial and final charge

of the battery respectively. ∆Eeq is the equilibrium voltage of the battery which is the difference

between the equilibrium potential of the positive and negative electrode (∆Eeq = E+
eq − E−

eq) and ηb

is the overvoltage of the battery which represents the energy losses in the system. The minus sign

in front of the equation allows for the power and energy to be described according to the electro-

chemical convention i.e. for positive power, electrical energy is produced [106]. Equation 1.7 and

1.8 indicates that the electrical energy and power of the battery comprises of two contributions:

thermodynamic contributions which is represented by the first term in eq. 1.7 and eq. 1.8 and

losses in the systems which is represented with the second term in eq. 1.7 and eq. 1.8.

Figure 1.8: Plot of specific energy versus specific power.

The relationship between the average power and energy for a battery is given by [106]:

Pavg =
1

∆t

t∫︂
0

i(t) ∆E(t) dt =
W
∆t

(1.9)

Fig. 1.8 shows a plot of specific energy versus specific average power which is commonly re-

ferred to as the Ragone plot [106]. It is used for predicting the specific energy that can be

stored/withdraw from a battery at specific power at different working conditions. The model

to predict the power-energy relation requires information about the thermodynamic contribu-
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tions which can be estimated from tables and the overvoltage under different working conditions,

which has to be measured as they cannot be easily predicted. The potential of the electrode is

related to the equilibrium potential and the summation of the overpotential of the (de)insertion

process [107]:

E+/− = E+/−
eq + ∑ η(i+/−) (1.10)

Using the ideal solution approximation, the equilibrium potential of the electrode depends on

the specific insertion chemistry through the standard equilibrium potential (E0), temperature (T),

concentration of the cation (CAε
) and occupancy of the cation in the electrode (x) [104]:

Eeq = E0 +
RT
nF

ln
CAε

C0
− RT

nF
ln

x
1 − x

(1.11)

where C0 is the reference concentration (1 M) [104]. Fig. 1.9 shows the experimental potential

profile of a positive electrode material in aqueous electrolyte versus occupation of ions in the host

structure during a charge and a discharge cycle.

Figure 1.9: Experimental potential profile of a positive electrode material versus occupancy of
the cation in the host in aqueous media showing the charge/discharge curve and the equilibrium
curve.

The plot suggests the displacement of the charge potential (red curve) and discharge potential

(blue curve) from the equilibrium potential (black curve) as predicted by eq. 1.10. This difference

between the equilibrium potential and the charge/discharge potential profile is the overpotential.

In other to successfully model the energy-power relation of this system at different working condi-

tions, the overpotential of the system has to be measured. As the overpotential represents energy

loss as explained earlier on, it reduces the electrochemical performance of the system [15]. The

overpotential in rocking chair type battery consists of contributions from different phenomena
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occurring during the reversible insertion process, such as charge transfer and mass transport. The

charge transfer overpotential is related to the kinetics of the movement of the charge across the in-

terface, while the mass transport overpotential also called concentration overpotential is due to the

limitation of the mass transport [108]. Other possible sources of overpotential include electrolyte

overpotential arising from electrolyte concentration gradient during the electrochemical reaction

and the IR drop. The nucleation overpotential which can arise due to other phases nucleating is

also another source of overpotential in an electrochemical system.

To reduce the energy/power loss and successfully model the energy-power relation of bat-

teries, a deep understanding of the kinetics of the reversible insertion process is required. Thus

far, the reversible insertion process has been portrayed as a single step process in the operating

principle of batteries shown in the previous section. In reality it is more complex than this, since

it comprises of several steps. As the kinetics and kinetic parameter depend on the occupancy of

the ions in the host structure, it is also imperative that kinetic study be done in extensive condi-

tions, including in-operando. This will allow for a better understanding of the reversible insertion

process and also for the temporal evolution of the kinetic parameters under investigation.

Presently, electrochemical impedance spectroscopy is one of the most widely used techniques

for qualitative and quantitative mechanistic studies of the reversible insertion process [109]. It

relies on the perturbation of an electrochemical system with a sinusoidal wave and on the mea-

surement of the current response. The acquired impedance is required to meet certain criteria

for the spectra to be reliable such as stability (i.e. system does not undergo any change during

the acquisition of impedance), linearity (i.e. response of the system obeys the principle of super-

imposition) and causality (i.e. the response of the system is due to applied perturbation) [109,

110]. As most electrochemical systems are not linear, a small amplitude voltage is used for the

perturbation such that the system is in a quasi-linear state [110]. Impedance spectra using the

classic form of EIS are acquired from high frequency to low frequency with a logarithmic spac-

ing. The acquisition of low frequency data points requires longer time, which complicates the

acquisition of impedance spectrum as some electrochemical systems are not stable. The amount

of time required to acquire impedance at different state of charge is a drawback for employing

EIS in kinetic studies even for stable electrode materials. In the absence of the time acquisition

limitations, the use of classic EIS for studying the kinetics of the reversible insertion of cations

in positive electrode materials neglects the temporal evolution of the kinetic parameters under

dynamic conditions which is needed for a better understanding of the process. A better approach

will be to perturb the electrochemical system under analysis with a combined wave comprising of

multi-sine and quasi-triangular potential sweep. This allows for non-stationary impedance to be
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acquired during the voltage sweep. This concept termed dynamic impedance spectroscopy was

first introduced in the 1970s by Bond et.al and has been optimized by various researchers [111–

116]. This idea proposed by Bond et al. is commonly referred to as fast Fourier transform EIS

(FFT-EIS). Currently FFT-EIS employs the use of classic short time Fourier transform (STFT) and

window function with bandwidth centered at the time t. This method is however limited by the

bandwidth of the window function with respect to the temporal length resulting in errors in the

low frequency data points [117].

Recently La Mantia and co-workers reported the dynamic multi-frequency analysis (DMFA)

as a powerful method for extracting dynamic impedance spectra of electrochemical systems [117–

119]. DMFA which utilizes digital filters, has an advantage of faster computational time, a more

general description due to its usage of filters and better resolution of low frequency data points

compared to FFT-EIS [117]. The concept of impedance spectroscopy and the various method of

acquiring dynamic impedance spectroscopy will be discussed in details in chapter 2. DMFA has

been applied for studying the kinetics of electrochemical systems such as redox couple, oscilla-

tory electrodissolution of p-type silicon and hydrogen evolution reaction (HER) [118–121]. The

technique (DMFA) thus offers the ability to study the kinetics of the reversible insertion process

in positive electrode materials under dynamic conditions. This will allow for a better understand-

ing of the (de)insertion process which is required for optimization of electrode engineering and

tailoring of interface to achieve fast kinetics and better rate capability.

This PhD thesis will focus on the application of dynamic multi-frequency analysis on the

investigation of the kinetics of reversible insertion of univalent cations (Li+, Na+ and K+) in various

cathode materials such as nickel hexacyanoferrate thin film, nickel hexacyanoferrate nanoparticle

and thin films of LiMn2O4 in aqueous media. As discussed above, the understanding of the

reversible insertion mechanism under dynamic conditions is a prerequisite in the optimization of

ARBs which are promising alternatives to LIBs and modelling the power-energy relation of ARBs.
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1.7 Aim of Study

As we strive towards a carbon neutral society, the need for efficient energy storage systems to

fully utilize renewable energy sources increases. Aqueous rechargeable batteries are promising

candidates for stationary applications due to their cost-effectiveness and safety. To improve the

electrochemical performance of ARBs and model the power-energy relation of ARBs under dif-

ferent working conditions, it is important to understand the kinetics of the reversible insertion

process occurring in electrode materials used in ARBs under working conditions. Currently,

the kinetics of the reversible insertion process is often studied using the classic electrochemical

impedance spectroscopy. However, due to the steady state requirement of this technique, it is un-

suitable for investigating kinetics of the electrochemical system in non-stationary conditions and

kinetics of unstable electrode materials. Using DMFA, which defines dynamic impedance based

on quadrature filter, the steady state requirement of EIS is resolved allowing for the kinetics of

electrochemical system to be investigated under dynamic conditions.

The aim of this thesis is to understand the kinetics of the reversible insertion process in posi-

tive electrode materials in-operando. To achieve this aim, the kinetics of the reversible insertion in

selective and non-selective electrode materials under working conditions were investigated using

DMFA. Using impedance models which are obtained from reaction sequences in the reversible

insertion process, unique qualitative and quantitative mechanistic information, which have di-

rect physical correlation to the system were extracted for NiHCF (non-selective electrode) and

LiMn2O4 (selective electrode).
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Chapter 2

Theoretical Background

In this chapter, the fundamentals of electrochemistry needed for this work will be introduced.

This includes an introduction of the following topics: double layer theory, cell potential, elec-

trochemical kinetics, electrochemical impedance spectroscopy (EIS), limitations of EIS, dynamic

electrochemical impedance spectroscopy (DEIS), methods of acquiring DEIS and the introduction

of modelling the impedance of electrochemical systems.

2.1 Introduction

Electrochemistry is the branch of physical chemistry that deals with the relationship between

electrical and chemical energy, and the conversion of one to the other [122]. It plays a vital role

in the fabrication and optimization of technologies in energy storage and conversion, materi-

als/chemical processing, corrosion and protection as well as electrolysis. Electrochemical cells

can be classified as galvanic or electrolytic cell. In galvanic cells, chemical energy is converted to

electrical energy and the redox processes occurring in the cell are usually spontaneous. Examples

of galvanic cells include batteries (primary and secondary) and fuel cells. On the other hand,

electrolytic cells convert electrical energy to chemical energy thus requiring electrical energy to be

supplied for reaction (non-spontaneous) to occur. Examples of electrolytic processes include elec-

trolytic synthesis, electrorefining and electroplating. Fig. 2.1 shows the schematics of a simplified

electrochemical cell.

The Galvani representation of the cell is shown below (Table 2.1) comprising of the metal

wires as phase α and α′ connecting the left and right electrode respectively. Phase β and β′ is the

left and right electrode (electronic conductor) respectively, while phase ε is the electrolyte (ionic

conductor).
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Figure 2.1: Schematics of a simple electrochemical cell.

α β ε β′ α′

Cu electrode electrolyte electrode Cu

Table 2.1: Galvani representation of the simple electrochemical cell shown in Fig. 2.1. [110]

The electric potential of the phase α and α′ can be different despite having same chemical state

(same material), as they may not be at the same potential [110]. The electrochemical equilibrium at

the interface between two phases that can exchange a species (electron or ion) can be written as the

equality of the electrochemical potential of the species that is transported through the interface.

For example, phase α and phase β can exchange an electron thus the electrochemical equilibrium

is [122]:

µ̃α
e− = µ̃

β
e− (2.1)

The electrochemical potential (µ̃) for species i with a charge zi can be described as [122]:

µ̃i = µi + ziFϕ (2.2)

where µi is the chemical potential of species i. µ̃i and µi can be described in terms of the electro-

chemical free energy (G̃) and chemical free energy (G) respectively as [122]:

µ̃i =

(︃
∂G̃
∂ni

)︃
T,P,nj ̸=i

(2.3)
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µi =

(︃
∂G
∂ni

)︃
T,P,nj ̸=i

(2.4)

where ni is the number of moles of i, nj is the number of moles of all species except i, T is the

temperature and P is the pressure [122, 123].

2.2 Electric double layer

When an electrode comes in contact with an electrolyte, an interface that behaves like a capacitor

is formed with a charge (qM) on the electrode side and (qS) on the electrolyte side. qM represents

the excess/deficiency of electrons in a thin layer at the electrode surface, while qS represents the

excess/deficiency of cations or anions on the electrolyte side, hence qM = −qS [122]. This re-

gion of charged species and the associated oriented dipoles existing in the electrode/electrolyte

interface is referred to as the electric double layer. The electric double layer can also be due to

structural properties of the surface, such as surface active groups in ionizable media and orienta-

tion of permanent or induced dipoles [122]. The theories describing the electric double layer have

evolved over the years, starting from the parallel plate condenser model proposed by Helmholtz.

This theory describes the double layer analogous to electrostatic capacitor comprising of layers of

charge with opposite sign separated by a fixed distance. A more advanced model is the triple layer

model, which describes the double layer as comprising of three regions namely inner Helmholtz

plane (IHP), outer Helmholtz plane (OHP) and diffuse layer (DL).

x2x1

IHP Diffuse layerOHP

metal

adsorbed cation

solvated cation

=solvent molecule
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−
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+
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+
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φM

x

qM

Figure 2.2: Schematics of the electric double layer according to the water-dipole model. Adapted
from [122].
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The IHP is described as the region between the electrode surface and the locus of centers of

desolvated ions attached to the electrode surface while the OHP describes the region between the

centers of desolvated ions to the locus of the nearest solvated cation [124]. The diffuse double layer

consists of ions which are distributed in a region which starts from the OHP to the bulk of the

solution. As most electrochemical systems utilizes solvents, the water-dipole model was proposed

by Bokris, Devanathan and Muller [124]. This model also proposed occurrence of molecules

attached to the electrode as well as the occurrence of partially desolvated molecules in the IHP

due to strong interactions between the charged electrode and dipoles.

The description of the double layer in electrochemical systems is important as it affects the

potential drop at the electrode/electrolyte interface. The potential experienced by an electroactive

species in the double layer thus depends on its location in the double layer as seen in Fig. 2.2 [108].

The rate of the reaction depends on the potential drop at the interface as shown later in this work.

In addition to this, the concentration of the electroactive species in the double layer may differ from

the concentration of the species in the bulk, and this also affects the rate of the electrochemical

process, which is a function of concentration of the electroactive species as well. The effect of

the double layer is particularly interesting when the charging current is far more than the faradaic

current as in the case of electrochemical systems utilizing electrolytes with low concentration [108].

For electrochemical systems with high amount of electroactive species the faradaic current is

higher than the charging current, the effect of the double layer may be negligible.

2.3 Cell Potential

Using a simplified interface of a metal in contact with an electrolyte which contains a redox couple,

the reaction can be described as:

Ox + ne− ⇌ Red (2.5)

At equilibrium [110],

µ̃S
Ox + nµ̃M

e = µ̃S
Red (2.6)

where the superscripts S and M denote the solution and electrode phase respectively. Expanding

the electrochemical potential in terms of the chemical potential results to [125]:

µ0,S
Ox + RT ln aOx + ZOxFϕS + nµ0,M

e + ZRedFϕM = µ0,S
Red + RT ln aRed + nFϕS (2.7)
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µ0,S
Ox + nµ0,M

e − µ0,S
Red + RT ln

aOx
aRed

= nF(ϕM − ϕS) (2.8)

Hence,

ϕM − ϕS =
µ0,S

Ox + nµ0,M
e − µ0,S

Red
nF

+
RT
nF

ln
aOx
aRed

(2.9)

ϕM − ϕS is the electric potential difference between the metal phase and solution phase. The elec-

trode potential is measured with respect to the standard hydrogen electrode (SHE), with a constant

potential, which is equal to zero. Under the assumption that the liquid junction is negligible, the

equilibrium potential of the redox process versus SHE can be described as:

Eeq = (ϕM − ϕS)− (ϕM
R − ϕS

R) = E0 +
RT
nF

ln
aOx
aRed

(2.10)

E0 =
µ0,S

Ox − µ0,S
Red

zF
(2.11)

where the term ϕM
R and ϕS

R is the electric potential of the reference electrode and the electric

potential of the solution at the reference electrode respectively, while E0 is the standard electrode

potential measured versus SHE. This equation (eq. 2.10) is the Nernst equation and relates the

equilibrium potential to the activities of the electroactive species. Thus far, activities have been

used in describing the redox couple. For ions and molecules in solution, the activity can be

described as ai = γiCi/C0 where Ci is the concentration of species, γi is activity coefficient and C0

is the reference concentration in the bulk usually 1 M [122]. For an ideal or infinite dilute solution,

γi tends to unity and equation 2.10 can be described in terms of the concentration of the species

as:

Eeq = E0 +
RT
nF

ln
COx
CRed

(2.12)

2.4 Introduction into Electrochemical Kinetics

The current flowing through an electrochemical system is [122]:

i = i f + ic (2.13)

where i f and ic denotes the Faradaic current and the capacitive current respectively [122]:

i f = −nFAr (2.14)

ic = Cdl
∂ϕ

∂t
(2.15)
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where Cdl is the double layer capacitance, A is the surface area and r is the reaction rate, which

for a simple redox couple in solution is [122]:

r = k f COx(0, t)− kbCRed(0, t) (2.16)

where k f and kb are the forward and backward rate constants, COx(0, t) and CRed(0, t) are the con-

centration of the oxidized and reduced species at the electrode surface respectively. The forward

and backward rate constants can be defined with the equations below [122]:

k f = k′f exp
(︃−αnFη

RT

)︃
(2.17)

kb = k′f exp
(︃
(1 − α)nFη

RT

)︃
(2.18)

where k′f and k′b are the cathodic and anodic kinetic constant when η = 0. Subsequently,

r = COx(0, t)k′f exp
(︃−αnFη

RT

)︃
− CRed(0, t)k′b exp

(︃
(1 − α)nFη

RT

)︃
(2.19)

The faradaic current flowing through the system as a result of the intercalation process can then

be described with the equation below [122]:

i f = −nFA
[︃

COx(0, t)k′f exp
(︃−αnFη

RT

)︃
− CRed(0, t)k′bexp

(︃
(1 − α)nFη

RT

)︃]︃
(2.20)

At equilibrium, the rate of the forward is equal to the rate of the backward reaction and the net

current flowing through the system is zero. The exchange current density is given by [122]:

i0 = nFCRedk′b exp
(︃
(1 − α)nFEeq

RT

)︃
= nFCOxk′f exp

(︃−αnFEeq

RT

)︃
(2.21)

exp
(︃

nFEeq

RT

)︃
=

k′f
k′b

COx
CRed

(2.22)

E0 =
RT
nF

ln
k′f
k′b

(2.23)

Eeq = E0 +
RT
nF

ln
COx
CRed

(2.24)

This is the Nernst equation (eq. 2.12) which relates the equilibrium potential to the concentration

of the electroactive species. Raising both side of eq. 2.22 by −α and substituting it into eq. 2.21
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results to [122]:

i0 = Fk0[COx]
[1−α][CRed]

α (2.25)

where k0 = k′(1−α)
f k′(α)b . This equation indicates that the exchange current depends on the con-

centrations of the oxidized and reduced species as well as on the standard rate constant k0. The

current overpotential relationship is given by [122]:

i f = Ai0

[︃
exp

(︃−αFη

RT

)︃
− exp

(︃
(1 − α)Fη

RT

)︃]︃
(2.26)

Equation 2.26 is the Butler-Volmer equation which relates the current to the electrode potential.

2.5 Electrochemical Impedance Spectroscopy

Electrochemical impedance spectroscopy is one of the most commonly used technique in studying

the kinetics and mechanisms of electrochemical processes [109, 126]. EIS allows for the investi-

gation of various processes occurring in an electrochemical system with various timescales in a

single experiment. As spectra are acquired over a wide range of frequencies (1 MHz to 1 mHz),

this allows for various process such as mass transport in liquid/solid, ion-sorption, adsorption

and charge transfer across interface to be investigated in a single experiment [109, 126]. EIS mea-

surement involves the perturbation of an electrochemical system with a sinusoidal excitation and

the measurement of the corresponding response [122, 126, 127].

The impedance of a system is defined as the ratio of the Fourier transform (FT) of the voltage

perturbation (u) to the Fourier transform of the current response (i) [122, 126]:

Z(ω) =
FT[u(t)](ω)

FT[i(t)](ω)
=

U(ω)

I(ω)
(2.27)

where U and I are the Fourier transform of the voltage perturbation and current response respec-

tively.

systemu(t) i(t)

Figure 2.3: Illustration of the working principle of electrochemical impedance spectroscopy.
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In the classic EIS, the system is commonly perturbed around its steady state with a frequency

f with a small amplitude sinusoidal perturbation. As most electrochemical systems are nonlinear,

the use of a small amplitude potential is used to achieve pseudo-linearity. The current response of

the system is also a sinusoidal wave of same frequency but shifted in phase as shown in Fig. 2.4.

ϕ

t

−u

−− i

Figure 2.4: Schematic representation of the phase shift between a voltage perturbation and current
response.

It is important to point out that other waveforms can be used. However, the use of sinusoidal

waveforms results in the simplification of the measurement and data interpretation. The voltage

perturbation and current response is given by:

u(t) = us+ | ui | sin(ωt) (2.28)

i(t) = is+ | ii | sin(ωt − φ) (2.29)

where the terms us and is represents the steady state voltage and current of the system while

| ui | and | ii | represents the amplitude of the oscillating voltage and current. ω is the angular

frequency (ω = 2π f ) and while t is the time [108, 110]. φ represents the phase lag between the

voltage perturbation and the current response of the system (Fig. 2.4) which is usually measured

with respect to the voltage perturbation [108, 110]. The Fourier transform of a function g(t) is

given by:

FT(ω)[g(t)] =
+∞∫︂

−∞

g(t) · e−jωtdt (2.30)

Since the impedance is not acquired between −∞ and ∞, the limits in eq. 2.30 is replace with 0

and T (total time of the measurement). Using eq. 2.30, the impedance of the system is:

Z(ω) =
FT[u(t)](ω)

FT[i(t)](ω)
=| Z | ejφ (2.31)
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where | Z | is the magnitude of the impedance. Equation 2.31 indicates that impedance is a

complex conjugate. Using the Euler’s relationship e(jx) = cos(x) + j sin(x), the impedance can be

rewritten as [110, 122, 126]:

Z(ω) =| Z | cos(φ)+ | Z | j sin(φ) (2.32)

where the first term |Z|· cos(φ) corresponds to the real part of the impedance (ZRe) and |Z|· sin(φ)

is the imaginary part of the impedance (ZIm). The real part represents the resistance of the

movement of the charged species, while the imaginary part represents the reactance of the charged

species in the system i.e. the opposition of the charged species to be separated in the system [126].

The impedance can thus be represented as:

Z(ω) = ZRe + jZIm (2.33)

Equation 2.33 can be represented in the complex plane diagram shown in Fig 2.5 where the phase

lag (φ) and the amplitude of the impedance (|Z|) is described as [110]:

φ = tan−1
(︃

ZIm
ZRe

)︃
(2.34)

| Z(ω) |=
√︂

ZRe
2 + ZIm

2 (2.35)

|Z|

ϕ

Re

Im

Figure 2.5: Schematic of the complex plane of impedance. Adapted from [110].

One of the advantages of working with electrochemical impedance is the ability to model
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properties of electrochemical systems using passive electrical circuit elements. This is due to

the fact that the impedance is a transfer function and it can be applied in general to different

systems [110, 122]. The resistor is a passive element where the current potential relationship is

described using the Ohm’s law i.e. V(t) = I(t)R. The impedance of the resistor is equal to its

resistance and has a phase shift equal to zero i.e. Z = R. The impedance of a capacitor is given by

Zc = (jωC)−1 while the impedance of an inductor is described as ZL = jωL. For passive elements

in series and parallel combination shown in Fig 2.6, the impedance of the system can be described

as [110]:

Z = Z1 + Z2

Z =

[︃
1

Z1
+

1
Z2

]︃−1
(2.36)

Z1

Z2

Z1 Z1

(a) (b)

Figure 2.6: Schematic representation of (a) series combination of passive elements with impedance
Z1 and Z2 (b) parallel combination of passive elements with impedance Z1 and Z2. Adapted
from [110].

Impedance is usually visualized graphically using either Nyquist plots or Bode plots depend-

ing on the data and the aim of the author. In the Bode plot, |Z| and φ are plotted versus frequency

as shown in Fig 2.7. This type of data representation has the advantage of showing the necessary

information explicitly displaying the frequency, the magnitude of the impedance and the phase of

the impedance. Impedance is also visualized using Nyquist plot where −ZIm is plotted against

ZRe in equal scale, as shown in Fig. 2.8. The Nyquist plot has the advantage of allowing the

easy prediction of the circuit elements from the shape of the impedance spectra. This representa-

tion also allows for the estimation of physical constants from the impedance data using graphical

methods [126]. Information about the frequency is however lost using the Nyquist plot. A modi-

fied Nyquist plot where the frequency is plotted in the x-axis of a 3D plot with the y and z-axis as

the real and imaginary part of the impedance respectively can be used to display the frequencies

of the impedance spectra if needed. In this work, the impedance is represented either in Nyquist
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or Bode plot depending on the data being represented.

Figure 2.7: Bode plot of a simulated impedance spectrum with uncompensated cell resistance of
5 Ω, capacitance of the double layer 1 µF, charge transfer resistance of 5 Ω and Warburg coefficient
of 20 Ω s−0.5.

Figure 2.8: Nyquist plot of a simulated impedance spectrum with uncompensated cell resistance of
5 Ω, capacitance of the double layer 1 µF, charge transfer resistance of 5 Ω and Warburg coefficient
of 20 Ω s−0.5.

To reduce uncertainty in the interpretation of the impedance spectra, a proper cell is required

for the measurement of impedance [110]. For a two-electrode cell configuration, the measured

impedance (Zm) is a combination of the impedance of positive electrode (Z+(ω)) and negative

electrode (Z−(ω)) as well as the resistance of the electrolyte (Rs).

Zm(ω) = Z+(ω) + Z−(ω) + Rs (2.37)
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This configuration is useful if the impedance of the whole cell is to be measured [110, 128]. If

the impedance of a single electrode is to be measured, a three-electrode cell configuration has to

be used where the electrode of interest is the working electrode. The measured impedance in a

three-electrode cell can described as [128]:

Zm(ω) = ZWE(ω) + Ru (2.38)

where Ru is the uncompensated cell resistance. In this configuration, no current flows through the

reference electrode (RE), so that the potential of the RE remains stable during measurement. The

potential difference is then the difference between the working electrode potential and reference

electrode potential. To ensure that no current is flowing through the reference electrode, a poten-

tiostat of high input impedance is recommended and widely used [110, 128]. In general, a counter

electrode and reference electrode with a low impedance is recommended for a three-electrode cell

configuration to avoid distortions which may arise from the position of the working electrode.

More details about these distortions can be found in literature [110, 128, 129].

The description of impedance spectroscopy requires the system to be in steady state. The

spectra are acquired from predetermined start frequency to a stop frequency with each frequency

applied separately. The common practice is to acquire the spectra from the high frequency to the

low frequency.

Figure 2.9: Nyquist plot of impedance spectra for dissolution of one adsorbed intermediate species
following Langmuir isotherm for stable and unstable system. Adapted from [130].

The implication of this is that a relatively longer time is required to acquire the low frequency

data points compared to the high frequency data point. For unstable electrochemical system,
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irreversible changes and/or degradation may occur during the acquisition of the low frequency

data points. This may lead to distortions in the acquired impedance spectra and results in error

in the estimated kinetic parameters and/or incorrect interpretation of reaction mechanisms [130,

131]. Fig. 2.9 shows the impedance acquired for a dissolution reaction involving one adsorbed in-

termediate species following Langmuir isotherm under stable and unstable conditions [130]. The

result indicates that the shape of the spectra for the stable system was remarkably different from

the shape of the spectra acquired for the unstable system. The unstable system was observed to

exhibit a low frequency loop which the authors attributed to instability of the system [130]. The

analysis of data acquired from an unstable system will lead to either error in estimated kinetic

parameters or an incorrect interpretation of the dissolution mechanism. For such systems (unsta-

ble electrochemical systems), EIS in its classic form is not a suitable method for the acquisition of

impedance spectra. Another limitation of the steady state requirement for the classic impedance

spectroscopy, is the quest to extract kinetic parameters during non-stationary processes such as

charge/discharge or natural oscillating systems. The ability to follow the temporal evolution of

kinetic parameters during this non-stationary processes will provide more insights into the reac-

tion mechanism of the electrochemical system. To resolve this steady state limitation of the classic

impedance spectroscopy, several methods of acquiring non-stationary impedance have been re-

ported. Dynamic impedance spectroscopy extends the concept of impedance spectroscopy which

in its classic form is defined for a system in steady state to time dependent systems under certain

conditions. Several methods have been reported for the acquisition of dynamic impedance spectra,

ranging from the widely used Fast Fourier transform EIS (FFT-EIS) [111, 114, 132, 133] to potentio-

dynamic electrochemical impedance spectroscopy [134]. Other methods includes the use of odd

random phase multisine electrochemical impedance spectroscopy based on polynomial fitting of

frequency signals [135–137] to the recently developed dynamic multi-frequency analysis (DMFA)

which utilizes quadrature digital filters for defining dynamic impedance spectroscopy [117–119].

A brief description on FFT-EIS and DMFA is given in the next sections.

2.6 Fast Fourier Transform EIS

The concept of dynamic impedance spectroscopy was reported in the 1970s by Bond and co-

workers who extended the concept of stationary impedance to non-stationary processes [111, 132,

133]. It involved the superimposition of multi-sine wave onto a ramped voltage sweep or staircase

potential variation. It is generally referred to as fast Fourier transform electrochemical impedance

spectroscopy (FFT-EIS) [111, 132, 133]. The acquired data is then split into smaller sections and
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analyzed using fast Fourier transform (FFT). This method of acquiring dynamic impedance was

further developed by Haze et al. in the 1990s following the advancement in information technol-

ogy which allowed for the development of microcomputer based instrumentation [113]. The use

of microcomputers enabled the impedance to be extracted over a wide range of frequencies using

high quality Fourier transform [113]. However, this method had a setback that the accuracy of the

FT was low due to the time variation of the system during the measurement. To this end, a nu-

merical method which allowed for the estimation of the errors arising from the time delay of the

system was proposed by Stoynov et al. [112]. Over the years, several methods have been reported

with the aim to address the shortcoming of FFT-EIS which is widely used in the acquisition of

non-stationary impedance, such as the optimization of the design of the multi-sine, the use of

short time Fourier transform with window function and a baseline correction to decrease spectral

leakage [114, 115, 138]. Dynamic impedance spectroscopy using FFT-EIS can be described as [114,

117, 119]:

Z′(ω, t) =
STFT[u](ω, t)
STFT[i](ω, t)

(2.39)

where STFT denotes short time Fourier transform. The STFT of a signal x(t′) can be described

as [119]:

STFT[x](ω, t) = FT[x(t′) · w(t′ − t)](ω) = (X ⊛ [W · e−jωt])(ω) (2.40)

where ⊛ is the convolution symbol, w(t′) is the general window function with a Fourier transform

W(ω′) and X(ω′) is the FT of x(t′) [119]. The convoluted term (X ⊛ [W · e−jωt])(ω) is expressed

as [119]:

(X ⊛ [W · e−jωt])(ω) =

+∞∫︂
−∞

X(ω′)W(ω − ω′)e(−j(ω−ω′)t)dω′ (2.41)

(X ⊛ [W · e−jωt])(ω) = e−jωt
+∞∫︂

−∞

X(ω′) · W(ω − ω′) · e(−jω′t)dω′ (2.42)

Equation 2.42 can be rewritten as the equation below by taking the inverse Fourier transform (iFT)

of the last term in eq. 2.42:

STFT[x](ω, t) = e−jω′tiFT[X(ω′)W(ω − ω′)] (2.43)
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Applying this treatment for the voltage perturbation and current response results to [119]:

STFT[U](ω, t) = e−jω′tiFT[U(ω′)W(ω − ω′)(t)] (2.44)

STFT[I](ω, t) = e−jω′tiFT[I(ω′)W(ω − ω′)(t)] (2.45)

Equation 2.39 can then be rewritten as [119]:

Z′(ω, t) =
STFT[u](ω, t)
STFT[i](ω, t)

=
iFT[U](ω) W(ω − ω′)(t)
iFT[I](ω) W(ω − ω′)(t)

(2.46)

The common window function used in FFT-EIS is the Blackmann-Harris periodic window func-

tion [117]:

w(t′− t, bw) = a0 + a1 · cos
(︁
2 · π · bw · (t′ − t)

)︁
+ a2 · cos

(︁
4 · π · bw · (t′ − t)

)︁
+ a3 · cos

(︁
6 · π · bw · (t′ − t)

)︁
(2.47)

Although the FFT-EIS offers the possibility to acquire dynamic impedance in a non-stationary

system using windows function. The precision of the low frequency data points of the dynamic

impedance obtained using FFT-EIS was observed to be low due to the bandwidth of the window

function [114, 117].

2.7 Dynamic Multi-frequency Analysis

Recently, La Mantia and co-workers reported the acquisition of dynamic impedance spectroscopy

using a technique called dynamic multi-frequency analysis (DMFA) [117–119]. This technique

differs from the already described FFT-EIS in using quadrature filters, which are more general in

the time domain than the windows function used in FFT-EIS. This implies that DMFA has a more

general definition than FFT-EIS [117, 119]. Dynamic impedance using DMFA can be described

as [117, 119]:

Z′(ω, t) =
iFT[U(ω′) · g(ω′ − ω, bw)

iFT[I(ω′) · g(ω′ − ω, bw)]
(2.48)

where g is the quadrature filter and bw is the bandwidth of the filter function. The filter function

has been reported as a L1 function while the term g/bw is a nascent delta function described

as [119]:

lim
bw→0

g(ω′ − ω, bw)

bw
= δ(ω′ − ω) (2.49)

The Dirac function is a tempered distribution, thus it has a well-defined Fourier transform

which is defined as [139]:
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+∞∫︂
−∞

f (t)δ(t − a)dt = f (a) (2.50)

Applying this method to eq. 2.49 results to [119]:

lim
bw→0

+∞∫︂
−∞

[︃
g(ω′ − ω, bw)

bw
k(ω′)

]︃
dω′ = k(ω) (2.51)

Subsequently, iFT of the FT of variable and the filter function can be described as [119]:

iFT[X(ω′) g(ω′ − ω, bw)] =

+∞∫︂
−∞

X(ω′) g(ω′ − ω, bw) ejω′tdω′ (2.52)

When the bandwidth tends to zero one obtains [119]:

lim
bw→0

1
bw

iFT[X(ω′) g(ω′ − ω, bw)] = X(ω) ejωt (2.53)

The voltage perturbation and current response can then be described as [119]:

lim
bw→0

iFT[U(ω′) g(ω′ − ω, bw)] = U(ω) ejωt (2.54)

lim
bw→0

iFT[I(ω′) g(ω′ − ω, bw)] = I(ω) ejωt (2.55)

Subsequently,

Z′(ω, t) =
iFT[U(ω′) · g(ω′ − ω, bw)]

iFT[I(ω′) · g(ω′ − ω, bw)]
=

U(ω)

I(ω)
(2.56)

When bw → 0 eq. 2.48 collapse to the eq. 2.27 describing the classic stationary impedance as

shown in eq.2.27, and also similar to the equation describing dynamic impedance using FFT-EIS

(eq. 2.46) if g(ω′ − ω, bw) = W(ω − ω′) . In this work, a quadrature filter with a rectangular or

quasi-rectangular shape was used, which is obtained by multiplying two Fermi-Dirac functions

and normalizing it to one at the central frequency [117, 119]:

g(ω′ − ω, bw) =
1 + exp(−n)]2[︃

1 + exp
(︃
−n · ω′ − ω + bw

bw

)︃]︃
·
[︃

1 +
(︃

exp−n · ω′ − ω + bw
bw

)︃]︃ (2.57)

The shape of the filter is determined by the term n in eq. 2.57. n used in this thesis is equal to 8

resulting in g having a shape similar to a flat-top filter [117, 119, 140]. By selecting an appropriate

filter, the impedance as a function of time and frequency can be optimally resolved. The advantage

of using a quadrature filter over the window method employed in FFT-EIS has been demonstrated
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in [117]. The use of digital filters with a bandwidth that can be determined from the design of

the multisine in DMFA allows for all data sets to be evaluated at once with filters with sharp

bandwidths, eliminating the problem associated with windowing methods [117]. In addition to

this, DMFA also has an advantage of reduced computational cost [117]. The computational time

for 2000 spectra from 5 million samples using FFT-EIS is hundreds of times more than the time

taken to extract same impedance using DMFA, indicating faster computational time with respect

to FFT-EIS [117]. One drawback of DMFA, is the distortion at the beginning and at the end of

the dynamic impedance associated with the analysis of non-periodic data sets. This distortion are

caused by the increase in the dc skirts and overlaps with the signal of the multisine [117]. The

use of mirroring of the data sets around its last point (doubling length of data set) before DMFA

analysis has been demonstrated to fast dropping of the dc skirts [117]. More details about the

comparison and comparative advantages of DMFA and FFT-EIS can be found in [117].

DMFA as used in this thesis involves the superimposition of a multi-sine signal to a triangular

waveform. The combined waveform is then used to perturb the electrochemical system under

investigation. Using the voltage perturbation and the current response, the dynamic impedance is

then calculated using eq. 2.48 with filter. To extract accurate and high-quality dynamic impedance

spectra using DMFA requires the adaptation and optimization of waveforms and parameters used

in DMFA. Koster et al. investigated the effect of the shape of the triangular waveform, the effect

of the distance between frequencies and the effect of the amplitude of the multi-sine on dynamic

impedance spectra acquired in a solution containing redox couple [119]. The result obtained from

the study indicates that the quasi-triangular waveform (QTW) is preferred to the classic triangular

waveform due to the advantages it offers in the fast dropping of the skirt of the potential and

current response as shown in Fig. 2.10 [119]. This fast dropping skirts were attributed to the

shape of applied potential [119]. The quasi-triangular waveform is described as [119]:

QT(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

4 · t (0 ≤ t ≤ 0.2) (2.58a)

0.8 +
0.4
π

· sin
[︃
(t − 0.2)

0.1
· π

]︃
(0.2 < t < 0.3) (2.58b)

2 − 4 · t (0.3 ≤ t ≤ 0.7) (2.58c)

−0.8 +
0.4
π

· sin
[︃
(t − 0.8)

0.1
· π

]︃
(0.7 < t < 0.8) (2.58d)

−4 + 4 · t (0.8 ≤ t ≤ 1) (2.58e)

where t is the normalized time which has a value between 0 and 1 [119]. The use of quasi-

triangular waveform allows for the acquisition of low frequency data points when using high

scan rates in the voltage sweep, due to the fact that the lowest frequency in the multisine can be

placed at a distance where it does not interfere with the harmonics of the DC component, as their
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skirts drop faster [119].

Figure 2.10: Discrete Fourier transform of the (a) voltage perturbation for the classic triangular
waveform (b) current response for the classic triangular waveform. (c) voltage perturbation for the
quasi-triangular waveform (b) current response for the quasi-triangular waveform [119]. Adapted
from Ref [119].

The lowest frequency of the multisine is selected such that it does not interfere with the skirts

of the dc component. An ideal method for this is to check the discrete Fourier transform (DFT) of

the perturbation and response of the system and to choose the lowest frequency of the multisine

base on the dropping of the skirts. In order to obtain high quality impedance spectra, the design

of the multisine wave is done to avoid interference of frequencies with each other and/or with

the sum or difference of frequencies with the fundamental frequency. To achieve this, a series of

algorithms were proposed by Koster et al., which is summarized as [119]:

• The constant of proportionality (mk) between the base frequency ( fb) and each frequency ( fk)

which is a multiple of the base frequency is expressed as mk = fk/ fb. Values of mk is chosen

in quasi-logarithmic distribution covering a predefined set of decades [119].

• The minimum distance (d) between frequencies in the multi-sine must fulfil the criterion

|mk − mi| > d; |mk − mi ± mj| > d with the subscript k different from the subscript i and j.
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When the sign ± is reduced to negative sign i can be equal to j [119].

Frequencies which do not conform to the above listed criteria are removed from the multi-

sine and as such the parameter d determines the number of frequencies in the multi-sine. Each

frequency in the multisine is amplified using [119]:

Ak = A0 ·
(︄

1 +
70[Hz0.5]√︁

fk

)︄
(2.59)

where A0 is the initial amplitude of the signal [119]. This amplification increase the signal to noise

ratio of the low frequency data points. To have a more homogeneous waveform, the phase shift of

the fundamental harmonics is chosen in such a way that an optimal crest factor is obtained. The

crest factor (Cr) used in DMFA and in this work is described as [119]:

Cr =
max[abs(uac)]√︄

1
T

T∫︁
0

u2
ac(t)dt

(2.60)

where uac is the multisine signal. The crest factor has been reported to improve by 20% to 30%

for ca. 1000 iterations using the optimization algorithm “fminimax” of MATLAB compared to the

non-optimized wave [119]. The distance between each frequency (d) also determines the choice of

the bandwidth (bw) of the filter whose maximum value can be expressed as [119]:

bwmax = 2π fb

[︃
d + 1

2

]︃
(2.61)

Higher values of d which translates to large distance between frequencies in the multi-sine al-

lows for different values of bandwidth to be used as against limited choice if the distance between

successive frequencies is used. For d = 7, Koster et al. reported a bandwidth between 1 Hz to

4 Hz compared to the bw of 1 which can be used for wave designed with d = 1. The large distance

between the frequencies of in the multi-sine also ensures that the voltage perturbation and current

response do not contain unwanted signals, resulting in high quality spectra. Spectra acquired far

from the formal potential of the redox couple ([Fe(CN)6]3 – /4 – ) were observed to be more sensitive

to the distortions. The signal-to-noise ratio of the impedance spectra acquired around the formal

potential using a multisine with d = 7 were higher than those acquired using a multisine with d

= 1 [119]. The role of the intensity of the multisine is also an important parameter in dynamic

multi-frequency analysis as it affects the nonlinear components of the electrochemical system un-

der study. Electrochemical systems are usually linear within a range of intensity and may become

nonlinear outside this region. Nonlinear response of system can generate noise thus reducing
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the quality of the acquired impedance spectra. The second order harmonic influences the funda-

mental frequency of the quasi-triangular waveform while the third order harmonic influences the

frequency fk in the multi-sine. The signal-to-noise ratio due to the nonlinear component of the

k-th frequency Rk is described as [119]:

Rk =
1

∆U2
ac

· ∑
j

| A′(ωk, ωj) |
| Z(ωk | A2

j
(2.62)

where Aj is the intensity of the fundamental harmonics of the frequency f j. ∆Uac denotes the

amplitude of the multisine signal and the term A′(ωk, ωj) is the third order response of the fre-

quency f j and f j. Equation 2.62 implies that by reducing the amplitude of the multisine, the

signal-to-noise ratio increased quadratically [119]. As the signal-to-noise ratio may be difficult to

detect optically, the value of χ2 from fitting the impedance may serve as an indicative tool [119].

Koster et.al reported an increase in χ2 value from 3.9·10−5 to 3.7·10−4 for an increase in ∆Uac

from 10 mV to 50 mV, indicating a decrease in the quality of the spectra. The shape of the quasi-

voltammogram has exhibits negligible distortions if the intensity of the multisine used is in the

region where the electrochemical system is linear [119].

2.8 Introduction to Modelling Impedance of Electrochemical Sys-

tems

To extract kinetic parameters and obtain mechanistic information of electrochemical system stud-

ied using impedance spectroscopy, the measured impedance is fitted with a model describing the

physicochemical process occurring in the electrochemical system. In this section, an introduction

to the development of models for fitting measured impedance will be given. The fitting of mea-

sured impedance with models based on reaction mechanism is a better approach to the use of

arbitrary circuit comprising of different passive elements. This approach provides information

about the physicochemical processes occurring in the electrochemical system. Using a simple

redox couple, a brief discussion about the modelling of an electrochemical system will be dis-

cussed in this section. The electrochemical reaction occurring in the electrode surface in a solution

containing a redox couple is:

Ox + ne− ⇌ Red (2.63)
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The admittance (inverse of the impedance) is expressed as:

1
Z(ω)

=
FT[i(t)](ω)

FT[u(t)](ω)
(2.64)

In EIS the electrochemical system is perturbed with small amplitude sinusoidal voltage such that

the condition of quasi-linearity holds (eq. 2.28). This results in the rate determining variables,

in this case (simple redox couple) COx, CRed and ϕ described as the sum of dc and oscillating

component: COx = COx,dc + ˜︃COx; CRed = CRed,dc + ˜︃CRed.˜︁denotes the oscillating variable which is

given by ˜︃CRed = ∆CRed ejωt + ∆C∗
Red e−jωt and ˜︃COx = ∆COx ejωt + ∆C∗

Ox e−jωt, where ∆ denotes

the Fourier transform and ∗ represents the complex conjugate [118]. The current response of the

perturbation and the impedance can be described as:

˜︁i = −nF
[︃

∂r
∂ϕ
˜︁ϕ +

∂r
∂COx

˜︃COx +
∂r

∂CRed
˜︃CRed

]︃
+ Cdl

∂˜︁ϕ
∂t

(2.65)

1
Z(ω)

= −nF
∆r
∆ϕ

+ Cdl
∂∆ϕ

∂t
(2.66)

The Fourier transform of a derivative (∂x(t)/∂t) is [126]:

FT(ω)

[︃
∂x(t)

∂t

]︃
= jωX(ω) (2.67)

where X is the FT of x. Equation. 2.66 can then be expressed as:

1
Z(ω)

= −nF
[︃

∂r
∂ϕ

+
∂r

∂∆COx

∆COx
∆ϕ

+
∂r

∂∆CRed

∆CRed
∆ϕ

]︃
+ jωCdl (2.68)

The mass balance of the reacting species can be described using the appropriate boundary condi-

tions with the equations below [127]:

∂∆COx
∂t

= DOx
∂2∆COx

∂x2 (2.69)

∂∆CRed
∂t

= DRed
∂2∆CRed

∂x2 (2.70)

At the electrode/electrolyte interface, the reaction rate can be described as [127]:

DCOx

∂∆COx
∂x

⃓⃓⃓⃓
0
= ∆r1 (2.71)

DCRed

∂∆CRed
∂x

⃓⃓⃓⃓
0
= −∆r1 (2.72)
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∆r
∆ϕ

= −∆COx
∆ϕ

√︁
jωDOx (2.73)

Equation 2.68 can thus be rewritten as:

1
Z(ω)

= nF
[︃

∆COx
∆ϕ

√︁
jωDOx

]︃
+ jωCdl (2.74)

Solving for ∆COx/∆ϕ results to:

− ∆COx
∆ϕ

√︁
jωDOx =

∂r
∂∆ϕ

+
∂r

∂∆COx

∆COx
∆ϕ

+
∂r

∂∆CRed

∆CRed
∆ϕ

(2.75)

∆CRed
∆ϕ

= −∆COx
∆ϕ

√︄
DOx
DRed

(2.76)

∆COx
∆ϕ

=

∂r
∂∆ϕ[︃

−
√︁

jωDOx −
∂r

∂∆COx
+

∂r
∂∆CRed

√︃
DOx
DRed

]︃ (2.77)

Substituting eq. 2.77 into eq. 2.74 leads to:

1
Z(ω)

=

−nF
∂r

∂∆ϕ

1 +
1√︁
jω

[︃
∂r

∂∆COx

1√
DOx

− ∂r
∂∆CRed

√︃
1

DRed

]︃ + jωCdl (2.78)

The derivatives in the equation describing the impedance can be related to physical phenomena

occurring in the electrochemical system such as charge transfer and the mass transport of the redox

couple. The charge transfer resistance (Rct) which describes the kinetic limitation of the charge

transfer process and the Warburg impedance which describes the mass transport resistance of the

redox species (ZW) can be defined as:

Rct =

[︃
−nF

∂r
∂∆ϕ

]︃−1
(2.79)

ZW =

[︃
−nF

∂r
∂∆ϕ

]︃−1 1√︁
jω

[︄
∂r

∂∆COx

1√
DOx

− ∂r
∂∆CRed

√︄
1

DRed

]︄
(2.80)

ZC = [jωC]−1 (2.81)

The impedance can then be rewritten as:

1
Z(ω)

=
1

Rct + ZW
+

1
ZC

(2.82)
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The graphical representation of the impedance obtained from modelling a redox couple

(eq. 2.78) is shown in Fig. 2.11.

Cdl

Rct ZW

Figure 2.11: Graphical representation of the impedance obtained from modelling a redox couple.

If the impedance is measured in a three-electrode cell, the measured impedance is described

with eq. 2.38, comprising of the uncompensated cell resistance (Ru) and the impedance of the

redox couple (Fig. 2.11). The measured impedance can then be represented graphically as Fig. 2.12

which is commonly referred to as the Randles circuit.

Ru

Cdl

Rct ZW

Figure 2.12: Graphical representation of the impedance obtained from modelling a redox couple
assuming a three-electrode configuration.

2.9 Fitting Algorithm

In order to extract mechanistic information and kinetic parameters from the electrochemical sys-

tem under investigation, the measured impedance is usually fitted with a model. This model

as shown in the previous section should describe the physicochemical processes occurring at the

interface. The model may be represented graphically with an equivalent circuit derived from the

mathematical description of the system. The passive circuit elements in the equivalent circuit

represents the physicochemical process occurring in the system. For example, the resistor (Rct) in

Fig. 2.12 represents the kinetic limitation of the transport of electrons between the redox couple in

solution and the electrode. A common method of fitting impedance data is the complex nonlinear

least squares (CNLS) regression technique. This is an extension of nonlinear least squares (NLS)

as it offers the advantage of estimating a common set of parameters using the regression of the

model to both real and imaginary data [127]. In the general form, the sum of squares can be
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described as [127, 128]:

Sk =

N f ,k

∑
m=1

{︂
W ′

m [Z′
k,m(ωm)− Z′

k(ωm, P̄)]2 + W ′′
m [Z′′

k,m(ωm)− Z′′
k (ωm, P̄)]2

}︂
(2.83)

where P̄ is the vector of the parameters and N f ,k is the number of frequencies of the k-th

impedance. Z′
k,m and Z′′

k,m are the real and imaginary part of the measured impedance, while

Z′
k and Z′′

k are the real and imaginary part of the model. W ′
m and W ′′

m represents statistical weight-

ing factor for the real and imaginary part of the data [127]. Due to the fact that the absolute values

of impedance changes in order of magnitude, the absolute values of the impedance is used as

weighting factor. Thus, eq. 2.83 can be described as [127, 128]:

χ2
k =

1
N f ,k

N f ,k

∑
m=1

{︂
[Z′

k,m − Z′
k(ωm, P̄)]2 + [Z′′

k,m − Z′′
k (ωm, P̄)]2

}︂
[Z′

k,m]
2 + [Z′′

k,m]
2 (2.84)

This objective function is suitable for fitting single impedance spectra. To fit impedance data

obtained using DMFA (acquired during non-stationary process) an objective function which takes

into account the time variation of the system was reported by Battistel et al. [129]:

χ2 =
N

∑
k=1

χ2
k +

Np

∑
n=1

W2
n

N

∑
k=1

[︃
∂2P̄
∂t2

⃓⃓⃓⃓
tk

]︃2

(2.85)

where Wn is the weighting factor, which allows for the variation of parameters to be con-

trolled [118, 121]. for Wn = 0, the parameters are allowed to develop freely and for Wn = infinity,

the parameters are fixed. The term ∂2P̄/∂t2 allows for the minimization of the smoothing param-

eter, resulting in the variation of the parameters to change smoothly [121].
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Chapter 3

Experiment and Method

In this section of the thesis, the experiments and method used in this work will be described in

details. It includes: the electrodeposition of nickel hexacyanoferrate thin film, synthesis for nickel

hexacyanoferrate nanoparticles, brief introduction into the operating principle of the structural

characterization method (X-ray diffraction and scanning electron microscopy), the electrochemical

setup, electrochemical characterization, data acquisition method and data analysis.

3.1 Electrodeposition of Nickel Hexacyanoferrate Thin Film

Thin films of nickel hexacyanoferrate were electrodeposited using the cathodic deposition tech-

nique reported by Bacskai et al. on a 1 mm diameter glassy carbon electrode (GCE) [141]. Prior to

the electrodeposition, the electrodes were polished using 0.250 µm and 0.1 µm polishing pads

(Struers) with the corresponding diamond suspension (Struers) on a polishing machine with

300 rpm. The electrodes were then sonicated in water to remove any diamond suspension left

on the electrode surface and electrochemical cleaning was done by sweeping of the 1 mm GCE in

a 1 M H2SO4 from 1.5 V to -0.250 V vs Ag/AgCl using a scan rate of 25 mVs−1. The cleaned 1 mm

GCE was then cycled in a freshly prepared solution containing 2 mM K3Fe(CN)6 (Sigma-Aldrich),

2 mM NiSO4 (Sigma-Aldrich) and 0.5 M K2SO4 (Sigma-Aldrich) until a stable voltammogram was

obtained.

3.2 Synthesis of Nickel Hexacyanoferrate

Nickel hexacyanoferrate nanoparticles were synthesized using the co-precipitation method re-

ported by Trócoli et al. [53]. The synthetic procedure involves the simultaneous addition of 120 ml

of 50 mM of K3Fe(CN)6 and 120 ml of 100 mM of Ni(NO3)2 using a flow-rate of 1 ml per minute

to 60 ml of distilled water held at 70◦C in water bath while stirring constantly [53]. The resultant

solution was sonicated for 30 minutes at 70◦C and left overnight to precipitate. The precipitates
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were washed with distilled water and dried for 12 hours at 60◦C . The resulting material was then

pulverized using laboratory mortal and stored in desiccator.

3.3 Preparation of Slurries

Slurries were prepared using a weight ratio of 80:10:10 of the synthesized NiHCF, carbon C65

(Timcal, Bodio Switzerland) which serve as a conductive additive and polyvinylidene fluoride

(PVDF) solution in N-methyl-2-pyrrolidone (NMP) (Solef S5130, Solvay) which acts as a binder.

The slurries were stirred with an ultra Turrax mixer (IKA) for 30 minutes using a 10 minutes

stirring and a 10 minutes rest period sequence.

3.4 Electrode Preparation

The NiHCF nanoparticles electrode used for the electrochemical characterizations were prepared

by doctor blading NiHCF slurries with a 200 µm doctor blade on a 3 mm Glassy carbon electrode

(GCE). The electrodes were dried at 60◦C for 12 hours. Before doctor blading, the electrode was

polished using a 2000 grit sandpaper using a polishing machine at 400 rpm. The electrodes were

dried at 60◦C for 12 hours.The electrode was further polished using 0.250 µm and 0.1 µm polishing

pads (Struers) with the corresponding diamond suspension (Struers) on a polishing machine with

300 rpm. The electrode was rinsed with distilled water and then sonicated to remove any diamond

suspension left on the electrode surface.

3.5 Structural and Morphological Characterization

3.5.1 X-ray Diffraction

X-ray diffraction (XRD) was used for structural characterization of the synthesized materials stud-

ied in this work. It is a non-destructive technique based on the constructive interference of

monochromatic X-rays and a crystalline sample. Crystalline materials consists of atoms with

an interatomic spacings in the order of a 100 pm or 1 Å [142]. The technique involves the bom-

bardment of the sample with accelerated X-rays with wavelengths in the same order of magnitude

as the spacings of the atoms which are produced by the application of a high voltage. Constructive

interference is produced when Bragg’s law is fulfilled (nλ = 2dsin(ϑ)) [142]. X-ray diffractometer

works by generating accelerating electrons from x-rays with sufficient energy which are produced

by heating a metal filament. The electrons are accelerated by an applied voltage to bombard the
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target sample which in turn generates characteristic X-ray spectra with peaks of various intensity.

The detector in the XRD diffractometer records and converts the output X-ray signals into a count

rate which can be printed.

3.5.2 Scanning Electron Microscopy

Scanning electron microscopy (SEM) was employed for the morphological characterization of the

studied cathode materials. The working principle of SEM can be summarized as the scanning of

the sample with a beam of electrons generated by an electron source.

Sample

Auger

Cathodeluminescence

Backscattered
X-ray

Secondary

Detector

Figure 3.1: Simple schematics of scanning electron microscopy (SEM) set-up illustrating the work-
ing principle. Adapted from [143].

The electron sources accelerates the electrons through a high accelerating voltage in the range

of 1—30 keV. The beam of electrons then passes through a series of lenses (condenser and objective

lenses), which focuses the beam to produce a thin beam of electrons. This thin beam of electrons

is used by scanning coils for scanning the surface of the sample which is held in vacuum (10−4

Pa). The resultant electrons (scattered primary electrons, secondary electrons and X-rays) from the

sample are then collected by their respective detectors [144–146]. Scattered primary electrons are

generated by the scattering of the incident electron beam through the sample at an angle of 90◦

to 180◦ and secondary electrons are created by primary electron-matter interactions between the

negative primary electrons and the atomic nuclei of the sample. X-rays with specific energies were

generated by interaction of source X-rays with the sample due to the changes in the energy states

of the constituent atoms of the sample [144]. The emitted X-rays with specific energies are then

measured by energy-dispersive spectrometer. The elemental composition of the sample can then

50



Chapter 3. Experiment and Method 3.6. Electrochemical Setup

be analyzed as energies of X-rays are characteristics of the emitting element. The SEM image with

the sample shape (surface topography) and the sample composition is created from the scattered

primary electrons and the secondary electrons [144, 147].

3.6 Electrochemical Setup

The electrochemical characterization of the cathode materials studied in this work were carried

out in an optimized three-electrode cell configurations for impedance spectroscopy reported by

Battistel et al. [129].
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Figure 3.2: Schematics of the electrochemical set-up used for the characterization of (a) NiHCF
thin films and NiHCF nanoparticles (b) LiMn2O4 thin films, (c) Circuit of the electrochemical
setup. Adapted from [129].

The configurations consists of the working electrode (WE), a platinum mesh (Labor Platina)

which serves as the counter electrode (CE) and a home-made Ag/AgCl (3M KCl) as the refer-

ence electrode (RE). As previously reported, these configurations minimize artefacts arising cell

geometry which is a common problem when working with impedance spectroscopy [129]. The

advantages of these configurations include reduced electrolyte IR drop, reproducible impedance,

minimization of the current density distribution [129]. The cell geometry depicted in Fig 3.2a was

used in the electrodeposition and characterization of NiHCF thin films and the characterization

of NiHCF nanoparticles, while the geometry in Fig 3.2b was used in studying the LiMn2O4 thin

films. Artefacts which manifest as a high frequency arc, was circumvented by using a 100 nF ca-

pacitive bridge (CB) as depicted in Fig. 3.2. This high frequency arc has been reported to occur in

the presence of WE — RE stray capacitance when the impedance of the RE is non-negligible [129].

This stray capacitance is due to voltage drop in the ZRE when there is a leaking current flow-
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ing into the RE node toward the WE node as depicted in the electrochemical cell schematics in

Fig. 3.2c [129]. The use of a capacitive bridge between the CE and WE increases the capacitive

coupling between these nodes resulting in current from the CE node balancing the leaking cur-

rent in the RE node. For the electrochemical characterization of LiMn2O4, a capacitively-coupled

low-impedance Ag/AgCl (3M KCl) reference electrode was used to circumvent high frequency

artefacts arising from series resistance of the RE. In this case the series resistance of the Ag/AgCl

(3M KCl) was ca. 1.2 kΩ. By using the capacitively-coupled low-impedance RE fabricated by coil-

ing 0.1 mm platinum wire around the tip of the reference electrode and connecting it through a 100

nF capacitor to the Ag/AgCl (3M KCl), the resistance of the RE was reduced to 20 Ω eliminating

possible artefacts.

3.7 Measurement of Stray Capacitance and Transimpedance of Po-

tentiostat

The instrumental artefacts caused by the non-ideal behaviour of the components of potentiostat

(operational amplifiers, I/E converter and stray capacitance) were investigated in this work. To

measure the stray capacitance and the transimpedance of the potentiostat, high precision resistors

were used in a two-electrode cell configuration. The impedance of the resistors were measured

using a multisine wave with a base frequency of 1 Hz covering five decades corresponding to

the impedance been measured between 1 MHz to 8 Hz. The amplitude of the multisine was

scaled with the resistors been measured to avoid errors due to current-voltage amplification. An

amplitude of 100 mVpp was used for the equivalent resistor (Rm) of the current range and the

amplitude used for other resistors was scaled by the ratio of the resistor to Rm of the current range.

The bandwidth of the I/E converter of the potentiostat was measured by measuring the resistor

scaled to the Rm of the current range i.e. for the 100 mA current range, a 10 Ω was used and for

1 µA current range, a 1 MΩ was used.

3.8 Electrochemical Characterization

Electrochemical characterizations in this thesis were done in a two or three-electrode setup us-

ing Bio-Logic SP300 potentiostat. To measure dynamic impedance using DMFA the potentio-

stat was connected to a 33512b waveform generator (Keysight) and dual channel oscilloscope.

Fig. 3.3 shows a simplified schematics of the instrumental setup used in the acquisition of dy-

namic impedance using DMFA in this thesis. The WE is held at a predetermined potential (Eh)
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and then polarized with a combination of the quasi triangular wave and the multisine wave. The

multisine wave comprises of frequencies selected with the criteria reported in section 2.7. The

quasi-triangular wave is used due to its fast dropping of the voltage perturbation skirts compared

to the classic triangular wave as shown in section 2.7.
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Figure 3.3: Schematics of the instrumental set up for dynamic multi-frequency analysis as used in
this thesis.

The frequency of the quasi-triangular wave (fdc) and its amplitude (∆Udc) were selected de-

pending on the potential window under study and the intended scan rate. The lowest frequency

of the multisine was chosen to avoid interference of the skirts of the dc component with the lowest

frequencies of the multisine. This was done by looking at the discrete Fourier transform of the the

voltage perturbation and the current response of the system and selecting the lowest frequency of

the multisine in a way that it does interfere with the skirt of the dc component. The amplitude of

the multisine (∆Uac) used depended on the system been characterized and was selected to enable

the acquisition of high quality impedance spectra, while maintaining the linearity of the electro-

chemical system. Summary of the parameters used for each cathode material studied in this work

is shown in table 3.1.
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Parameters NiHCF

thin film

NiHCF

nanoparti-

cles

LiMn2O4 redox

couple

Eh (V) 0.1 0.0* 0.4 0.25

fdc (mHz) 125 5 10 50

∆Udc (mVpp) 400 400 400 250

fac (Hz) 1.25 0.35 0.5 1

∆Uac (mVpp) 175 50 100 50

No
¯

of sample (·106 ) 10 400 400 200

sample rate (µs) 1 1 0.5 0.2

current range (mA) 1 100** 100 1***

bw (Hz) 5 1 0.175 2

* The holding potential (Eh) was 0.0 V for Na+ and 0.1 V for K+ .

** The current range for NiHCF powder depended on the concentration of the electrolyte. 100 mA was used for 500 mM and 250 mM

solutions while 10 mA was used for 100 mM and 50 mM solution.

*** 10 mA current range was also used to investigate the effect of choosing the current range as a compromise between the d.c signal and

impedance been acquired. For more details see section 5.7.2.

Table 3.1: Table of the parameters used in the dynamic multi-frequency analysis of different
cathode materials studied in this work.

3.9 Effect of the Intensity of the Multisine

The role of the nonlinear response on the noise level of the impedance spectra was investigated.

The current response contains in addition to the fundamental harmonics, the nonlinear harmonics

related to the fundamental harmonics. The dc component is influenced by the first order harmon-
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ics while the fundamental harmonic is influenced by the second order harmonics [119]. The

signal-to-noise ratio relative to the nonlinear component (Rk) of the response of the fundamental

frequency can be described as [119]:

Rk =
1

∆U2
ac

Ck
| Z(ωk) |

(3.1)

Ck = ∑
j

| A′(ωk, ωj) |
A2

j
(3.2)

where ∆Uac denotes the amplitude of the multisine signal, A′ is the second order harmonic re-

sponse and Aj is the intensity of the fundamental harmonics at frequency f j. ωk and ωj are the

k-th and j-th frequency of the multisine signal [119]. Equation 3.1 can be rewritten as:

1
Z(ωk)

= ∆U2
ac

Rk
Ck

(3.3)

Equation 3.3 allows for Rk to be estimated from the slope of admittance (1/Z(ωk)) acquired at

different intensity versus ∆U2
ac. The error due to the nonlinear component at the intensity used in

the acquisition of the impedance can then be described as:

Error =
Rk
Y0

∆U2
ac (3.4)

where Y0 is the intercept of the plot 1/Z(ωk) versus ∆U2
ac. The result obtained for dynamic

impedance of the redox couple using a multisine intensity of 50 mVpp and for NiHCF nanoparti-

cles using a multisine intensity of 50 mVpp is shown in Fig. 3.4.

Figure 3.4: Plot of the estimated error due to the nonlinear component of the fundamental frequen-
cies of dynamic impedance acquired using a multisine intensity of 50 mVpp in (a) [Fe(CN)6]3 – /4 –

redox couple (b) nickel hexacyanoferrate nanoparticles.
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The result indicates that the error introduced by the nonlinear components at the intensity of

the multisine used in acquiring the dynamic impedance in both cases were less than 1%. This

suggests no significant changes in the measured impedance due to nonlinear components are

present. In both cases, a multi-sine intensity of 50 mVpp is a good trade off between signal

intensity and error arising from the nonlinear components. For NiHCF thin film and LiMn2O4

film a different approach was employed in checking the influence of the nonlinear components.

The approach involves checking for the nonlinear components in the discrete Fourier transform

of the current response of the system.

Figure 3.5: Discrete Fourier transform of (a) current response of NiHCF film highlighting the first
frequency of the multisine at 10 Hz and the negligible second order harmonics at 30 Hz indicating
that the system is linear with the a multisine amplitude of 175 mVpp (b) current response of
200 nm LiMn2O4 thin film highlighting the first frequency of the multisine at 1.5 Hz and the
negligible second order harmonics at 4.5 Hz indicating that the system is linear with a multisine
amplitude of 100 mVpp.

The DFT of the current response indicates that the system is linear within the intensity of the

multisine used due to the negligible intensity of the second order harmonic (green eclipse) in the

DFT of the current response shown in Fig. 3.5

3.10 Data Analysis

The acquired data were analyzed using a home-made MATLAB script. For non-periodic data set

(NiHCF thin film), the mirroring method explained in section 2.7 was used to avoid the distortions

associated with non-periodic data set in DMFA. Using the quadrature filter function described

in eq. 2.57 with bw (see table 3.1) the dc and ac component were extracted and the dynamic

impedance was calculated using eq. 2.48 with a home-made MATLAB script. For easy handling

of the data, the amount of impedance was reduced to 4000 spectra by increasing the sampling

interval during the data analysis. Artefacts which can arise from instrumental set-up occurring at
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high frequencies were corrected using the method proposed in chapter 5. 100 spectra for cathodic

and 100 spectra for the anodic scan were then fitted using the corresponding model of the system

with the modified nonlinear square method described in section 2.9.

3.11 Statistical Analysis

To avoid over parametrization of the model (equivalent circuit) with physicochemical processes

which are negligible or processes which occur outside the frequency range used in the acquisition

of measured impedance, the results obtained from fitting was subjected to statistical analysis using

student t-test. The t-value is described as [121]:

t =
x̂
σx̄

(3.5)

where x̂ is the estimated parameters from the fit of the measured impedance and the model and

σx̄ is the absolute standard error of the parameters obtained from the formal covariance matrix

of χ2 minimization [121]. The t-values was compared to cumulative t-distribution for n-1 degrees

of freedom with a confidence level of 95% [121]. When one or more parameters are below the

confidence level, the one with the least t value is removed from the circuit. The removal of

the parameter is then connected to a physical assumption. The new model (equivalent circuit)

obtained without the parameter is used to fit the measured impedance and the result is again

subjected to the t-test. This process is repeated until all the remaining parameters in the model

(equivalent circuit) are above the confidence level.
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Chapter 4

Modelling Impedance of the Reversible Insertion Process

Electrochemical impedance spectroscopy has been reported as a powerful technique in extrac-

tion of kinetic parameters and transport properties of electrode materials [82, 148–152]. It is also

widely used in studying the aging mechanism of electrode materials [153–155]. Impedance is

often interpreted using equivalent circuits, where electrochemical phenomena are represented by

passive circuit elements such resistors, capacitors and inductors. The use of arbitrary equivalent

circuits in the interpretation of impedance of an electrochemical system results in the extraction of

kinetic parameters with no direct physical meaning. Equivalent circuit with same number of time

constants tend to have same frequency response. Thus, a spectra can be fitted with multiple equiv-

alent circuits with similar time constants [156]. A good fit (low χ2) obtained using the complex

linear regression analysis does not necessarily validate an arbitrary model as this may arise from

over-parametrization [156, 157]. A better approach to the arbitrary selection of equivalent circuit,

is the development of models for the impedance response [156, 157]. These models are obtained

starting from reaction sequences detailing the physicochemical phenomena in each sequence. In

this chapter, impedance model describing the kinetics of reversible insertion of cations in solid

host structure is presented.

4.1 Development of Impedance Model

The reversible insertion of cations in aqueous media has been reported as a two step process with

the first step as (de)solvation step which is followed by the (de)insertion step [158, 159]:

A+
ε ⇌ A+

i (4.1)

A+
i + [ ] + e− ⇌ [A] (4.2)
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where the subscript letters ε and i denotes the electrolyte phase and the adsorbed phase respec-

tively. [ ] represents the empty intercalation sites and [A] represents the occupied intercalation

sites . The potential drop across the interface can be described using the equations below:

ϕ1 = ϕi − ϕε (4.3)

ϕ2 = ϕT − ϕ1 (4.4)

where ϕ1, ϕ2, and ϕT represents the potential drop due to the (de)solvation step, potential drop

due to the (de)insertion step and total potential drop across the electrode/electrolyte interface

respectively. The current-potential relation can be described as:

iT = −Fr1 + C1
∂ϕ1

∂t
= −Fr2 + C2

∂ϕ2

∂t
(4.5)

where r1 and r2 represents the rate of reaction for the (de)solvation step and (de)insertion step

respectively while C1 and C2 denotes the capacitance of the outer and inner Helmholtz plane

respectively. The rate of the formation of the ad-ion can be described as the difference between

the two reaction rates:

Nad
∂β

∂t
= r1 − r2 (4.6)

where Nad is the maximum number of adsorption site, and β represents the molar fraction of the

adsorption sites. The effect of the ad-ion on ϕ1 is given by:

ϕ1 =
FβNad

C1 + C2
+

C2

C1 + C2
ϕT (4.7)

The current-potential relation can then be rewritten as:

iT = −F
C2

C1 + C2
r1 − F

C1

C1 + C2
r2 +

C1 · C2

C1 + C2

∂ϕT
∂t

(4.8)

γ =
C1

C1 + C2
(4.9)

Cdl =
C1 · C2

C1 + C2
(4.10)

iT = −F(1 − γ)r1 − Fγr2 + Cdl
∂ϕT
∂t

(4.11)

Using the treatment introduced in section 2.8, the impedance can be described in terms of the

Fourier transform of the oscillating variables denoted with ∆ as:
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1
Z(ω)

=
∆iT
∆ϕT

= −F(1 − γ)
∆r1

∆ϕT
− Fγ

∆r2

∆ϕT
+ jωCdl (4.12)

The mass balance of the reacting species can be described using the appropriate boundary condi-

tions with the equations below:
∂∆CAε

∂t
= DAε

∂2∆CAε

∂x2 (4.13)

− DAε

∂∆CAε

∂x

⃓⃓⃓⃓
0
= −∆r1 (4.14)

∂∆θ

∂t
= Dθ

∂2∆θ

∂x2 (4.15)

− Dθ
∂∆θ

∂x

⃓⃓⃓⃓
0
= ∆r2 (4.16)

where DAε
and Dθ is the diffusion coefficient of the cation in solution and in the solid respectively.

Solving the Fick’s diffusion for ∆CAε
and ∆θ using semi-infinite and finite length diffusion with a

reflective boundary respectively leads to [127]:

∆r1

∆ϕT
= −∆CAε

∆ϕT

√︂
jωDAε

(4.17)

∆r2

∆ϕT
=

∆θ

∆ϕT

√︁
jωDθ tanh

(︂√︁
jωτ

)︂
(4.18)

where τ is the diffusion time constant. The reaction rates for the (de)solvation and (de)insertion

step can then be described as:

∆r1

∆ϕT
= − ∂r1

∂∆ϕ1
[1 − γ] +

[︃
∂r1

∂β
− ∂r1

∂∆ϕ1
· Nad

C1 + C2

]︃
∆β

∆ϕT
+

∂r1

∂CAε

∆CAε

∆ϕT
(4.19)

∆r2

∆ϕT
= − ∂r2

∂∆ϕ2
γ +

[︃
∂r2

∂β
+

∂r2

∂∆ϕ2
· Nad

C1 + C2

]︃
∆β

∆ϕT
+

∂r2

∂θ

∆θ

∆ϕT
(4.20)

The adsorption resistance Rad which describes the kinetic limitation of the (de)solvation of the

cations can be defined as (−F · ∂r1/∂ϕ1)
−1 and the charge transfer resistance (Rct) which describes

the kinetic limitation due to the further (de)solvation of the ad-ion and transfer of the desolvated

ion across the interface can be described as (−F · ∂r2/∂ϕ2)
−1, therefore allowing equation 4.19 and

4.20 to be expressed as:

∆r1

∆ϕT
= − [1 − γ]

FRad
+

∂r1

∂CAε

∆CAε

∆ϕT
+

[︃
∂r1

∂β
− 1

Rad
· Nad

C1 + C2

]︃
∆β

∆ϕT
(4.21)

∆r2

∆ϕT
= − γ

FRct
+

∂r2

∂θ

∆θ

∆ϕT
+

[︃
∂r2

∂β
+

1
Rct

· Nad
C1 + C2

]︃
∆β

∆ϕT
(4.22)
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Substituting equation 4.17 and 4.18 into equation 4.21 and 4.22 results to

√︂
jωDAε

∆CAε

∆ϕT
=

[1 − γ]

FRad
− ∂r1

∂CAε

∆CAε

∆ϕT
−
[︃

∂r1

∂β
− 1

Rad
· Nad

C1 + C2

]︃
∆β

∆ϕT
(4.23)

√︁
jωDθ tanh

(︂√︁
jωτ

)︂ ∆θ

∆ϕT
= − γ

FRct
+

∂r2

∂θ

∆θ

∆ϕT
+

[︃
1

Rct
· Nad

C1 + C2
+

∂r2

∂β

]︃
∆β

∆ϕT
(4.24)

The derivatives of the reaction rates were related to physical phenomena through the equations

below:

ZWad =

[︃
−F

∂r1

∂ϕ1

]︃−1 ∂r1

∂CAε

1√︁
jωDAε

(4.25)

1
Cad

=

[︃
F

∂r1

∂ϕ1

]︃−1 ∂r1

∂β

1
Nad

(4.26)

ZWct =

[︃
F

∂r2

∂ϕ2

]︃−1 ∂r2

∂θ

1√︁
jωDθ tanh

(︁√︁
jωτ

)︁ (4.27)

1
Cint

=

[︃
−F

∂r2

∂ϕ2

]︃−1 ∂r2

∂β

1
Nad

(4.28)

where ZWad denotes the Warburg impedance of the cation in the electrolyte which describes the

mass transport limitation of the cation in the electrolyte phase and Cad is the capacitance of the

adsorbed layer. ZWct is Warburg impedance of the cation in the solid which describes the mass

transport in the solid and (Cint) capacitance of the double layer due to the insertion reaction. Using

the above descriptions equation 4.23 and equation 4.24 can be rewritten as:

√︂
jωDAε

∆CAε

∆ϕT
=

[1−γ]
F −

(︂
1

Cad
+ 1

C1+C2

)︂√︄Dθ

jω
tanh

(︁√︁
jωτ

)︁ ∆θ
∆ϕT[︂

Rad + ZWad +
1

jωCad
+ 1

C1+C2
1

jω

]︂ (4.29)

∆β

∆ϕT
=

− 1
Nad

1
jω

[1 − γ]

F
− 1

Nad

√︄
Dθ

jω
tanh

(︁√︁
jωτ

)︁
[Rad + ZWad]

∆θ
∆ϕT[︂

Rad + ZWad +
1

jωCad
+ 1

C1+C2
1

jω

]︂ (4.30)

√︁
jωDθ tanh

(︂√︁
jωτ

)︂ ∆θ

∆ϕT
=

=

− γ
F

[︂
Rad + ZWad +

1
jωCad

+ 1
C1+C2

1
jω

]︂
− [1−γ]

F

(︃
1

Cint

1
jω

+ 1
C1+C2

1
jω

)︃
(Rct + ZWct)(Rad + ZWad) +

(︂
Rct+ZWct

Cad
+ Rad+ZWad

Cint

)︂ 1
jω

+

(︃
Rct + ZWct + Rad + ZWad

C1 + C2

)︃
1

jω

(4.31)
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√︂
jωDAε

∆CAε

∆ϕT
=

=

(1 − γ)

F

[︂
Rct + ZWct +

1
jωCint

+ 1
C1+C2

1
jω

]︂
+ 1

jω

(︂
1

Cad
+ 1

C1+C2

)︂
γ
F

(Rct + ZWct)(Rad + ZWad) +
(︂

Rct+ZWct
Cad

+ Rad+ZWad
Cint

)︂
1

jω +
(︂

Rct+ZWct+Rad+ZWad
C1+C2

)︂
1

jω

(4.32)

The impedance of the system can thus be defined as:

1
Z(ω)

=
γ2(Rad + ZWad) + (1 − γ)2(Rct + ZWct) +

(︂
γ

Cad
+ (1−γ)

Cint

)︂
1

jω +
(︂

1
C1+C2

)︂
1

jω

(Rct + ZWct)(Rad + ZWad) +
(︂

Rct+ZWct
Cad

+ Rad+ZWad
Cint

)︂
1

jω +
(︂

Rct+ZWct+Rad+ZWad
C1+C2

)︂
1

jω

+ jωCdl

(4.33)

At equilibrium, Cad ≂ Cint (see section A.1 in appendix), the impedance of the system can then

be rewritten as:

1
Z(ω)

≂
γ2(Rad + ZWad) + (1 − γ)2(Rct + ZWct) +

(︂
1

jωCad
+ γ(1−γ)

jωCdl

)︂
(Rct + ZWct)(Rad + ZWad) + (Rct + ZWct + Rad + ZWad)

(︂
1

jωCad
+ γ(1−γ)

jωCdl

)︂ + jωCdl (4.34)

Fig. 4.2 represents the equivalent circuit obtained from equation 4.34 using the nodal method.

Rad

Cad

C1

Rct

C2

ZWad ZWct

Figure 4.1: Schematic representation of the equivalent circuit obtained from modelling the re-
versible insertion process as a two-step process.

As the electrode materials studied in this work were all porous, the simplified transmission

line model (TLM) for describing cylindrical pores was used in this work [157]. Using the TLM

model, the impedance of the working electrode ZWE(ω):

ZWE(ω) = Rp

[︃
coth(κd)

κd

]︃
(4.35)

where Rp is the resistance of the pores, κd corresponds to the impedance of single reacting sites

(Z) described as [157]:

κd =

√︃
Rp

Z
(4.36)
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The graphical representation of the impedance of the TLM model including the circuit obtained

from modelling the reversible insertion process as a two-step process is shown in Fig. 4.2.
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Figure 4.2: Equivalent circuit of the porous electrode, including the impedance describing the
reaction at the surface.

4.2 Theoretical Description of Adsorption Resistance and Charge

Transfer Resistance

The rate of the (de)solvation and (de)insertion step can be described as:

r1 = k f ,1CAε
[1 − β]− kb,1β (4.37)

r2 = k f ,2CT [1 − θ]β − kb,1[1 − β]CTθ (4.38)

where CAε
represents the concentration of the species in the electrolyte phase, CT is the maximum

concentration of the cations in the solid host, β is the molar fraction of the adsorbed species while

θ represents the molar fraction of the inserted cation in the host structure. k f and kb are the rate

constants for the cathodic and anodic reaction with subscript 1 and 2 denoting the (de)solvation

and (de)insertion step respectively and can be described as:

k f ,1 = k′f ,1 exp
(︃−α1Fϕ1

RT

)︃
(4.39)

kb,1 = k′b,1 exp
(︃
(1 − α1)Fϕ1

RT

)︃
(4.40)
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k f ,2 = k′f ,2 exp
(︃−α2Fϕ2

RT

)︃
(4.41)

k f ,2 = k′b,2 exp
(︃
(1 − α2)Fϕ2

RT

)︃
(4.42)

with k′f and k′b representing the kinetic constant when the ϕ1 or ϕ2 is equal to zero with subscript

1 and 2 denoting the (de)solvation and (de)insertion step respectively. α represents the transfer

coefficient with subscript 1 and 2 specifying the (de)solvation and (de)insertion step respectively.

Equations 4.37 and 4.38 can then be rewritten as:

r1 = k′f ,1
CAε

C0
[1 − β] exp

(︃−α1Fϕ1

RT

)︃
− k′b,1β exp

(︃
(1 − α1)Fϕ1

RT

)︃
(4.43)

r2 = CT [1 − θ]βk′f ,2 exp
(︃−α2Fϕ2

RT

)︃
− [1 − β]CTθk′b,2 exp

(︃
(1 − α2)Fϕ2

RT

)︃
(4.44)

The current-potential relationship for the individual step is expressed as:

i1 = −nFAk0
1

[︃
CAε

C0
[1 − β] exp

(︃−α1Fϕ1

RT

)︃
− β exp

(︃
(1 − α1)Fϕ1

RT

)︃]︃
(4.45)

i2 = −nFACTk0
2

[︃
[1 − θ]β exp

(︃−α2Fϕ2

RT

)︃
− [1 − β]θ exp

(︃
(1 − α2)Fϕ2

RT

)︃]︃
(4.46)

where i1 and i2 are the current due to the (de)solvation and (de)insertion step respectively while

k0
1 and k0

2 are the standard rate constant of the (de)solvation and (de)insertion step respectively.

At equilibrium, the current flowing in the (de)solvation and (de)insertion step is zero thus,

exp
(︃

Fϕ1

RT

)︃
=

CAε

C0

1 − β

β
(4.47)

exp
(︃

Fϕ2

RT

)︃
=

1 − θ

θ

β

1 − β
(4.48)

exp
(︃

FϕT
RT

)︃
=

CAε

C0

1 − θ

θ
(4.49)

The exchange current density (i0) for each of the reaction steps can then be expressed with the

equations below and the current can then be described as a function of the exchange current

density:

i0,1 = nFk0
1

[︃
CAε

C0

]︃1−α1

[1 − β]1−α1 βα1 (4.50)

i0,2 = nFCTk0
2[1 − θ]1−α2 β1−α2 [1 − β]α2 θα2 (4.51)

i1 = −i0,1 A
[︃

exp
(︃−α1Fϕ1

RT

)︃
− exp

(︃
(1 − α1)Fϕ1

RT

)︃]︃
(4.52)

64



Chapter 4. Modelling 4.2. Theoretical Description of Parameters

i2 = −i0,2 A
[︃

exp
(︃−α2Fϕ2

RT

)︃
− exp

(︃
(1 − α2)Fϕ2

RT

)︃]︃
(4.53)

Under the assumption that the perturbed electrochemical system is linear, ex ≈ 1+ x and equation

4.52 and 4.53 can be rewritten as:

i1 = −i0,1
F

RT
ϕ1 (4.54)

i2 = −i0,2
F

RT
ϕ2 (4.55)

The resistance can be described with respect to the current in the two-step intercalation model

as Rad = (−∂i1/∂ϕ1)
−1 and Rct = (−∂i2/∂ϕ2)

−1 allowing for Rad and Rct to be described with the

equation below:

Rad =
RT

F2k0
1

[︃
CAε

C0

]︃1−α1

[1 − β]1−α1 βα1

(4.56)

Rct =
RT

F2CTk0
2[1 − θ]1−α2 β1−α2 [1 − β]α2 θα2

(4.57)

The expression for Rad (equation 4.56) is observed to give a dependence of the adsorption

resistance on the molar fraction of the adsorption sites (β). However, the concentration of the

adsorption sites could not be quantified with the techniques used in this work. The adsorption

sites can be estimated from the electrode potential using the equation below which is obtained

from the substitution of equation 4.7 into equation 4.47.

exp
(︃

F(1 − γ)ϕT
RT

+
F2Nad

RTC1 + C2
β

)︃
=

CAε

C0

1 − β

β
(4.58)

Figure 4.3: Dependence of electrode potential (ϕT) on molar fraction of adsorption sites (β) evalu-
ated from equation 4.58 and molar fraction of cations in the solid (θ).
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The electrode potential is obtained from the molar fraction of the cation in the solid which

can be estimated from the charge flowing through the system and β can be obtained from the

numerical solution of equation 4.58. Using a fractional coverage for the cations in the solid, the

result obtained indicates that the dependence of β on ϕT is similar to the dependence of θ on ϕT

as shown in Fig. 4.3 [140]. This treatment is valid for host structure where the reversible insertion

process occurs in a single solid solution and the chemical potential of the (de)inserted cation in the

host structure does not change during the (de)insertion process. This is not the case of LiMn2O4

where the reversible insertion of Li+ has been reported to be proceed via multi-step process in two

separate solid solutions, with the chemical potential of Li+ differing in each of the separate solid

solutions [160–162]. The reversible insertion step in the two solid solution can thus be described

as:

A+
i + [ ]1 + e− ⇌ [A]1 (4.59)

A+
i + [ ]2 + e− ⇌ [A]2 (4.60)

where the empty site is represented as [ ] while [A] is the occupied site in the solid solutions with

subscript 1 and 2 denoting the different solid solutions. The equilibrium potential can thus be

described as:

E1 = E0
1 +

RT
F

ln
CA+

ε

C0
+

RT
F

ln
(1 − θ1)

θ1
(4.61)

E2 = E0
2 +

RT
F

ln
CA+

ε

C0
+

RT
F

ln
(1 − θ2)

θ2
(4.62)

where E0 the standard equilibrium potential with subscript 1 and 2 specifying the solid solutions

and θ1 and θ2 represents the molar fraction of A+ in the solid solutions. The total molar fraction

(θT) in such system is estimated as θT = (θ1 + θ2)/2 [163]. For each solid solution, a corresponding

adsorption site was estimated using eq. 4.58. The decision to describe a separate adsorption site

for each solid solution is based on the fact that the atomic arrangements of the surface structure

in LiMn2O4 changes during the reversible insertion process [164, 165]. Fig. 4.4 shows the curve of

ϕT versus βT is similar to the curve of ϕT versus θT , suggesting that the adsorption sites assume

a fractional coverage similar to the intercalation sites. The expression for Rad and Rct can thus be

rewritten to reflect the different solid solution as:

Rad =
RT

F2k0
1

[︃
CAε

C0

]︃1−α1

[1 − βi]1−α1 βα1
i

(4.63)
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Rct =
RT

F2CTk0
2[1 − θi]1−α2 β1−α2

i [1 − βi]α2 θα2
i

(4.64)

where the subscript i denotes the different solid solution.

Figure 4.4: Dependence of electrode potential (ϕT) on total molar fraction of adsorption sites (βT)
evaluated and total molar fraction of cations in the solid (θT) for LiMn2O4.

4.3 Description of the Mass Transport in the Liquid and in the

Solid Host

The mass transport resistance of the cation in the liquid in the model has been described as:

ZWad =

[︃
−F

∂r1

∂ϕ1

]︃−1 ∂r1

∂CAε

1√︁
jωDAε

(4.65)

The derivatives of the reaction rate can be described as:

− ∂r1

∂ϕ1
=

F
RT

[︂
α1(1 − β)CAε

k f ,1 + (1 − α1)βkb,1

]︂
(4.66)

∂r1

∂CAε

= k f ,1(1 − β) (4.67)

ZWad =
RT
F2

k f ,1(1 − β)

α1(1 − β)CAε
k f ,1 + (1 − α1)βkb,1

1√︁
jωDAε

(4.68)

Under the assumption that the system is in equilibrium, the ratio of the rate constant can be

described as:
kb,1

k f ,1
=

CAε
(1 − β)

β
(4.69)
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ZWad =
RT
F2

1√︁
jωDAε

1
CAε

(4.70)

σad =
RT
F2

1√︁
DAε

1
CAε

(4.71)

where σad is the Warburg coefficient in the liquid. Subsequently, the Warburg impedance in the

liquid can be rewritten as:

ZWad =
σad√︁

jω
(4.72)

A similar treatment to the mass transport in the solid which has been described in the model

as:

ZWct =

[︃
F

∂r2

∂ϕ2

]︃−1 ∂r2

∂θ

1√︁
jωDθ tanh

(︁√︁
jωτ

)︁ (4.73)

The derivatives for the rate constant is given by:

∂r2

∂ϕ2
= − F

RT

[︂
α2βCT(1 − θ)k f ,2 + (1 − α2)(1 − β)CTθkb,2

]︂
(4.74)

∂r2

∂θ
= −[k f ,2β + kb,2(1 − β)] (4.75)

ZWct =
RT
F2

k f ,2β + kb,2(1 − β)

α2βCT(1 − θ)k f ,2 + (1 − α2)(1 − β)CTθkb,2

1√︁
jωDθ tanh

(︁√︁
jωτ

)︁ (4.76)

Assuming the system is in equilibrium,

k f ,2β = kb,2(1 − β)
θ

(1 − θ)
(4.77)

ZWct =
RT
F2

1
CT

1
(1 − θ)θ

1√︁
jωDθ tanh

(︁√︁
jωτ

)︁ (4.78)

σct =
RT
F2

1√
Dθ

1
CT

1
(1 − θ)θ

(4.79)

where σct is the Warburg coefficient of the cation in the solid. Subsequently, the Warburg

impedance in the solid can be rewritten as:

ZWct =
σct√︁

jω
coth

(︂√︁
jωτ

)︂
(4.80)
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Chapter 5

Estimation and Correction of Instrumental Artefacts in

Impedance Spectroscopy

In this chapter, the problems associated with artefacts arising from the instrumental setup used

in measuring impedance will be discussed. Using resistors, [Fe(CN)6]3 – /4 – redox couple, and a

cathode material (nickel hexacyanoferrate nanoparticles), the effect of this instrumental artefacts

on measured impedance and a method for the correcting these artefacts will presented.

5.1 Introduction

Electrochemical impedance spectroscopy is a highly sensitive technique used for studying vari-

ous electrochemical systems, where it is employed in the elucidation of reaction mechanisms and

determination of kinetic parameters [110, 122, 126]. This procedure relies on the correct interpreta-

tion of the impedance data [110]. To achieve this, high quality impedance data free from artefacts

must be acquired over a wide range of frequencies [126]. Electrode setup and instrumental setup

are some of the major sources of artefacts in electrochemical impedance spectroscopy [129, 166,

167].

Several methods for identifying artefacts arising from electrode setup and procedures for

avoiding and/or correcting these artefacts have been reported in literature [129, 166, 168–172].

Following the works of Fletcher [170] and Sadkowski et al. [172], Battistel and co-workers pro-

posed solutions to circumvent the artefacts occurring in a three-electrode cell setup. It comprises

of using the three-electrode cell in a coaxial geometry which offers advantages, such as reduction

in electrolyte ohmic drop, insensitivity to the position of the reference electrode and the repro-

ducibility of the current line distribution [129]. It also involves the use of capacitive bridge to

circumvent WE— RE stray capacitance and the use of low impedance electrode for circumventing

large CE— RE coupling [129]. The use of an instrument with a high input impedance or a refer-

ence electrode with zero impedance has also been reported to eliminate distortions arising from
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artefacts associated with voltage amplifier [110, 173]. Tran et al. with the help of simulations ex-

plained the use of low impedance RE fabricated by connecting a platinum wire to the RE through

a capacitor, which has been used for a long time in circumventing high frequency artefacts [174,

175]. A zero-gap cell combined with by-pass modified and sensing electrodes was proposed by

Stojadinovic and co-workers to minimize distortions arising from artefacts in a four-electrode cell

setup [176] and a four-probe setup to measure high impedance values (up to 10 GΩ) has also been

reported by Fafilek et al. to circumvent artefacts arising from four electrode cell setup [166, 177].

The aforementioned methods reduce and/or eliminate artefacts arising from electrode se-

tups/configurations, but they do not address artefacts arising from the instrumental setup. The

instrumental setup used for the data acquisition often contains parts (cables, operational ampli-

fiers and current/voltage converters) which deviate from ideal behaviour [129]. The focus of this

chapter is the estimation and correction of the artefacts arising from the instrumental setup. To

this end, a specifically developed methodology will be shown and discussed in this chapter. Using

resistors, redox couple ([Fe(CN)6]3 – /4 – ) and NiHCF nanoparticles, the effect of artefacts occurring

at the high frequencies due to non-ideal behaviour of the potentiostat on measured impedance

will be investigated. The correction of these artefacts using a method that will be proposed in this

chapter will also be illustrated using the various system studied.

5.2 Sources of Instrumental Artefacts

The potentiostat is a common instrument used in laboratories as it allows for potentiostatic con-

trol of electrochemical systems. In addition to the building blocks of a potentiostat (operational

amplifiers, I/E converter, scaler/inverter and integrators), modern potentiostats also consists of

auxiliary ports and outputs which allows for the potentiostat to be interfaced with other devices

such as temperature probes, pressure gauges, waveform generators and oscilloscopes. Poten-

tiostats used for impedance measurements are equipped with voltage adders, which sums the

dc potential and the ac potential delivered by the function generator. A simplified schematics

of the measurement principle of a potentiostat in a three-electrode cell configuration is shown in

Fig. 5.1 [110]. The output potential is measured as the voltage difference between voltage of the

WE, which is grounded and the potential of the RE [110]. The cell voltage is controlled by an

appropriate amount of current delivered to the counter electrode from the op-amp as shown in

Fig. 5.1 [110]. The operational amplifier (op-amp) ideally has a infinite input impedance and zero

input current needed to maintain a stable potential of the RE branch.
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CE

WE

RE

R0

R1

R2

Rm

V	=	Rm	IOutput
current

VWE	-	ϕREF

Voltage	adder

I/E	converter

Input	

		Output		potential

Figure 5.1: Simplified schematic diagram of a potentiostat used for electrochemical impedance
spectroscopy. Adapted from [110].

The current in the potentiostat is measured using the current follower also called I/E con-

verter. It measures the current as a voltage drop in the current measurement resistor (Rm) shown

in Fig 5.1. Switchable resistors of different magnitude are used in a potentiostat thus allowing for

measurement of high precision current [178]. The resistors are switched by selecting the appro-

priate current range in the potentiostat. This selection depends on the maximum readable voltage

per full current range of the I/E converter, which in our case is 1 V. This translates to Rm of 1 kΩ

at a current range of 1 mA. In impedance measurements, the current range is selected so that

the uncompensated cell resistance of the measured cell is higher than Rm of the I/E converter.

The components of a potentiostat often deviates from ideal behaviour at high frequencies in AC
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mode. The signal applied to the cell at high frequency by the control loop in the potentiostat may

be shifted in phase due to its response bandwidth [177]. The use of larger inputs and monitoring

of the feedback signal to the cell has been suggested for circumventing this problem [177].

Possible sources of distortions in the potentiostat at high frequency region includes I/E con-

verter, op-amp and stray capacitance in the potentiostat. The achievable gain of the I/E converter

depends on current source input impedance (measured impedance), bandwidth of the I/E con-

verter and the transimpedance of the I/E converter. The bandwidth of the I/E converter depends

on the gain such that the greater the gain (lower current range), the lower the bandwidth of the

I/E converter. This could result in measuring impedance different from the impedance of the sys-

tem. Therefore, it is important to measure the bandwidth of the I/E converter at different current

ranges and use this as a guide in selecting maximum frequency for impedance measurements. In

addition to the bandwidth, the transimpedance of the I/E converter is also frequency dependent

and as such at high frequency the voltage drop in I/E converter may differ from the real voltage.

Another source of artefacts in impedance measurements is stray capacitance arising from in-

puts of the potentiostat [179]. Fig 5.2 shows the main sources of stray capacitance in a three-

electrode cell configuration [179]. It indicates stray capacitance between CE — RE, RE — ground,

RE — WE and WE — ground [179]. To remove these stray capacitance and increase the accuracy

of the potentiostat, calibration at the factory is done by the manufacturers and a contour plot of

the result is usually added to the manual. This contour plot shows the specified accuracy of the

potentiostat. However, the electrochemical system and its surrounding has been reported to affect

the accuracy of the contour plot, in most cases reducing the accuracy [179]. Thus, it is important

to measure the stray capacitance of the potentiostat at different current ranges. In the next section,

a mathematical description of the potentiostat will be presented.

WEV2

V1

RE
WE

CE

Rm

Figure 5.2: Simplified schematic diagram of a potentiostat in a three-electrode configuration show-
ing the main sources of stray capacitance. Adapted from [179].
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5.3 Theoretical description of the potentiostat

Fig 5.3 shows the electric circuit of a potentiostat in a two-electrode cell configuration used for

measuring the transimpedance and stray capacitance of the potentiostat.

V2

V1

ZSCst

Rm
Im

Cm

IsIst

Ic

Figure 5.3: Simplified schematic diagram of a potentiostat in a two-electrode cell setup used for
measuring the transimpedance and stray capacitance of the potentiostat used in this work.

Zs in Fig. 5.3 is the impedance of the system being measured while Cst is the stray capacitance

between the WE — RE/CE. This is the stray capacitance of interest as the other stray capacitances

in the potentiostat (stray capacitance from RE — ground and from RE — CE) becomes negligi-

ble when a low impedance reference electrode is used [179]. The measured impedance can be

described as [179]:

Zm =
V2

Im
=

V2

V1
Rm (5.1)

where V2 is the voltage drop across Zs and Cst while Im is the measured current. V2 can be

described as:

V2 = IsZsZV2 =
Ist

jωCst
ZV2 (5.2)

where Is and Ist are the current flowing through Zs and Cst respectively and their sum is equal

to the measured current (Im = Ist + Is). ZV2 is the impedance of the electrometer (V2) which is

unknown. V1 which measures the current as a voltage drop across Rm is given by:

V1 = ImZV1 Rm = ICm
1

jωCm
ZV1 (5.3)
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where ZV1 is the impedance of V1 and ICm is the current flowing through Cm which is described

as ICm = jωCmRm Im . Equation 5.1 can then be rewritten as:

Zm =
IsZsZV2

ImZV1

(5.4)

The total measured current (ImT ) is given by ImT = Is + Ist = Im + ICm, subsequently ImT =

Im(1 + jωCmRm). Defining Z′
V1

= ZV1 /(1 + jωCmRm), eq. 5.4 can be rewritten as:

Zm =
IsZsZV2

ImT Z′
V1

(5.5)

Zm =
IsZsZV2

(Ist + Is)Z′
V1

(5.6)

1
Zm

=
Z′

V1

ZV2 Zs
+

IstZ′
V1

IsZsZV2

(5.7)

Zs

Zm
=

Z′
V1

ZV2

+
IstZ′

V1

IsZV2

(5.8)

Redefining Is and Ist from equation 5.2 will lead to Is = V2/ZV2 Zs and Ist = V2 jωCst/ZV2 . Substi-

tuting the term Ist/Is in equation 5.8 with jωCstZs leads to:

Zs

Zm
=

Z′
V1

ZV2

+
jωCstZsZ′

V1

ZV2

(5.9)

The transimpedance of the potentiostat Ztr can be defined as Ztr = Z′
V1

/ZV2 . Subsequently,

equation 5.9 can be rewritten as:
Zs

Zm
= Ztr + Ztr jωCstZs (5.10)

Equation 5.10 indicates a linear relationship between the relative admittance of the system

being measured (Zs/Zm) and Zs with a slope which corresponds to Ztr jωCst and an intercept

which is equal to Ztr.

5.4 Bandwidth of the I/E converter

The bandwidth of the I/E converter at different current range measured using the method de-

scribed in section 3.7 is shown in Fig 5.4a. Ideally, the normalized impedance should be unitary

with a phase shift of zero at all frequencies. The result indicates that the cut off frequency defined

herein as the frequency where the modulus of the impedance deviates from the ideal unitary

with -30% decreases with increasing gain (decreasing current range). The cut off frequency was
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observed to decrease from 794 kHz in 1 mA current range to 251 kHz in 100 µA and further

decreases to 8 kHz in the 1 µA range.

Figure 5.4: (a) Plot of the transimpedance of the potentiostat at different current range versus
frequency. (b) Plot of phase of transimpedance of the potentiostat at different current range versus
frequency.

The result is in line with the predictions that cut off frequency has an inverse proportionality

with the gain of the system. For the phase, it was also observed that the onset of deviation de-

creases as the gain increases as seen in Fig. 5.4b. For the 10 mA and 100 mA where the deviation

in the modulus of the transimpedance is negligible, a phase shift of 1.4◦ and -3◦ at 1 MHz respec-

tively was observed. The result indicates that for the 1 mA current range the phase is delayed by

-59.5◦ with onset frequency of 158 kHz, -94.37◦ with onset frequency of 63 kHz for the 100 µA

and -131◦ onset frequency of 1 kHz for the 1 µA current range.

5.5 Deviation of Measured Impedance

The deviation of the measured impedance was investigated to evaluate the frequency limit where

the various impedance using different current range can be measured without distortions. The

permissible limit set in this work is 1% for magnitude of the impedance and 1◦ for phase. The

deviation of the magnitude of the impedance and phase between the Zm and Zs are shown in

Fig. 5.5 for various resistance in the 100 mA to 1 mA current range. The result suggests that

the deviation in magnitude and phase were below the limit for all frequencies up to 1 MHz

indicating that impedance can be acquired up to 1 MHz for these current ranges (100 mA to

1 mA). For 100 µA current range (Fig. 5.6a and Fig. 5.6b), the result indicates that the deviation of

the measured impedance is below the 1% limit in magnitude and 1◦ in phase with the exception

of 100 kΩ which exceeds the limit in magnitude at 39 kHz.
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Using 10 µA current range this frequency limit for 100 kΩ can be extended to 100 kHz as

shown in Fig. 5.6c and Fig. 5.6d. The measured impedance using the 10 µA current range were

observed to deviate above the 1◦ phase limit at 100 kHz as shown in Fig. 5.6d even when the

magnitude is within the limit (Fig. 5.6c). The high frequency limit, which the real impedance can

be measured without exceeding the limit was observed to decrease as the impedance increase for

the 1 µA as shown in Fig. 5.6e. The result obtained in this section shows the frequency limit which

the impedance of the system can be measured using different current range without distortions

arising from artefacts. In the next sections, the possibility of extending the frequency limit which

the impedance of the system can be acquired without distortions will be illustrated.

5.6 Extracting the Transimpedance and Stray Capacitance

The transimpedance and stray capacitance of the potentiostat were extracted from the intercept

and slope of the first order polynomial fit of the relative admittance (Zs/Zm) versus Zs according

to equation 5.10. Zs was extracted from the low frequency data points of the measured impedance

where distortions arising from instrumental artefacts is negligible. The stray capacitance is ob-

tained from the slope of the plot of the high frequency data point of jωCst versus ω. Once the

stray capacitance (Cst) and the transimpedance (Ztr) has been extracted, the true impedance of the

system devoid of the instrumental artefacts (Cst and Ztr) for all frequencies can be estimated from

the measured impedance using an extension of equation 5.11 described below:

Zs =
ZtrZm

1 − jωCstZmZtr
(5.11)

5.7 Extracting Impedance of the System From Measured

Impedance

The impedance of the various electrochemical systems (resistors at different current ranges, a

[Fe(CN)6]3 – /4 – redox couple and an intercalation electrode (nickel hexacyanoferrate)) were ex-

tracted from the measured impedance using the equation 5.11.

5.7.1 Resistor

The use of eq. 5.11 to obtain the real impedance from the measured impedance of various resistors

is illustrated in this section. The magnitude and phase of the impedance of 50 Ω resistor measured

in 100 mA current range is shown in Fig 5.7a. The result suggests that the correction of the
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magnitude of the impedance measured at this current range was not necessary as the magnitude

did not show any distortion up to 1 MHz with negligible deviation in the phase (≤ 1◦).

Figure 5.5: Plot showing the estimated error of the magnitude and phase of the impedance of the
resistors at different current range from 100 mA to 1 mA.
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Figure 5.6: Plot showing the estimated error of the magnitude and phase of the impedance of the
resistors at different current range from 100 µA to 1 µA.

The result obtained for 500 Ω measured at 10 mA is shown in Fig. 5.7b indicating that the

correction of the magnitude was also not necessary but the phase shift for the 500 kΩ at 1 MHz

was -1.5◦, which was reduced to -0.3◦ using the correction method. The correction method allowed
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for the true impedance of the 5 kΩ resistor to be extracted from the measured impedance at 1 mA

despite the distortions between 100 kHz to 1 MHz as shown in Fig. 5.7c.

Figure 5.7: Correction method applied to various impedance measured at different current range.
⃝ represents the measured impedance, while — represents the corrected impedance using the
proposed method.

The correction of the impedance at the µA range was particularly of interest in this study

as the cut off frequency is expected to be lower than those of the mA current range. Fig. 5.7d
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shows that the proposed method allows for the measurement of the true impedance for 50 kΩ in

100 µA for frequencies up to 1 MHz despite the early onset distortions at 10 kHz. The usage of the

proposed correction method at even lower current range was observed to extend the frequency

limit which the impedance of the system can be extracted from 1 kHz to 100 kHz for the 10 µA

current range for a 500 kΩ resistor. In the 1 µA current range, the measurement limit for 5 MΩ

was extended from 2 kHz to 20 kHz using the correction. The result obtained indicates that the

proposed correction method allows for the extension of the frequency limit which the impedance

of the system can be measured especially in the µA current range where there is an early onset of

distortions caused by instrumental artefacts.

5.7.2 Redox Couple

The effect of instrumental artefacts and application of the proposed correction method was also

investigated using a [Fe(CN)6]3 – /4 – redox couple on a 250 µm Pt electrode in a three-electrode

(Fig 3.2). The uncompensated cell resistance of the cell was 275 Ω and a current range of

10 mA ought to be used for measuring the impedance. Ideally, the current range for measur-

ing impedance is chosen in a way that the resistance of the system been measured is higher than

Rm of the I/E converter used.

Figure 5.8: Quasi Voltammogram obtained at different current range for 250 µm Pt electrode in
5 mM K3[Fe(CN)6] solution with 1 M KCl as supporting electrolyte.

However, the use of 10 mA current range was observed to reduce the data quality of the

voltammogram obtained as shown in Fig. 5.8. The precision of measured current is determined

by the current range selected in the potentiostat. The current range is chosen to be as close

as possible to the measured current range to achieve high precision. To increase the precision,

1 mA current range was used which corresponds to an increase in precision by one order of
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magnitude. The result indicates an increase in the signal to noise ratio of the voltammogram as

seen in Fig. 5.8 (black curve). The dynamic impedance obtained using 1 mA current range (Rm =

1 kΩ) was observed to exhibit an inductive behaviour in the high frequency region (316 kHz to

1 MHz) as shown in Fig. 5.9b. This inductive behaviour of the impedance is clearly an instrumental

artefacts as the impedance measured using the 10 mA current did not exhibit it and the equivalent

circuit obtained from modelling a simple redox couple (Fig. 2.12 in chapter 2) does not include an

inductor. This artefact can be attributed to the use of Rm (1 kΩ) higher than that of Ru of the cell

(275 Ω). Using the proposed correction method, the real impedance without this artefact can be

extracted from the measured impedance, as shown in Fig. 5.9c and Fig. 5.9d.

Figure 5.9: (a) Nyquist plot of impedance spectra obtained for 250 µm Pt electrode in 5 mM
K3[Fe(CN)6] solution with 1 M KCl as supporting electrolyte using 1 mA and 10 mA current
range, (b) High frequency region of Nyquist plot of Fig. 5.9a (c) Nyquist plot of impedance spectra
obtained for 250 µm Pt electrode in 5 mM K3[Fe(CN)6] solution with 1 M KCl as supporting
electrolyte (d) High frequency region of Nyquist plot of Fig. 5.9c.

The result suggests that the proposed correction method allows for an appropriate current

range to be chosen as a compromise between the precision of the DC measurement (quasi CV)
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and ac measurement (dynamic impedance) when acquiring dynamic impedance spectroscopy

during voltage sweep.

5.7.3 Nickel Hexacyanoferrate Nanoparticles

The correction of artefacts arising from instrumental setup in measured impedance for electro-

chemical systems involving the (de)insertion of cations is illustrated in this section. The system of

choice is nickel hexacyanoferrate (NIHCF) nanoparticles which has been reported as a promising

cathode material for aqueous and non-aqueous battery system [50, 88, 89, 92, 99]. For insertion

materials such as NiHCF nanoparticles, the impedance is normally acquired over a wide range of

frequencies as it allows for the study of the various physicochemical processes occurring during

the intercalation process such as (de)solvation, interfacial charge transfer and mass transport in

the solid. Thus, it is imperative that artefact free impedance is acquired. The impedance mea-

sured in the frequency range from 350 kHz to 2.8 Hz shows two RC time constants terminated by

a straight line attributed to mass transport in the solid as seen in Fig. 5.10.

Figure 5.10: Nyquist plot of NiHCF in 0.5 M K2SO4 within the frequency range of 350 Hz to
2.8 kHz at 0.50 V during cathodic scan.

A comparison between the measured and true impedance indicates that the measured

impedance is shifted towards the left from the true impedance between 350 kHz and 1.1 kHz

as shown in Fig. 5.10. This can be attributed to the artefacts occurring at the high frequency

region. Although the measured impedance can still be fitted using the same equivalent circuit,

the extracted kinetic parameters will be different due to the artefacts. This shows that in order to

quantify kinetic parameters, the measured impedance has to be corrected.

82



Chapter 5. Instrumental Artefacts 5.8. Conclusion

5.8 Conclusion

The result obtained in this chapter indicates that the artefacts arising from transimpedance and

stray capacitance of the potentiostat can be corrected using the proposed correction method. It

was observed that the onset frequency of the distortions decrease as the current range decreases,

which can be attributed to decreasing bandwidth of the potentiostat. The possibility to estimate

the true impedance from the measured impedance up to a certain limit, which depends on the

current range and the value of the impedance was illustrated using various resistors. The results

indicate that it is possible to acquire impedance up to 1 MHz for the mA current range using

the proposed correction method. For the µA current ranges, the result shows that it is possible

to extend the frequency limit for obtaining the real impedance up to two orders of magnitude

(500 kΩ resistor from 1 kHz to 100 kHz in the current range of 1 µA). Using the proposed correc-

tion method, the artefacts (inductive behaviour) observed in the measured impedance of a redox

couple acquired using a current range of 1 mA were properly corrected. This highlights that

the proposed correction method allows for the selection of current range for high signal-to-noise

voltammogram and artefact free impedance. The need to correct measured impedance especially

those acquired at high frequencies was illustrated using a NiHCF nanoparticles.
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Chapter 6

Dynamic Impedance Spectroscopy of Nickel Hexacyanofer-

rate Thin Films

In this chapter, the kinetics of the reversible insertion of univalent cations (Na+ and K+) in nickel

hexacyanoferrate (NiHCF) thin films made by cathodic electrodeposition is studied using DMFA

during cyclic voltammetry. For such system, stationary impedance spectroscopy is not suitable

due to the instability of the oxidized form of NiHCF films. Electrochemical systems that are

unstable tend to undergo drift during the acquisition of low frequency data points using the con-

ventional electrochemical impedance spectroscopy. In this chapter, the advantage of using DMFA

coupled with an optimized electrochemical cell in studying the kinetics of unstable electrochemi-

cal systems over the classic EIS will be illustrated.

6.1 Introduction

Thin films of nickel hexacyanoferrate have attracted a lot of interest over the years due to their

use in various applications such as batteries [180], ion exchange applications [181–184] and ion

sensing [185, 186]. The use of NiHCF thin films in these applications is connected to their large

ion-exchange capacities [187], fast charge and discharge rates [188, 189], cost effectiveness and

relatively low toxicity [190]. NiHCF is a Prussian blue analogue and shares the open framework

with other metal hexacyanometallates which allows for the non-selective reversible insertion of

various cations or zeolitic water [104, 141, 181, 191–196]. Thin films of NiHCF can be prepared

basically by two methods: anodic derivatization and cathodic electrodeposition [141, 197] . The

cathodically deposited NiHCF thin film exhibits better electrochemical performance due to large

ion-exchange capacitance, hence its usage in most applications [187, 198]. In anodic derivatization,

thin films of NiHCF are formed as precipitates when metallic nickel is oxidized in the presence

of divalent nickel ions while the cathodic deposition involves the reduction of ferricyanide on an

inert surface in the presence of divalent nickel. It has been reported that cathodically deposited
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thin films of NiHCF are unstable; losing 40 % of its initial charge after 500 cycles while cycling at

10 mVs−1 [199]. This instability makes the conventional EIS unsuitable for studying the kinetics

of the reversible insertion of cations in NiHCF thin films made by cathodic deposition. For such

systems the acquisition of low frequency data points may lead to shapes in the spectra that are not

related to the reaction mechanism itself. This could be the reason for the shape of the impedance

obtained by Bandarenka and co-workers, who reported a low frequency inductive loop for thin

films of NiHCF made by cathodic electrodeposition and other Prussian blue analogue in aqueous

and non-aqueous media [200–202]. Another plausible reason for this inductive loop could be the

artefacts arising from the use of a relatively high impedance reference electrode [129, 174].

For unstable electrochemical systems like NiHCF, which may undergo degradation during the

acquisition of low frequency impedance data, the acquisition of all frequencies at each potential

during a voltage sweep would be a better approach. In this chapter, I demonstrate that dynamic

multi-frequency analysis coupled with an optimized electrochemical set-up is a better method for

studying the kinetics of the reversible insertion of univalent cations in thin films of NiHCF made

by cathodic electrodeposition.

6.2 Nickel Hexacyanoferrate Thin Films

Fig. 6.1 shows the cyclic voltammogram obtained during the electrodeposition of NiHCF films

using the procedure described in section 3.1 . Steady film growth is observed during the potential

cycling as the cathodic and anodic peak current increases as shown in Fig. 6.1. NiHCF film growth

occurs during the reductive scan of the voltage sweep when [Fe(CN)6]4 – which is obtained from

the reduction of [Fe(CN)6]3 – reacts instantaneously with Ni2+ and K+ present in the solution

to form sparingly soluble NiHCF, which is deposited on the glassy carbon electrode [140, 141].

The voltage sweep is stopped as the voltammogram becomes stable. The electrodeposited film

obtained after 15 cycles was estimated to be 100 nm. The voltammogram exhibited peaks which

has been associated with the (de)insertion of K+ in NiHCF film [141, 187]. The shouldered peak

has been attributed to the reversible insertion of K+ in the different phases of the electrodeposited

NiHCF film [141]. It can also be attributed to interactions between redox sites and insertion sites

as reported in [104]. The reversible insertion process is often described using the ideal solution

approximation but this is often not the case as shown in electrochemical behaviour of nickel

hexacyanoferrate nanoparticles in aqueous electrolytes of univalent cations [104].
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Figure 6.1: Cyclic voltammogram obtained during the electrodeposition of NiHCF in a freshly
prepared solution of 2 mM K3Fe(CN)6, 2 mM NiSO4 and 0.5 M K2SO4 using a scan rate of
25 mVs−1.

6.3 SEM/EDX Analysis

The morphology of the electrodeposited film and the elemental composition was studied using

scanning electron microscopy (SEM) and energy-dispersive X-ray spectroscopy(EDX).

Figure 6.2: (a) SEM micrograph of the electrodeposited NiHCF (b) EDX pattern of the electrode-
posited NiHCF film.

Fig. 6.2 shows the SEM micrograph of modified electrode, which suggests the deposited Ni-

HCF film comprises of porous agglomerates and the NiHCF is not a compact film. The elements

Fe, K and Ni in a ratio of 1:1:1.4 were obtained from the elemental composition of the NiHCF film

suggesting KNi1.42[Fe(CN)6] as the chemical formula of the electrodeposited NiHCF [140]. This is

in agreement with what has been reported in literature as the insoluble form of the Prussian blue

analogue [187, 203].
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6.4 Electrochemical Analysis

Due to the instability of the NiHCF film made by cathodic electrodeposition, the stability of the

reduced and oxidized forms of the NiHCF films were studied in order to ascertain the potential

which the NiHCF can be held before polarization with the combined dc and multi-sine wave. The

result obtained indicates that reduced form of the NiHCF is more stable than the oxidized form

as seen in Fig 6.3.

Figure 6.3: Cyclic voltammogram of NiHCF thin films in 0.5 M K2SO4 held at 100 mV and 900 mV
for 5 minutes after every 5th cycle.

Fig. 6.4 shows the voltammetric response of the NiHCF film in 0.5 M solutions of Na2SO4

and K2SO4 from the application of the quasi-triangular wave with a frequency of 125 mHz corre-

sponding to a scan rate of 200 mVs−1.

Figure 6.4: Cyclic voltammogram of NiHCF modified GCE electrode in 0.5 M Na2SO4 and K2SO4
using a scan rate of 200 mVs−1.
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Well defined peaks attributed to the reversible insertion of both cations were observed in the

voltammogram, with Na+ having a single peak in contrast to the shouldered peak observed in K+.

The (de)insertion potential (Ē), which is the average of the cathodic and anodic peak potential was

observed to increase with decreasing hydration radii. This has been attributed to the fact that the

removal of the solvation shell has been reported as the major contribution of the Gibbs free energy

of insertion (∆G0 = −nFĒ) [88, 89, 104]. Na+ with an Stokes radius of 1.83 Å had a reversible

insertion potential of 0.42 V compared to 0.64 V for K+ with Stokes radius of 1.25 Å [88, 89, 204].

The cathodic and anodic peak separation (∆Ep) for Na+ and K+ was estimated to be 60 mV and

80 mV at 200 mVs−1 indicating a fast charge transfer process.

Figure 6.5: Nyquist plot of NiHCF film in 0.5 M Na2SO4 within the frequency range of 10 Hz to
125 KHz at (a) 0.38 V during cathodic scan (b) at different potential during cathodic scan (c) High-
frequency region of the impedance spectra obtained at different potentials during the cathodic
scan (d) High-frequency region of the impedance spectra obtained at different potentials during
the anodic scan. ⃝ represents the experimental data, while — represents the data from the model.

Fig 6.5 and Fig 6.6 show typical Nyquist plots of the impedance spectra obtained in 0.5 M

Na2SO4 and K2SO4 at various electrode potentials during the cathodic and anodic voltage sweep.

The impedance spectra consist of a semi-circle at the high frequency region terminated by a
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straight line occurring at an angle of less than 90◦ which can been attributed to the mass transport

of cations in porous electrodes [10, 205].

Figure 6.6: Nyquist plot of NiHCF film in 0.5 M K2SO4 within the frequency range of 10 Hz to
125 KHz at (a) 0.51 V during cathodic scan (b) at different potential during cathodic scan (c)High-
frequency region of the impedance spectra obtained at different potentials during the cathodic
scan (d) High-frequency region of the impedance spectra obtained at different potentials during
the anodic scan. ⃝ represents the experimental data, while — represents the data from the model.

The high frequency semi-circle was observed to be potential dependent as seen in the plot of

the high frequency region of measured impedance (Fig 6.5c and 6.5d and Fig 6.6c and 6.5d ). The

impedance spectra obtained in this study are in contrast with those reported by Bandarenka and

co-workers, who observed a low frequency inductive loop for NiHCF films and other Prussian

blue analogues in aqueous and non-aqueous solvents within the frequency range of 50 kHz to

100 mHz [200–202]. The inductive loop observed by Bandarenka and co-workers could be as re-

sult of the instability of the NiHCF film or artefacts from the electrochemical set-up as discussed

in section 6.1. The result obtained herein highlights the advantages of DMFA coupled with an

optimized cell for studying the kinetics of unstable electrochemical systems over static electro-

chemical impedance spectroscopy. The result suggests that the reversible insertion process is a
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two-step process with a (de)solvation step as the first step followed by (de)insertion step:

A+
ε ⇌ A+

i (6.1)

A+
i + ANi[FeIIICN6] + e− ⇌ A2Ni[FeIICN6] (6.2)

where the phases of the cations is represented as ε and i which corresponds to the electrolyte

phase and the inner Helmholtz plane. The measured impedance spectra were fitted using the

equivalent circuit obtained from modelling the reversible insertion process as a two-step process

inserted in TLM, as shown in Fig. 4.2. The decision to use the TLM is supported by the shape of

the high frequency part of the impedance spectra and the SEM image (Fig. 6.2a), which suggests

that the electrodeposited film is porous. The fitting algorithm described in section 2.9 was used

for fitting two hundred impedance per cation (one hundred for cathodic polarization and one

hundred for anodic polarization). The results indicates that the model satisfactorily described

the experimental data as the standard deviation (χ2) was in the range of 1.3·10−5 to 6.0·10−6

suggesting a good agreement between the model and the experimental data.

6.5 Statistical Analysis

Despite the low χ2 value obtained from fitting the measured impedance with the model, a t-

test was done for each of the parameter in the equivalent circuit to avoid over-parameterization

as explained in section 3.11. Fig. 6.8 shows the result obtained for the t-test for the equivalent

circuit in Fig. 4.2, which indicates that the parameters Cad, γ, Rct, σad, σct and τ were below

the 95 % confidence level for both cations as seen in Fig. 6.8a and Fig. 6.8b. Cad which had the

least t-value was removed from the equivalent circuit under the assumption that Cad is higher

than the capacitance in the IHP, which allows Cad to be treated as a short circuit. Physically this

implies that there is a large amount of adsorbed ion on the interface. This assumption results in

the equivalent circuit shown in Fig. 6.7 and fitting the measured impedance with this equivalent

circuit (Fig 6.7) did not compromise the goodness of fit, as χ2 remained fairly constant. The t-test

of the parameters obtained from fitting the data with the equivalent circuit (Fig. 6.7) still had

parameters below the confidence level as seen in Fig. 6.8c and Fig. 6.8d. Subsequently, Rct which

had the least t-value was removed from the equivalent circuit under the assumption that charge

transfer process occurs fast enough to be negligible i.e. the further desolvation of the ad-ion and

the transfer of this desolvated cation across the electrode/electrolyte interface is very fast.
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Figure 6.7: Equivalent circuit of the porous electrode including the equivalent circuit obtained
from modelling the reversible insertion as two step process treating the capacitance of adsorption
(Cad ) as a short circuit.

The cations are inserted/extracted through the channels connecting the A sites in NiHCF

which has been reported to be 1.6 Å [87, 206]. On the other hand, the Stokes radii of Na+ and

K+ has been reported as 1.83 Å and 1.25 Å respectively [87, 204]. Thus, the partial desolvated

cations can be (de)inserted through the channels connecting the A sites of the NiHCF and this can

result in charge transfer process occurring fast enough to be negligible. χ2 in the order of 10−5

was obtained from fitting the measured impedance with the equivalent circuit in Fig. 6.9 and the

t-value of the parameters (Fig. 6.8e and Fig. 6.8f) indicates τ is below the confidence level for both

cations. The mass transport in the solid is described using the finite Warburg impedance diffusion

with reflective boundary [127, 148]:

ZWct = σct
√

τ ·
[︄

1√︁
jω̃

coth(
√︁

jω̃)

]︄
(6.3)

with ω̃ is the characteristic diffusion frequency which is described as ω̃ = ωτ. For ω̃ ≫ 1,

equation 6.3 can be described as semi-infinite diffusion [148]. This assumption is used in this

study due to the shape of the impedance spectra which does not exhibit a switch from 45◦ to 90◦

associated with the change from semi-finite diffusion to finite diffusion which occurs when ω̃ ∼ 1.

ZWct =
σct√︁

jω
(6.4)
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Figure 6.8: Results obtained from the t-test for the parameters obtained from fitting the measured
impedance using (a) and (b) equivalent circuit obtained from the model (Fig. 4.2), (c) and (d)
equivalent circuit obtained from the model treating Cad as a short circuit (Fig. 6.7) (e) and (f)
equivalent circuit obtained from the model treating Cad as a short circuit and assuming the charge
transfer process is fast enough to be negligible (Fig. 6.7) (g) and (h) equivalent circuit shown in
Fig. 6.9 assuming a semi-infinite diffusion for the mass transport in the solid.
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Figure 6.9: Equivalent circuit of the porous electrode including the equivalent circuit obtained
from modelling the reversible insertion as two step process treating the capacitance of adsorption
(Cad ) as a short circuit and the charge transfer resistance is fast enough to be negligible.

A good fit (— in Fig. 6.5 and Fig. 6.6) with χ2 in the range of 1.3 · 10−5 to 6.0 · 10−5 for both

cations with parameters above the confidence level(Fig. 6.8g and Fig. 6.8h ) was observed when the

mass transport was described using semi-infinite diffusion. For K+, the parameters were above the

confidence level with exception to parameters in the potential region where the shouldered peak

occurs (0.61 V to 0.67 V) indicating that the model does not described properly the (de)insertion

process of K+ in this potential region.

6.6 Variation of Kinetic Parameters on Electrode Potential

The dependence on the kinetic parameters as a function of the electrode potential during the

voltage sweep was investigated in this section. Fig. 6.10 shows the Rad extracted from the fit

of the reversible insertion of both cations. The result indicates that Rad exhibited a compositional

dependence with minimum which occurs around the standard potential of the (de)inserted cation.

The variation of Rad on potential obtained from the fit was observed to be similar to the variation

of estimated Rad on potential (Fig. 6.10b) obtained using the equation describing Rad from the

model (see chapter 4 for details) for (de)insertion process in host structure:

Rad =
RT

F2k0
1

[︃
CAε

C0

]︃1−α1

[1 − β]1−α1 βα1

(6.5)
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Figure 6.10: (a) Dependence of the extracted adsorption resistance (Rad) on the potential during
the cathodic and anodic voltage sweep. (b) Dependence of the calculated adsorption resistance
(Rad) using eq. 6.5 on the potential.

This indicates a good agreement between the model prediction and experimental data. The

adsorption resistance for both cations was observed to be in the same order of magnitude and

this can be attributed to similarity in the Stokes radii of the cations in aqueous media (Na+ =

1.83 Å and K+ = 1.25 Å). The Warburg coefficient of the cations in liquid (σad) was observed

to be independent on the electrode potential as suggested by eq. 4.71 which describes the mass

transport in the liquid. σad for both cations were in the same order of magnitude (K+ = 7.89 Ω

cm2 s−0.5 and Na+ = 8.3 Ω cm2 s−0.5) which can be attributed to the fact the diffusion coefficient

of both cations in aqueous media is in same order of magnitude (Na+ = 1.33 · 10−5 cm2 s−1 and

K+ = 1.96 · 10−5 cm2 s−1 ) [207]. On the other hand, the mass transport of the cations in the

solid which is described with σct was observed to exhibit compositional dependence as shown in

Fig. 6.11a.

Figure 6.11: (a) Variation of the extracted Warburg coefficient in the solid (σct) on the electrode
potential. (b) Variation of the calculated Warburg coefficient in the solid (σct) (eq. 6.6) using Dθ =
1 · 10−7 cm2 s−1 on the electrode potential.
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This can be attributed to the term ([1 − θ] · θ) in the equation describing σct from the model:

σct =
RT
F2

1√
Dθ

1
CT

1
(1 − θ) · θ

(6.6)

6.7 Conclusion

The results obtained in this study indicates that the kinetics of unstable electrochemical system

such as NiHCF films made by cathodic electrodeposition can be studied using DMFA coupled

with an optimized electrochemical cell set-up. Such unstable systems are difficult to study us-

ing the classic electrochemical impedance due to drift during the acquisition of low frequency

impedance data point. The results obtained in this study differs from the results reported by Ban-

dareka and co-workers, who observed an inductive loop in the impedance spectra of NiHCF film

in aqueous and non-aqueous media [200–202]. This inductive loop could be as a result of drift

of the system due to the instability of the NiHCF film and/or artefacts from the electrochemical

cell used. The results shown in this chapter highlights the advantage of studying unstable elec-

trochemical system using DMFA coupled with an optimized electrochemical cell. A good fit was

obtained from fitting the impedance data with an equivalent circuit obtained from modelling the

reversible insertion process as a two-step (de)insertion process: (de)solvation and (de)insertion.

The mass transport in the liquid was independent on the electrode potential as predicted by the

model. The adsorption resistance (Rad) and the Warburg coefficient (σct) extracted kinetic parame-

ters were observed to exhibit compositional dependence with their minimum close to the standard

potential of the (de)insertion of the cation.
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Chapter 7

Kinetic Investigation of Reversible Insertion of Univalent

Cations in Nickel Hexacyanoferrate Nanoparticles

Nickel hexacyanoferrate nanoparticles has been reported as a promising cathode material for

aqueous rechargeable alkali-ion batteries and for ion pumping techniques as its output voltage

is within the stability window of aqueous electrolytes [50]. In this chapter, a detailed kinetic

study of the (de)insertion process is presented. The aim of this kinetic study is to elucidate the

(de)insertion mechanism, extract kinetic constants as a function of state of charge under dynamic

conditions, investigate the rate determining processes and estimate the activation energies of the

various steps in the (de)insertion of univalent cations (Na+ and K+).

7.1 Introduction

Aqueous rechargeable alkali-ion batteries (ARABs) have attracted a lot of attention in stationary

energy storage systems. These batteries are alternatives to current LIBs as they resolve some of

the challenges associated with the usage of LIBs which include but are not limited to cost, envi-

ronmental concerns and safety [16, 208, 209]. Transition metal hexacyanoferrate (MHCFs) have

been reported as promising cathode materials in aqueous systems due to their cost effectiveness,

relatively safety and good electrochemical performance [50, 82, 87–89, 210, 211]. The general

formula of MHCFs is AxMy[M′(CN)6]Z’ where A is an alkali metal, M and M′ are transition met-

als [50, 87, 140]. MHCFs have open framework with large interstitial sites and channels for the

insertion/extraction of the univalent, divalent and trivalent cations, making MHCFs suitable cath-

ode materials for various battery chemistry [88, 99]. Cui and co-workers reported outstanding

cycling and rate capability for nickel hexacyanoferrate nanoparticles, which is an analogue MHCF

in aqueous solution of sodium and potassium [50, 89]. The NiHCF nanoparticles demonstrated an

outstanding electrochemical performance up to five thousand deep cycles while cycling at 8.3 C,

with no fractional capacity loss [50]. Copper hexacyanoferrate which also belongs to the transition
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metal hexacyanoferrate family has been reported as an inexpensive cathode material for aqueous

media exhibiting long cycle life, high rate capability and high round trip efficiency [87, 212].

Subsequently, various analogues of the transition metal hexacyanoferrates have been reported as

cathode/anode materials for univalent, divalent and trivalent ion battery chemistry in aqueous

and non-aqueous media [213–216]

Among the MHCFs, nickel hexacyanoferrate is an interesting cathode material for aqueous sys-

tems as its electrochemical reaction occurs within the stability window of aqueous electrolytes [53,

88, 89]. In addition to this, nickel hexacyanoferrate has also been reported as a zero strain inser-

tion electrode for alkali ions which means a negligible change (< 1%) in lattice parameters occur-

ring during reversible insertion of univalent cations [56]. Thus, it exhibits a coulombic efficiency

of 99.99% and a good rate capability when used as cathode material in aqueous Na-ion batter-

ies [56]. Despite the promising electrochemical performance of NiHCF nanoparticles and metal

hexacyanoferrate analogues as cathode materials, the kinetic mechanism of the ion transport in

the NiHCF nanoparticles and MHCFs is still not clearly understood. As explained earlier, the

understanding of the mechanism is important in optimizing the electrochemical performance of

nickel hexacyanoferrate as an electrode material for batteries/battery based applications and also

modelling the performance of technologies utilizing NiHCF at different working conditions.

Research involving nickel hexacyanoferrate nanoparticles often focus on the cycling and rate

capability [53, 88, 89]. In cases where an attempt has been made in studying the kinetics, it is

limited in scope and often carried out in electrochemical cells that are not optimized for kinetic

studies using the classic impedance spectroscopy. For example, Wessels and coworkers reported a

charge transfer of 1 Ω for 1 cm2 for copper hexacyanoferrate, an analogue of NiHCF [87]. Omarova

et al. estimated the diffusion coefficient of Li+ in NiHCF to be in the range of 10−9 to 10−8 cm2s−1

using galvanostatic intermittent titration technique (GITT) [85]. A comparison of the activation

energy of the interfacial charge transfer of cations in aqueous and non-aqueous electrolytes was

studied by Mizuno et al., who reported that the activation energy of interfacial charge transfer was

lower in aqueous systems than in non-aqueous systems [217]. The low interfacial charge transfer

in aqueous solvent was attributed to the reduced coulombic repulsion in aqueous media as the

insertion process may involve partial desolvated or solvated cations [217]. The result is consistent

with the reports of reduced charge transfer resistance of calcium in potassium barium hexacyano-

ferrate upon addition of 17% water to the acetonitrile-based electrolyte reported by Padigi and

co-workers [52]. Thus far, a comprehensive study is still missing despite the huge potential of

NiHCF and the role of kinetics in optimizing the cathode material, optimizing the technologies

which utilizes NiHCF nanoparticles and modelling the power-energy relation of ARABs using
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NiHCF as cathode material.

In this chapter, a comprehensive study of the kinetics of the reversible insertion of univalent

cations (Na+ and K+) in NiHCF nanoparticles will be done with the aim of providing answers

to salient questions needed for the optimization of aqueous batteries based on NiHCF and other

technologies utilizing ion transfer of univalent cations. These points include:

• mechanism of the reversible insertion of cation in NiHCF nanoparticles

• temporal evolution of kinetic parameters under dynamic conditions

• rate determining process

• transfer coefficient of the various steps in the (de)insertion process

• activation energies of the various steps in the (de)insertion process

To address these questions, the kinetics of the reversible insertion of univalent cations (Na+ and

K+) in NiHCF nanoparticles in aqueous media was studied using DMFA, which allows for the

investigation of electrochemical systems in-operando.

7.2 Structural Characterization

Fig 7.1a shows the XRD pattern of the NIHCF powder obtained from the synthetic procedure

described in section 3.2.

Figure 7.1: (a) XRD pattern (b) SEM image of nickel hexacyanoferrate nanoparticles synthesized
using the co-precipitation method described in section 3.2.

The indexed XRD pattern indicates that the synthesized material has a Prussian blue crystal

structure with the Fm3̄m space group and a lattice spacing of 10.23 nm [104]. The sharp well
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defined peaks and high signal to noise ratio of the PXRD suggests that the synthesized material

is highly crystalline. The SEM image (Fig. 7.1b) indicates that the synthesized NiHCF powder is

made of porous agglomerated particles with individual particle size in the range of 20-70 nm.

7.3 Electrochemical Analysis

The voltammogram obtained from the application of the quasi triangular waveform in 0.5 M

A2SO4 with A = Na and K at a scan rate of 8 mVs−1 within the potential range of 0 to 0.9 V vs

Ag/AgCl is shown in Fig. 7.2. Well defined redox peaks associated with the reversible insertion

of Na+ and K+ in NiHCF nanoparticles was observed in the voltammogram. The (de)insertion po-

tential depended on the Stokes radius, as observed in the NiHCF film in chapter 6 and consistent

with reports in literature [88, 89, 104]. This trend has been attributed to the fact that the reversible

insertion potential (Ē) can be described as Ē = −∆G0/nF with ∆G0 is the standard Gibbs free

energy of insertion. The major contribution to ∆G0 is the removal of the solvation shell [88, 89,

104]. As a result, Ē tends towards lower values as Stokes radius increases. Na+ with a Stokes

radius of 1.83 Å had a Ē of 0.4 V compared to 0.5 V for K+ with Stokes radius of 1.25 Å. The

voltammogram indicates that (de)insertion process is reversible and the absence of side reactions

within the potential range of the voltammogram.

Figure 7.2: Voltammogram obtained from nickel hexacyanoferrate nanoparticles in 0.5 M A2SO4
with A = Na and K using a scan rate of 8 mVs−1.
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7.4 Dynamic Impedance Spectroscopy

The dynamic impedance obtained during the voltage sweep of the NiHCF electrode is shown in

Fig. 7.3 and Fig. 7.4. The impedance spectra obtained at potential regions at the onset/offset of

the (de-)insertion process exhibited a RC time constant at high frequency region (semi-circle 1)

followed by a second RC time constant (semi-circle 2) terminated by a straight line at the low

frequency region characteristic of mass transport. As the potential approaches the (de)insertion

potential, the two RC time constants appear to merge and become indistinguishable, as seen in

the Nyquist plot of the impedance spectra (Fig. 7.3 and Fig. 7.4).

Figure 7.3: Nyquist plots of dynamic impedance spectra of nickel hexacyanoferrate nanoparticles
in (a) and (b) 0.5 M K2SO4 (c) and (d) 0.5 M Na2SO4 during the cathodic scan. ⃝ represents the
experimental data, while — represents the data from the model.

The impedance spectra suggests that the reversible insertion step of univalent cations (Na+

and K+) follows the two step (de)insertion process proposed in chapter 4 and observed for NiHCF
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thin film. The two-step involves a (de)solvation step as the first step and the second step is a

(de)insertion step:

A+
ε ⇌ A+

i (7.1)

A+
i + ANi[FeIIICN6] + e− ⇌ A2Ni[FeIICN6] (7.2)

where A = Na+ and K+, while the IHP and electrolyte phase is denoted with i and ε respec-

tively. The measured impedance was fitted using the modified non-linear least squares minimiza-

tion objective function described in section 2.9 using the transmission line model modified with

the equivalent circuit obtained from modelling the (de)insertion process as a two-step process

(Fig. 4.2).

Figure 7.4: Nyquist plots of dynamic impedance spectra of nickel hexacyanoferrate nanoparticles
in (a) and (b) 0.5 M K2SO4 (c) and (d) 0.5 M Na2SO4 during the anodic scan. ⃝ represents the
experimental data, while — represents the data from the model.
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7.5 Statistical Analysis

The result obtained from fitting the experimental data with the TLM modified with equivalent

circuit obtained from modelling the (de)insertion process as a two step process (Fig. 4.2) was

subjected to statistical analysis, to eliminate parameters that are statistically insignificant using

the method described in section 3.11.

Figure 7.5: Results obtained from the t-test for the parameters obtained from fitting the measured
impedance using (a) and (b) equivalent circuit obtained from the model (Fig. 4.2), (c) and (d)
equivalent circuit obtained fro the model under treating Cad as a short circuit (Fig. 6.7) (e) and (f)
equivalent circuit obtained from the model treating Cad as a short circuit and describing the mass
transport in the solid with a capacitor (Fig. 7.6).
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The result obtained indicates that most parameters in the circuit were below the 95% con-

fidence level with Cad having the least t-value. Thus, Cad was treated as short circuit with the

assumption that Cad is higher than the capacitance in the IHP observed already for NiHCF

films [140]. The assumption results in the equivalent circuit shown in Fig. 6.7 and was used

for fitting the measured impedance. The fitting had χ2 values in the range of 5·10−5 to 6·10−5

indicating the goodness of the fit was not compromised by treating Cad as a short circuit. The

t-values of the parameters extracted from this equivalent circuit indicates that τ was below the

confidence level as shown in Fig. 7.5c and Fig. 7.5d. Thus far, the mass transport used in the

model has been described using the finite Warburg element. For ω̃ ≪ 1 finite Warburg element

can be described as [127, 148]:

ZWct =
σct

√
τ

3
− j

σct

ω
√

τ
(7.3)

where the first term which corresponds to a resistive part of the Warburg impedance goes to

a constant value at low frequency and the second term is the capacitive part of the Warburg

impedance. Thus, the mass transport in the solid was described using a capacitor (Cct) resulting

in the circuit shown in Fig. 7.6. A good fit (— in Fig. 7.3 and Fig. 7.4) with χ2 values of 5·10−5 to

6·10−5 with all parameters above the confidence level used in this work was observed from fitting

the measured impedance with the equivalent circuit (Fig. 7.6).
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Figure 7.6: Equivalent circuit of the porous electrode including the equivalent circuit obtained
from modelling the reversible insertion as two step process treating the capacitance of adsorption
(Cad ) as a short circuit and describing the mass transport in the solid with a capacitor.
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7.6 Kinetic Parameters

In this section, the extracted kinetic parameters as a function of the electrode potential under dy-

namic conditions is investigated as this provides more insight into the mechanism of (de)insertion.

7.6.1 Resistance

Fig 7.7 shows the adsorption resistance (Rad) extracted from the fit for both cations (Na+ and K+).

The result was observed to be in agreement with the prediction of the equation 4.56 describing

Rad which predicts a minimum in Rad around the standard electrode potential of the reversible

insertion process of the cations [140]. Like in NiHCF film, the magnitude of Rad for Na+ and K+

was observed to be in same order of magnitude [140]. Rad models the (de)solvation process and

as such Rad for cations with similar Stokes radius (Na+ = 1.83 Å and K+ = 1.25 Å) is expected to

be in same order of magnitude [88, 89, 140, 204].

Figure 7.7: Variation of the adsorption resistance (Rad) on the potential during the cathodic and
anodic voltage sweep.

The charge transfer resistance (Rct) extracted from the fit for both cations is shown in Fig. 7.7

and exhibited a similar dependence to Rad on the electrode potential. Equation 7.4 predicts a

compositional dependence for Rct with a minimum occurrence in the standard electrode potential

where the parameters θ = 0.5 and β = 0.5 assuming a fractional coverage for β and α2 = 0.5 [140].

Rct from reversible insertion of cations in the model can be described as [140]:

Rct =
RT

F2k0
2CT [1 − θ]1−α2 β1−α2 [1 − β]α2 θα2

(7.4)
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Figure 7.8: Variation of the charge transfer resistance (Rct) on the potential during the cathodic
and anodic voltage sweep.

The experimental result was observed to be in good agreement with the model prediction as

shown in Fig 7.8.

7.6.2 Rate Determining Step

The rate determining step of the two consecutive steps in the reversible insertion of univalent

cations was investigated. This was done by comparing the adsorption resistance to the charge

transfer resistance. The result obtained suggests that the rate determining step depends on the

state of charge and evolves during the charge/discharge process.

Figure 7.9: Comparison of the adsorption resistance (Rad) and charge transfer resistance (Rct) dur-
ing the cathodic and anodic voltage sweep for the reversible insertion process of NiHCF nanopar-
ticles in (a) 0.5 M Na2SO4 and (b) K2SO4.

At the onset/offset of the (de)insertion process i.e. region 1 and region 3 in Fig. 7.9a and

Fig. 7.9b, the insertion process is the rate determining step as indicated by the result shown in

Fig. 7.9 where Rct is greater than the Rad indicating that the (de)insertion process is the slow
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step at this potential region. As the reversible insertion continues towards the standard electrode

potential (region 2), Rct is observed to decrease and becomes less than Rad indicating a switch

in the rate determining step. In this potential region, the result suggests that the slow step is

the (de)solvation process thus it is the rate determining step at this potential region. As the rate

determining step of the reversible insertion of cations in NiHCF has not been reported in literature

prior to this work, there are no data for comparison. However, the result obtained is consistent

with the trend observed for the reversible insertion of Li+ in graphite and LiNi1/3Co1/3Mn1/3O2

in non-aqueous media where the desolvation step is reported as the rate limiting step [218, 219].

7.6.3 Mass Transport Resistance

Fig 7.10a shows the Warburg coefficient of the mass transport of the cations in the electrolyte (σad)

obtained during the voltage sweep.

Figure 7.10: (a) Variation of the Warburg coefficient of the mass transport of the cations in the
electrolyte (σad) during the cathodic and anodic scan. (b) Variation of the pseudocapacitance (Cct)
during the cathodic and anodic scan.

The result indicates a dependence of σad on electrode potential as observed in NiHCF thin film

with a minimum occurrence at the standard electrode potential of the cations. This is contrary

to the prediction of the model (eq. 4.71) which predicts that the mass transport resistance is

independent on the electrode potential. Alternatives such as setting σad to a fixed value, which

was used for NiHCF thin films or assuming the mass transport in the liquid is negligible resulted

in an increase in the χ2 value by one order of magnitude. The dependence of σad on electrode

potential suggest that the model does not fully describe the mass transport in the liquid for the

reversible insertion of univalent cations in NiHCF nanoparticles. Further investigation is needed

to optimize the fitting and/or understand the reason behind this deviation. The mass transport

resistance in the electrolyte was observed to be similar for both cations which has been attributed
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to the similarity of their diffusion coefficient in aqueous systems where the diffusion coefficient

for Na+ = 1.33 · 10−5cm2s−1 and K+ = 1.96 · 10−5cm2s−1 ) [207, 220].

The pseudocapacitance (Cct) which describes the mass transport in the solid extracted from the

fit is shown in Fig 7.10b exhibiting compositional dependence. This can be attributed to the term

[1− θ] · θ in the description of Cct (equation 7.5) which is obtained from substituting equation 4.79

into equation 7.3.

C−1
ct =

RT
F2

1
CT θ (1 − θ) l

(7.5)

7.7 Transfer coefficient

The transfer coefficient (α) which is a measure of the symmetry barrier was estimated for the

(de)solvation and (de)insertion step.

Figure 7.11: Nyquist plot of the measured impedance of Nickel hexacyanoferrate nanoparticles
electrodes at different potential during the cathodic scan in (a) 500 mM (b) 250 mM (c) 100 mM
and (d) 50 mM K2SO4.
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The transfer coefficient (α) is an important kinetic parameter in batteries as it represents the

fraction of electrostatic potential affecting the reaction rate in an electrochemical reaction [221].

To extract α, NiHCF nanoparticles were studied in 500 mM, 250 mM, 100 mM and 50 mM of

A2SO4 with A = Na and K. Fig. 7.11 and Fig. 7.12 shows impedance spectra obtained at different

potential during the cathodic scan in the different concentrations studied.

Figure 7.12: Nyquist plot of the measured impedance of Nickel hexacyanoferrate nanoparticles
electrodes at different potential during the cathodic scan in (a) 500 mM (b) 250 mM (c) 100 mM
and (d) 50 mM Na2SO4.

The spectra were observed to be similar in shape to those shown in Fig. 7.3 with two semi-circle

at the onset/offset of the (de)insertion process which becomes indistinguishable as the reaction

proceed. χ2 in the range of 1 · 10−5 to 5 · 10−5 was obtained fitting the measured impedance with

the equivalent circuit shown in Fig. 7.6. Fig. 7.13 shows the R−1
ad extracted from the fit of the

dynamic impedance acquired at the different concentration of the cations studied.

As predicted by the equation 4.56, which describes the adsorption resistance, R−1
ad was ob-

served to increase with increasing electrolyte concentration in potential regions away from the
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onset/offset of the (de)insertion process. Using the linear form of equation 4.56 allows for the

estimation of the transfer coefficient of the desolvation step (α1) from the slope of the plot of log

(R−1
ad ) versus log (CAε

) shown in Fig.7.14c. 0.72 and 0.80 was estimated as the transfer coefficient

of the desolvation step for K+ and Na+ respectively. A transfer coefficient value of 0.5 indicates

that the electrochemical process is symmetrical i.e. the amount of overpotential affecting the ca-

thodic and anodic reaction rate is the same. The (de)solvation transfer coefficient value extracted

in this work for both cations (Na+ and K+) indicates that the (de)solvation step is an asymmetri-

cal process. The reason for this asymmetry is not clear at the moment and may require further

studies. However, it may be speculated that the deviation of α1 from 0.5 may be attributed to elec-

trostatic interactions occurring during the reorganization of the double layer which occurs during

the (de)solvation step.

Figure 7.13: Plot of R−1
ad versus electrode potential of nickel hexacyanoferrate nanoparticles at

different concentration of (a) K2SO4 (b) Na2SO4 (c) Plot of log
(︂

R−1
ad

)︂
against log(CAε) for nickel

hexacyanoferrate nanoparticles.

The transfer coefficient of the (de)insertion step (α2) was also estimated from the slope of plot

of log (R−1
ct ) versus log (CAε

) shown in Fig.7.14c. While the linear form of the equation describing
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Rct predicts a dependence of Rct on θ and β, close to equilibrium both θ and β depends on the

electrolyte concentration as shown in equation 4.47, 4.48 and 4.49. Thus, α2 can be extracted

from the slope of log (R−1
ct ) versus log (CAε

). The transfer coefficient of the (de)insertion step was

estimated to be 0.59 for Na+ and 0.56 for K+ from the slope of log (R−1
ct ) versus log (CAε

). It can be

inferred from the values of α2 for both cations, that the (de)insertion step is a symmetric process.

Figure 7.14: Plot of R−1
ct versus electrode potential of nickel hexacyanoferrate nanoparticles at

different concentration of (a) K2SO4 (b) Na2SO4 (c) Plot of log
(︂

R−1
ct

)︂
against log(CAε) for nickel

hexacyanoferrate nanoparticles.

7.8 Activation Energies of Various Physicochemical Processes

The result obtained thus far indicates that the reversible insertion involves various steps such as

the (de)solvation, (de)insertion and mass transport both in the liquid and in the solid. In this

section, the activation energies of the various steps in the (de)insertion process was estimated.

The activation energy represents the barrier that must be surmounted for the various steps in the

reversible insertion to occur, thus lower activation energy represents faster kinetics [217]. Dynamic
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impedance of NiHCF in 0.5 M Na2SO4 and K2SO4 were acquired at different temperatures. The

measured impedance spectra were fitted using the equivalent circuit shown in Fig. 7.6. The tem-

perature dependence of Rad for the NiHCF nanoparticles electrode in 0.5 M Na2SO4 and K2SO4

in the temperature range of 278.15 K to 298.15 K is shown in Fig. 7.15. The extracted Rad increases

as the temperature decreases exhibiting an Arrhenius type behaviour which is predicted by the

equation describing the standard rate constant for the (de)solvation step (k0
1):

k0
1 =

1
Rad

= Aad exp
(︃−E1

a
RT

)︃
(7.6)

where Aad is the frequency factor for the desolvation and E1
a is the activation energy of the

(de)solvation step which represents the barrier for the cations have to overcome during the

(de)solvation.

Figure 7.15: Plot of R−1
ad versus electrode potential of nickel hexacyanoferrate nanoparticles in

(a) 0.5 M K2SO4 (b) 0.5 M Na2SO4 (c) Plot of ln R−1
ad against 1000/T for nickel hexacyanoferrate

nanoparticles in 0.5 M K2SO4 and 0.5 M Na2SO4.
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E1
a extracted from the slope of the plot of ln

(︂
R−1

ad

)︂
at the standard electrode potential versus

1000/T was 0.16 eV for Na+ and 0.14 eV for K+. The similarity of E1
a for both cations suggests that

the kinetic barrier surmounted by both cations during the (de)solvation process is similar. This

can be attributed to similarity in Stokes radii of the cations since the (de)solvation step involves

the removal/formation of the solvation sheath. The activation energy for the (de)insertion step

was also estimated from the plot of ln
(︂

R−1
ct

)︂
versus 1000/T which shows a linear behaviour with

increasing Rct as the temperature decreases. The thermal activation process for the (de)insertion

step is postulated by the equation below:

k0
2 =

1
Rct

= Act exp
(︃−E2

a
RT

)︃
(7.7)

where k0
2 is the standard rate constant of the (de)insertion step, Act is the frequency factor of the

(de)insertion step and E2
a denotes the activation energy of the (de)insertion process. The E2

a for

Na+ was estimated to be 0.04 eV and 0.1 eV for K+.

Figure 7.16: Plot of R−1
ct versus electrode potential of nickel hexacyanoferrate nanoparticles in

(a) 0.5 M K2SO4 (b) 0.5 M Na2SO4 (c) Plot of ln R−1
ct against 1000/T for nickel hexacyanoferrate

nanoparticles in 0.5 M K2SO4 and 0.5 M Na2SO4.
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The result indicates that the activation energy for the (de)insertion of K+ (0.1 eV) is higher than

the activation energy of Na+ (0.04 eV ) despite having similar Stokes and ionic radii (Stokes radii

Na+ = 1.83 Å , K+ = 1.25 Å, ionic radii = Na+ = 1.00 Å, K+ = 1.38 Å) [88, 89, 204]. This is in contrast

to the result observed for the activation energy of the (de)solvation step, where a similar activation

energy was observed for both cations. A plausible reason for the observed difference could be

different coulombic repulsion at the electrode/electrolyte interface. To be certain about the origin

of the observed difference, the reversible insertion process should be studied coupling DMFA with

quartz crystal micro-balance (QCM). The use of QCM will provide information about the nature

of the partial desolvated species, which is necessary to further understand the difference observed

in E2
a .

Figure 7.17: Plot of σ−1
ad versus electrode potential of nickel hexacyanoferrate in (a) 0.5 M K2SO4

(b) 0.5 M Na2SO4 (c) Plot of ln σ−1
ad against 1000/T for nickel hexacyanoferrate nanoparticles in

0.5 M K2SO4 and 0.5 M Na2SO4.

The diffusion coefficient of the cations in the electrolyte phase DAε
in the model is a temper-

ature dependent parameter as suggested by equation 4.71 in chapter 4 and as such the activation
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energy of the mass transport process can be estimated using an Arrhenius plot. Thus DAε
can be

described as:

DAε
=

1
σad

= A exp
(︃−E3

a
RT

)︃
(7.8)

where E3
a is the activation energy of the mass transport process in the electrolyte phase. Fig. 7.17

shows the plot of the extracted Warburg coefficient in the electrolyte (σad) versus temperature for

both cations. The result obtained indicates that σ−1
ad increase with increasing temperature. The

activation energy of the mass transport in the electrolyte estimated from the slope in Fig 7.17c

was 0.14 eV for K+ and 0.12 eV for Na+. The observed similarity in activation energy can be

attributed to similarity in the Stokes radii. The activation energy of the cations in the solid could

not be determined in this study as the mass transport in the solid is described using a capacitance

Cct which is not dependent on the diffusion coefficient of the cations in the solid as shown in

equation 7.5.

Thus far, it has been theorized that the desolvation step involves a partial desolvation of the

cations followed by (de)insertion step which may involve further desolvation depending on the

size of the channels connecting the (de)insertion site and the size of the cations. The rate de-

termining step was observed to depend on the state of charge. At potential regions around the

insertion potential of the charge/discharge process, the rate determining step was observed to be

the (de)solvation step. This information can be used in optimizing electrode/electrolyte interface

of battery or battery based application utilizing NiHCF. As the (de)solvation is the rate limiting

step around the (de)insertion peak, strategies can be researched to increase the (de)solvation rate

which may include the use of increased electrolyte concentration and the use of electrolytes addi-

tives. The transfer coefficient parameters extracted from this work also provides insight into the

symmetry of the (de)solvation process and (de)insertion process and the results can be used in

modelling of the reversible insertion process. The (de)insertion activation energy extracted in this

study were observed to be in the same order of magnitude with the those reported by Mizuno et

al. who reported 0.05 eV for the reversible insertion of Na+ compared to 0.04 eV extracted in this

study [217]. However, it is important to highlight that Mizuno et al. studied just the (de)insertion

process as the static impedance used in their study were acquired from 50 kHz to 5 mHz, while

the dynamic impedance acquired in this study was from 350 kHz to 2.8 Hz thus allowing for the

desolvation process to be studied in this work.
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7.9 Conclusion

In this chapter, the kinetics of the reversible insertion of univalent cations (Na+ and K+) in NiHCF

nanoparticles in aqueous media were investigated. The result suggests a two step (de)insertion

process: (de)solvation and (de)insertion. The rate determining step was observed to be depen-

dent on the state of charge with the (de)solvation step as the rate determining step around the

standard electrode potential. The desolvation process was observed to be asymmetric as sug-

gested by the transfer coefficient for the (de)solvation step (0.80 for Na+ and 0.72 for K+) while

the transfer coefficient of the (de)insertion process indicates a symmetric process (0.59 for Na+

and 0.56 for K+). The origin of the asymmetry in the (de)solvation step although not clear at

the moment could originate from electrostatic interaction during the reorganization of the double

layer which occurs during (de)solvation of cations. Activation energies of 0.16 eV and 0.14 eV was

obtained for the (de)solvation of Na+ and K+ respectively while the activation energies for the

(de)insertion process was estimated for Na+ and K+ were 0.04 eV and 0.1 eV respectively. As the

rate determining process at the (de)insertion peak is the desolvation step, strategies to increase

the rate of (de)solvation can be investigated. The qualitative and quantitative mechanistic infor-

mation obtained in this chapter can be used in tailoring electrode/electrolyte interfaces as well as

bulk NiHCF nanoparticles for improved electrochemical performance. The result also provides

kinetic parameters that can be used for modelling the electrochemical process occurring in the

electrode/electrolyte interface.
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Chapter 8

Kinetic Investigation of Lithium Insertion in LiMn2O4

Thin Films Made by Multi-layer Pulse Laser Deposition

LiMn2O4 thin films made by multi-layer pulse lase deposition (PLD) has been reported as a

promising cathode material for micro-batteries due to its cycling stability, high energy density,

high power density, cost effectiveness and environmental friendliness [222, 223]. Increasing the

energy density of LiMn2O4 films made by multi-layer pulse laser deposition (PLD) by increasing

film thickness however results in a decrease in the power density [223]. In this chapter, the kinetics

of the reversible insertion process in LiMn2O4 thin films made by multi-layer PLD was studied

using DMFA.

8.1 Introduction

Due to the rapid growth in the usage of microelectronics, there has been an increase in the research

and development of thin film cathode and anode materials with high energy density, high power

density, good rate capability, cost effectiveness and environmental friendliness [224]. LiMn2O4 has

been reported to meet these desired characteristic, making it a promising cathode material for the

film batteries. Thin films of LiMn2O4 can be prepared using several methods ranging from chem-

ical vapour deposition [225], sputtering [226], spray pyrolysis [227], and laser deposition [228]. By

adapting the deposition parameters, such as temperature, background pressure target to substrate

distance, the phase and microstructure of the LiMn2O4 thin films can be controlled [27, 229–234].

This allows for the electrochemical performance of the deposited films to be improved [27, 229–

234].

Recently, LiMn2O4 thin films deposited on a silicon substrate with platinum as the current

collector by multi-layer pulse laser deposition (PLD) were reported to have outstanding electro-

chemical performances in aqueous media, a coulombic efficiency of 99.999% while cycling at

348 C [222]. The films demonstrated a higher rate capability compared to films reported by Singh
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et al. 99.986% per cycle for 1100 cycles at 18 C [232] and Tang et al. 99.981% per cycle for 500 cy-

cles at 18 C [235]. Using zinc as an anode and LiMn2O4 thin films made by multi-layer PLD as

a cathode, a dual ion aqueous battery with energy density similar to those of lithium-ion bat-

teries was reported by Trócoli et al. [223]. The dual-ion battery had a specific power density of

3400 W kg−1 with a coloumbic efficiency of 99.94% over 300 cycles [223]. An increase in film

thickness of LiMn2O4 thin films resulted in an increase in specific energy and a decrease in the

power density [223]. Specific energy of 16 Wh kg−1 and 81 Wh kg−1 was reported for the 400 nm

and 1000 nm LiMn2O4 films respectively while a power density of 3420 W kg−1 for the 400 nm

thick film was obtained compared to 2640 W kg−1 for the 1000 nm film [223]. To understand this

decrease in power density as the film thickness increases, the kinetics of the reversible insertion of

lithium in LiMn2O4 thin films made by multi-layer PLD was studied in this work. Thus far, the

kinetics of the reversible insertion of Li+ in aqueous system has not been satisfactorily studied.

This is in direct contrast to the kinetics of Li+ in LiMn2O4 in non aqueous media where substantial

amount of study has been done [232, 236–238]. In cases where an attempt has been made in study-

ing the kinetics of reversible insertion of LiMn2O4 film in aqueous media, the aim was to explore

the difference in kinetics in aqueous and non-aqueous media [237, 239]. Lee et al. reported that

the reversible insertion of Li+ in is more facile in aqueous systems than in non-aqueous systems

due to the resistivity of solid electrolyte interphase (SEI) in non aqueous electrolyte and the re-

duced conductivity of the non-aqueous electrolyte [239]. Nakayama et al. reported an activation

energy of 23—25 kJ/mol and 50 kJ/mol for interfacial lithium ion transfer in aqueous media and

non aqueous media respectively, indicating a faster interfacial process in aqueous media [237].

In this chapter, the kinetics of the reversible insertion of Li+ and the effect of film thickness

on the kinetics in LiMn2O4 films made by multi-layer PLD was investigated using DMFA. The

first part of the study focuses on studying the mechanism of the reversible insertion of lithium

in LiMn2O4 in aqueous media and the effect of film thickness on the kinetics of the reversible

insertion of lithium in LiMn2O4 films made by multi-layer PLD was investigated in the second

part of the study.

8.1.1 Structural Characterization

Thin films made by multi-layer PLD used in this chapter were provided by collaborators from

the Catalonia Institute for Energy Research (IREC) [223, 240, 241]. XRD pattern of the deposited

200 nm LiMn2O4 thin film on Si|TiN|Pt substrates is shown in Fig. 8.1. The (111) peak which is

associated with LiMn2O4 at 18.6◦ was observed in the diffractogram indicating LiMn2O4 spinel

(JCPDS 00-035-782) was obtained by the multi-layer PLD. The peaks observed at 33.1◦, 39.2◦ and
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61.8◦ are associated with the Si|TiN|Pt substrate. The presence of small amounts of Mn3O4 in the

deposited LiMn2O4 layers is observed in the broad shoulder of the peak occurring at 18.6◦ which

is consistent with reports in literature [223, 240].

Figure 8.1: XRD diffractogram of the 200 nm thick multi-layer deposited thin film and the ascribed
spinel phase LiMn2O4 (JCPDS 00-035-782) indicated in the plot with its corresponding (hkl) [242].

The top view and the cross-sectional SEM micrograph of the deposited LiMn2O4 film is shown

in Fig 8.2. The SEM images indicates that the deposited film is a dense homogeneous film with

randomly orientated grains. The thickness of the film estimated with FIB-SEM indicates the the

deposited LMO film is ca. 200 nm thick [242]..

Figure 8.2: SEM images of the (a) top view and (b) cross-sectional view of the deposited 200 nm
LiMn2O4 thin film [242].

8.1.2 Electrochemical Properties of LiMn2O4 Films made by Multi-layer PLD

The cyclic voltammogram obtained from the application of the quasi-triangular waveform to the

200 nm LiMn2O4 film in 1 M Li2SO4 is shown in Fig. 8.3. The voltammogram indicates two

coupled peaks A/A′ and B/B′ occurring at 0.93 V/0.86 V and 0.79 V/0.74 V indicating a peak

separation (∆Ep) of 60 mV and 40 mV respectively. These peaks have been attributed to the
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(de)insertion of Li+ in the different solid solutions of the LiMn2O4 with different chemical potential

of lithium (µLi) [160–162].

Figure 8.3: Voltammogram obtained from the quasi-triangular wave applied to 200 nm LiMn2O4
thin film in 1 M Li2SO4 solution at a scan rate of 16 mVs−1.

The reversible insertion of Li+ in LiMn2O4 has been reported to involve several steps [160–

162]. At the beginning of the insertion process, Li+ is inserted into a single phase which occurs

within 0.0 to 0.10 of the total molar fraction of lithium in the LiMn2O4 (θT). The insertion process

then proceeds in a way that it gives rise to the co-existence of two phases which has been named

a lithium poor and lithium rich phases [161]. The ratio of the lithium rich phase increases as

the insertion process continues resulting in a solely lithium rich phase at θT ≈ 0.35 . Further

intercalation into the lithium rich phase at θT ≈ 0.4 to 0.5 results in a decrease of the chemical

potential of lithium (µLi) resulting in an increase in the lattice parameter [161]. The insertion

continues after θT ≈ 0.5 into the other solid solution with a different µLi [161]. The voltammogram

suggests that each solid solution with a different µLi contributes half of the total charge. The low

polarization suggested by the relatively low ∆Ep for the peak pairs indicate a fast kinetics of the

(de)insertion process [140, 243–245].

The Nyquist plot of the measured dynamic impedance is shown in Fig. 8.4. The results in-

dicate that the impedance spectra comprises of a RC time constant (semi-circle 1) in the high

frequency range followed by another RC time constant (semi-circle 2) in the medium frequency

range and terminated by a straight line in the low frequency region, characteristics of a Warburg

type impedance. The impedance spectra suggests a two-step intercalation process:

Li+ε ⇌ Li+i (8.1)

119



Chapter 8. LiMn2O4 Thin Films 8.1. Kinetics of LiMn2O4 Film made by Multi-layer PLD

Lii
+ + λ − Mn4O8 + e− ⇌ LiMn4O8 (8.2)

Lii
+ + LiMn4O8 + e− ⇌ Li2Mn4O8 (8.3)

where ε and i represents the electrolyte phase and IHP respectively.

Figure 8.4: Nyquist plot of impedance spectra of LiMn2O4 films in 1 M Li2SO4 within the fre-
quency range of 210 kHz to 11 Hz at different potentials during (a) and (b) cathodic scan (c) and
(d) anodic scan. ⃝ represents the experimental data, while — represents the data from the model.

The first semi-circle can be attributed to the (de)solvation step (equation 8.1) while the

(de)insertion step of Li+i into LiMn2O4 is the second step which is represented by the second

RC time constant. For better illustration, the primitive cell of the LMO consisting of 14 atoms

(Li2Mn4O8) is used for depicting the (de)insertion step [246], where equation 8.2 and equation 8.3

denotes the reversible insertion step. The SEM image and shape of the impedance suggested

a porous electrode and as such the equivalent (Fig. 4.2) described in section 4.1 for a two step

intercalation process in a porous electrode was used in fitting the measured impedance.
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8.1.3 Statistical Analysis

To avoid over-parameterization as explained before which occurs when negligible physicochemi-

cal process are represented in the equivalent circuit, t-test was done for the parameters obtained

from fitting the measured impedance with the equivalent circuit shown in Fig. 4.2 as explained in

section 3.11.

Figure 8.5: t-test for the parameters obtained from fitting the measured impedance using (a)
equivalent circuit obtained from the model (Fig. in the main text), (b) equivalent circuit shown in
Fig. 8.6a (c) equivalent circuit shown in Fig. 8.6b.

The result indicates that Ru was the only parameter above the confidence level despite the

low χ2 value (3.2·10−5). The parameter with the lowest t-value (Cad) was removed from the

equivalent circuit by treating Cad as a short circuit similar to the assumption made for NiHCF film

and nanoparticles [140, 242]. This assumption results in the equivalent circuit shown in Fig. 6.7 in

section 6.5 which produced a good fit with χ2 in the order of 10−5. The equivalent circuit (Fig. 6.7)

was observed to result in a good fit with most parameters still below the confidence level with

σad having the least t-value (Fig 8.5b). To remove the σad, a negligible mass transport in the liquid
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was assumed, which occurs when the mass transport in the liquid is fast. The equivalent circuit

obtained using this assumption (Fig. 8.6) produced a good fit between the model(— in Fig. 8.4)

and the measured impedance (⃝ in Fig. 8.4) as indicated in the χ2 value which was 3.4·10−5. In

addition to this low χ2 value, all parameters in the equivalent circuit were above the confidence

level as seen in Fig. 8.5c.
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Figure 8.6: Equivalent circuit of the porous electrode including the equivalent circuit obtained
from modelling the reversible insertion as two step process treating the capacitance of adsorption
(Cad ) as a short circuit and the mass transport in the liquid is assumed to be negligible [242].

8.1.4 Compositional Dependence of Kinetic Parameters

The compositional dependence of the extracted kinetic parameters which is important for under-

standing the intercalation mechanism was also investigated. Fig 8.7 shows Rad extracted from the

fit as a function of θT estimated from the charge in the voltammogram. The result indicates that

resistance of adsorption exhibits compositional dependence with a minimum in each of the solid

solution with different µLi. Rad in the two-step intercalation mechanism in host structure with two

solid solution presented in chapter 4 is described as [242]:

Rad =
RT

F2k0
1

[︄
CLi+ε
C0

]︄1−α1

[1 − βi]1−α1 βα1
i

(8.4)

The dependence of Rad in each solid solution is then predicted by the term [1 − βi]
1−α1 βα1

i in

equation 8.4 with a minimum occurring when βi is half filled in each of the solid solution assuming

α1 = 0.5. Fig. 8.7b shows the estimated Rad using equation 8.4 with two minima each in the
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different solid solution of the LiMn2O4.

Figure 8.7: (a) Dependence of (a) the resistance of adsorption (Rad) extracted from the fit against
the molar fraction (θ) of Li+ in LMO film (b) Rad estimated from equation 8.4 with with k0

1 = 3·10−5

cm s−1 and α1 = 0.5.

The model prediction was observed to be in good agreement with the extracted Rad providing

a validation for the the given description. The extracted Rct from the fit was observed to also show

compositional dependence and was in the same order of magnitude as Rad as seen in Fig. 8.8. The

charge transfer resistance in a host structure like LiMn2O4 treated as two solid solution can be

described as [242]:

Rct =
RT

F2CTk0
2[1 − θi]1−α2 β1−α2

i [1 − βi]α2 θα2
i

(8.5)

Figure 8.8: Compositional dependence of (a) charge transfer resistance (Rct) extracted from fitting
experimental data with model (b) Estimated Rct obtained from equation 8.5 with k0

2= 4 · 10−5 cm
s−1 and α2=0.5.

The estimated Rct using equation 8.5 for the different solid solution (equation 8.2 and equa-
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tion 8.3) as a function of the total molar fraction of Li+ in the LMO (θT) is shown in Fig. 8.8b with a

minimum in the different solid solution. The curve is similar in shape to the curve of the extracted

Rct obtained from fitting the experimental data with the model indicating a good agreement be-

tween the model and the experimental data. The compositional dependence of Rct observed in

this work is consistent with reports by Marchini et al. for the (de)insertion of Li+ in LiMn2O4 [160].

Fig 8.7a and Fig 8.8a indicates an hysteresis in the extracted Rad and Rct respectively. This can be

attributed to the fact that concentration of Li+ on the electrode surface changes and the diffusion

profile depending on the direction of the scan and/or scan rate [118, 247, 248]. As the rate of

the reaction is a function of the concentration of the surface concentration of the Li+, this changes

in surface concentration results in difference in the rate of the reaction occurring on the electrode

surface. Such hysteresis due to changes in concentration of cations on the electrode surface for

dynamic impedance has been reported for other electrochemical systems [118, 247, 248].

Figure 8.9: (a) Plot of the Warburg coefficient of Li+ in LMO lattice (σct) versus the total molar
fraction of Li+ in LiMn2O4 (θT) (b) Plot of diffusion time constant (τ) versus the total molar fraction
of Li+ in LiMn2O4 (θT).

The Warburg coefficient of Li+ in LiMn2O4 (σct) was observed to exhibit compositional de-

pendence with a shape similar to the shape of the voltammogram as shown in Fig. 8.9. This

dependence of (σct) has been attributed to the term ([1 − θ] · θ) in the equation describing the

Warburg coefficient in the model (equation 6.6). τ which represents the time taken from the Li+

to diffuse from the surface to equilibrium in the solid shows compositional dependence which is

consistent with literature [162, 249].
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8.1.5 Conclusion

The result obtained in this study indicates that the reversible insertion in 200 nm LiMn2O4 film

made by multi-layer PLD in aqueous media proceeds via a two step process: adsorption followed

by the (de)insertion step. The equivalent circuit obtained from modelling and statistical analysis

produced a good fit between the measured impedance and the model with all parameters above

the 95% confidence level used in this work. The extracted resistances (Rad and Rct) were observed

to be in good agreement with the prediction of the model having two minima, each occurring in

the different solid solutions of the LiMn2O4. The extracted Warburg coefficient was also observed

to depend on the lithium concentration in the LiMn2O4, and shows two minima each occurring

around the standard electrode potential of the solid solutions in the LiMn2O4.

8.2 Effect of Film Thickness on the Kinetics of LiMn2O4 Films

The effect of the film thickness on the kinetics of the reversible insertion of Li+ in LiMn2O4 films

made by multi-layer PLD was investigated in this section.

Figure 8.10: X-ray diffractogram of LiMn2O4 layers at different thicknesses (indicated by the lower
indices in nm) in respect to the response from the Si|TiN|Pt substrate. Black lines correspond to
spinel LiMn2O4 (JCPDS 00-035-0782) and red dashed lines indicate Mn3O4 (JCPDS 00-024-0734)
as secondary phase.

The XRD pattern of the LiMn2O4 of different thickness made by multi-layer PLD is shown in
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Fig. 8.10. The diffraction peaks associated with LiMn2O4 spinel (JCPDS 00-035-782) which occurs

at 18.6◦ was observed in the films indicating that all films were LiMn2O4. Fig. 8.11 shows the SEM

micrograph of top view and cross section of the LiMn2O4 films of different thickness obtained

from multi-layer PLD. In all films, columnar grains randomly oriented was observed. The SEM

image indicates a change in the microstructure of the film with increasing thickness with thicker

films having a higher porosity than thinner films. Results from FIB-SEM indicates the layers had

a thickness of 200 nm, 600 nm and 900 nm for the application of 30, 80 and 130 pulses on the

Si|TiN|Pt substrates.

Figure 8.11: SEM micrographs of deposited LiMn2O4 layers with a-c) 200 nm, d-f) 600 nm and g-i)
900 nm, respectively.

8.2.1 Electrochemical analysis

The voltammogram obtained for the LMO layers in 1 M Li2SO4 is shown in Fig. 8.12. Well defined

peak pairs was observed for all films with a voltage sweep of 16 mVs−1. These peak pair have been

attributed to the reversible insertion of Li+ in two solid solutions with different chemical potential

of lithium (µLi). The current in the voltammogram was observed to increase with increasing

film thickness, which can be attributed to an increase in active material per unit area as the film

thickness increases. The peak separation (∆Ep) of the peak pairs was observed to increase with

increasing film thickness as seen in table 8.1 with 200 nm having the least ∆Ep while 900 nm film

126



Chapter 8. LiMn2O4 Thin Films 8.2. Effect of film thickness

had the highest ∆Ep. This increase in ∆Ep suggests a decrease in the lithium transport kinetics as

the film thickness increases.

Figure 8.12: Voltammogram obtained from the quasi-triangular wave applied to 220 nm (black
line), 600 nm (red line) and 900 nm (blue line) thick LiMn2O4 film in 1 M Li2SO4 solution at a
scan rate of 16 mVs−1.

Film thickness (nm) ∆Ep1 (mV) ∆Ep2 (mV)

200 38 68

600 120 105

900 160 165

Table 8.1: Peak separation (∆Ep) for the peak pairs observed in the voltammogram of LiMn2O4
films of different thickness in 1 M Li2SO4 with a scan rate of 16 mVs−1.

8.2.2 Dynamic impedance spectroscopy

The dynamic impedance spectra obtained from the perturbation of the electrochemical cell with

LiMn2O4 films of different thickness with the combined quasi-triangular wave and multi-sine is

shown in Fig. 8.13. The result indicates that the spectra obtained in the 200 nm, 600 nm and

900 nm comprises of the two RC time constants (semi-circle) in the high to low frequency region

and terminated by a straight line which occurs at an angle of less than 90 attributed to solid state

diffusion of Li+ in LMO.
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Figure 8.13: Nyquist plot of impedance spectra obtained in 1 M Li2SO4 within the frequency
range of 210 KHz to 2.5 Hz at different potentials for LiMn2O4 films of different thickness (a)
and (b) 200 nm (c) and (d) 600 nm (e) and (f) 900 nm. ⃝ represents the experimental data, while
— represents the data from the model.

The result obtained from fitting the data with the equivalent circuit shown in Fig. 8.6b indicates

that the equivalent circuit could reproduce the measured data as indicated by the χ2 value which

was in the order of 10−4. The parameters in the equivalent circuit were observed to be above the

confidence level (95%) used in this work.
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Figure 8.14: t-test for the parameters obtained from fitting the measured impedance using with
the equivalent circuit shown in Fig. 8.6b for (a) 220 nm (b) 600 nm and (c) 900 nm LiMn2O4 film.

8.2.3 Dependence of the Kinetic Parameters on the Thickness of LiMn2O4

Films

The dependence of the kinetic parameters on the film thickness was investigated to provide an

insight into the role of the kinetic parameters in the reduced power density observed for thicker

films. Fig. 8.15 shows the adsorption resistance (Rad) as a function of the total molar fraction of

Li+ in the LiMn2O4 (θT). The result indicates that Rad extracted from the fit for all films depended

on the electrode composition having a minimum in each of the solid solutions of the LiMn2O4 as

observed previously in the 200 nm LiMn2O4 film. This has been attributed to the fact that surface

atomic arrangement, which is in equilibrium with the bulk and changes during the (de)insertion

process [164, 165]. Thus, the adsorption sites in the two solid solution is described independently.

The minimum Rad in each of the solid solution was observed to be independent on the film

thickness indicating that the (de)solvation process is independent on film thickness.
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Figure 8.15: The variation of the adsorption resistance (Rad) on the electrode composition for the
LiMn2O4 films of different thickness during (a) cathodic voltage sweep (b) anodic voltage sweep.

The minimum Rad in each solid solution was used for this comparison as the Rad is expected

to be independent on electrode composition at this point, hence providing a good basis for com-

parison. Rad represents the kinetic barrier for the Li—O bond breaking/making and is dependent

on the the standard rate constant of the (de)solvation process (k0
1). In the simplified model used in

this work, the (de)solvation step involves the bond breaking and making of the Li—O bond. As

the bond energy is independent of the film thickness, Rad is expected to be independent on the

film thickness and microstructure as observed in the result obtained.

Figure 8.16: Dependence of the charge transfer resistance (Rct) on the electrode composition dur-
ing (a) cathodic voltage sweep (b) anodic voltage sweep.

The charge transfer resistance (Rct) extracted from fitting the measured impedance and the

equivalent circuit for the different LMO films was observed to show compositional dependence

with a minimum in each solid solution of the LiMn2O4 for all films studied. This is in line

with the result obtained for 200 nm LiMn2O4 films and the prediction of the model as shown in

section 8.1.4. Using the minimum Rct which occurs around standard electrode potential for each
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solid solution for comparison, the result indicates that Rct increases with increasing film thickness

as seen in Fig. 8.17. The charge transfer resistance has an inverse relationship with the exchange

current density which depends on surface area and the standard rate constants of the insertion

step (k0
2). Thus, the parameters that affect the minimum Rct are surface area and k0

2. Since the

surface area does not show a clear trend as suggested by the double layer capacitance (Fig. A.2 in

the appendix), a possible explanation for the trend observed in Rct, is a change in k0
2. This increase

in the charge transfer resistance is consistent with the increase in peak separation (∆Ep) observed

in the voltammogram for increasing film thickness shown in table 8.1.

Figure 8.17: Plot of the minimum charge transfer resistance (Rct) vs film thickness of the LiMn2O4.

The effect of the microstructure and film thickness on the mass transport of Li+ in the LiMn2O4

was also investigated. The Warburg coefficient of Li+ in LiMn2O4 (σct) was observed to have a

shape similar to the shape of the voltammogram which has been attributed to the term ([1 − θ] · θ)

in the equation describing σct (equation 6.6).

Figure 8.18: Variation of the Warburg coefficient of the Li+ in the LiMn2O4 lattice (σct) on the
electrode composition during (a) cathodic voltage sweep (b) anodic voltage sweep.
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Comparing the minima of the σct of the films studied indicates that σct tends to decrease with

increasing film thickness with the 900 nm LiMn2O4 having the least σct and the 200 nm had the

highest σct as seen in Fig 8.19. The SEM image obtained from the films (Fig 8.11) suggests that

the microstructure of the LiMn2O4 film changes as the film thickness increases, with thicker films

having better-grown crystal, resulting in higher diffusion coefficient [48, 250]. The result obtained

indicates that the mass transport of Li+ in LMO layers made by multi-layer PLD is enhanced by

better-grown crystal obtained in thicker films.

Figure 8.19: Plot of the minimum Warburg coefficient of the Li+ in the LiMn2O4 lattice (σct) as a
function of film thickness.

The dependence of the diffusion time constant (τ) on the film thickness was also investigated.

τ which is the time taken for Li+ to diffuse from the surface to equilibrium in the solid host

structure is important mass transport parameter.

Figure 8.20: Dependence of the diffusion time constant (τ) on electrode composition during (a)
cathodic voltage sweep (b) anodic voltage sweep.

τ around the standard electrode potential of the two solid solution in LMO was observed to
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increases with increasing film thickness. The SEM image (Fig. 8.11) suggests that the particle

size increases as the film thickness increases. This increased in particle size results in increased

diffusion path length of Li+ in the LMO layers and explains the increase in the diffusion time

constant.

Figure 8.21: Plot of the diffusion time constant (τ) at the standard electrode potential vs film
thickness.

8.2.4 Conclusion

The result in this study shows that the kinetics of the reversible insertion of Li+ in LiMn2O4

films made by multi-layer PLD depends on the microstructure and thickness of the LiMn2O4 film.

Kinetic parameters of surface phenomena such as adsorption resistance (Rad) was observed to

be independent on film thickness. Rad represents the kinetic barrier in the bond breaking/bond

making process in the Li—O bond during the (de)solvation process and as such does not show

any dependence on film thickness. kinetics of the interfacial and bulk phenomena such as charge

transfer resistance (Rct), Warburg coefficient in the solid (σct) and the diffusion time constant (τ)

were observed to depend on the film thickness. The charge transfer resistance increases with

increasing film thickness consistent with the increase in peak separation (∆Ep) observed in the

voltammogram as the film thickness increases. This was attributed to changes in the standard rate

constants of the (de)insertion step as the electrochemical active surface area did not show a clear

trend. The better-grown crystal observed in thicker films resulted in lower Warburg coefficient in

the solid, indicating faster mass transport in thicker films. The diffusion time constant increased

with increasing particle size which can be attributed to increase in diffusion path length of the

LMO particles. The result obtained in this study provides valuable insights of the effect of the

film thickness on the kinetics of the reversible insertion of Li+ in LiMn2O4.
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Chapter 9

Conclusions and Outlook

The aim of this thesis was to investigate the reversible insertion mechanism of cations in positive

electrode materials in aqueous media. The understanding of the reversible insertion mechanism of

cations is important in the optimization of aqueous rechargeable batteries by electrode engineering

and tailoring of the electrode/electrolyte interface. This optimization is important in enhancing

the electrochemical performance of aqueous battery systems, which are promising alternatives to

lithium-ion batteries as energy storage systems for stationary applications. In literature, the kinet-

ics of the reversible insertion mechanism is often studied using static electrochemical impedance

spectroscopy (EIS). Due to the stationarity requirement of EIS, this technique is limited in study-

ing the kinetics of unstable systems and electrochemical systems under non-stationary conditions.

In this thesis, the kinetics of the reversible insertion of cations in various electrode materials un-

der non-stationary conditions were studied with dynamic impedance spectroscopy acquired with

dynamic multi-frequency analysis.

The extraction of reliable kinetic information from impedance spectra requires the acquisition

of artefacts free impedance spectra over a wide range of frequency. However, the components of

the instrumental setup used in acquisition of impedance deviates from ideal behaviour at high

frequencies (operational amplifier and I/E converter), thereby introducing artefacts. This limits

the upper frequency when acquiring impedance spectra. To avoid errors associated with artefacts

in the high frequency region arising from instrumental setup, a method for the estimation and

correction of instrumental artefacts was presented. The onset of artefacts was observed to occur at

lower frequencies with increasing gain of the system. Using resistors at different current ranges,

it was observed that impedance spectra can be acquired up to 1 MHz with a deviation of less than

1%. For µA current range, the result obtained from the study indicates that the upper frequency

limit used for impedance acquisition can be extended using the correction method proposed. For

the 10 µA current range, the upper frequency limit was extended by two orders of magnitude

from 1 kHz to 100 kHz for a 500 kΩ resistor. Using a redox couple, the application of the pre-
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sented correction method in the acquisition of artefact free impedance and high quality CV was

also shown. In this case, the right current range (1 mA) needed to acquire high quality quasi cyclic

voltammogram introduced an artefact (inductive behaviour) in the high frequency region of the

dynamic impedance. Using the proposed method, it was possible to extract the true impedance

free from the artefacts. The correction method was also applied to electrochemical systems (nickel

hexacyanoferrate nanoparticles), where the errors may result in misleading quantification of the

kinetic parameters. In general, the correction method presented in this work allows for the ex-

tension of the high frequency limit of the impedance to a certain limit. This is particularly of

interest as the acquisition of artefacts free high frequency data points in impedance is important

in understanding physicochemical processes such as ion-sorption, adsorption and charge transfer.

To extract qualitative and quantitative mechanistic information which are physically correlated

to the electrochemical system being studied, measured impedance free from artefact will have to

be fitted with a model based on the physicochemical process occurring in the electrochemical

system. To this end, a model to describe the reversible insertion mechanism of cations in aqueous

media was presented in this study. Statistical analysis was used to avoid the problem of over

parametrization which may occur due to the inclusion of negligible physicochemical processes in

the model and/or processes occurring outside the investigated frequency range. This approach

allowed for narrowing the insertion mechanism from a general model to a more specific model

for each electrode material.

Using nickel hexacyanoferrate thin films made by cathodic electrodeposition, which are un-

stable in their oxidized form, the advantages of using dynamic multi-frequency analysis coupled

with an optimized electrochemical cell for investigating unstable electrochemical systems was

shown in this thesis. High quality dynamic impedance were obtained, which were fitted using the

transmission line model for porous electrode modified with the equivalent circuit from modelling

the insertion as a two step process: partial desolvation of the cations and an insertion step. The

impedance spectra obtained were different in shape from those obtained using static electrochemi-

cal impedance spectroscopy reported in literature, which exhibited low frequency loops [200–202].

The low frequency loop reported in literature can be attributed to instability of nickel hexacyano-

ferrate film and/or the cell configuration. The extracted kinetic parameters indicates that the

(de)insertion rates depended on the nature of the cations (K+ and Na+) and the state of charge.

The kinetic parameters extracted indicated that the kinetic rate of the various physicochemical

processes in the reversible insertion of K+ and Na+ were in same order of magnitude. This can

be attributed to similarity in their similar ionic radii (Na+ = 1.00 Å, K+ = 1.38 Å) and Stokes radii

(Na+ = 1.83 Å, K+ = 1.25 Å) [88, 89, 140, 204, 217]. In a broader context, the result highlights

135



Chapter 9. Conclusions and Outlook

the possibility of employing DMFA in kinetic investigation of electrode materials for batteries,

supercapacitors and ion pumping techniques under dynamic conditions.

The reversible insertion kinetics of univalent cations in nickel hexacyanoferrate nanoparticles,

a promising cathode material for aqueous sodium and potassium battery was also investigated

using DMFA. The result obtained indicates that the insertion process involves a partial desolva-

tion and insertion step. The rate determining step was observed to depend on the state of charge.

At the onset/offset of the (de)insertion process, the rate determining step was observed to be the

(de)insertion step as the charge transfer resistance was higher than the resistance due to adsorp-

tion. Around the standard electrode potential, the adsorption resistance which models the kinetic

barrier due to (de)solvation process, was observed to be higher than the charge transfer resistance

indicating that the rate determining step is the (de)solvation process. The transfer coefficient of the

charge transfer process extracted was 0.59 and 0.56 for Na+ and K+ respectively, indicating a sym-

metric process. In contrast to the charge transfer process, the desolvation process was observed to

be asymmetric as the transfer coefficient of (de)solvation process was 0.80 and 0.72 for Na+ and K+

respectively. This asymmetry although not clear at this moment may arise from the electrostatic

interactions occurring in the reorganization of the double layer during the (de)solvation process.

The activation energy for the (de)insertion process of Na+ and K+ estimated from the study was

0.05 eV and 0.1 eV respectively while the activation energy of the (de)solvation step was 0.16 eV for

Na+ and 0.14 eV for K+. The similarity in kinetic parameters and activation energy observed for

both cations is related to their similarity in the Stokes radii and ionic radii of the cations. As the

rate determining process around the standard electrode potential depends on the (de)solvation

process, the electrode/electrolyte interface can be tailored by proper selection of electrolytes and

concentration of electrolyte to reduce the adsorption resistance. The kinetic parameters extracted

from this study can also be used in modelling the performance of technologies utilizing nickel

hexacyanoferrate nanoparticles.

The kinetics of lithium (de)insertion in LiMn2O4 films made by multi-layer pulse laser depo-

sition (PLD) and the effect of the film thickness on the kinetics was also investigated. The result

obtained indicates the insertion process is a two-step process: (de)solvation process and insertion

step. A minimum in the extracted kinetic parameters was observed around the peak potential in

the voltammogram, which is in agreement with results from the modelling the reversible insertion

of Li+ in LMO. The adsorption resistance was observed to be independent on the film thickness.

This can be attributed to the fact that the rate of the bond cleavage/bond formation in Li—O is

independent on film thickness. Contrary to this, the charge transfer resistance was observed to

depend on the film thickness, increasing with increase in film thickness. A plausible reason for
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this, is change in the standard rate constant of the (de)insertion step. The mass transport resistance

was observed to decrease with increasing film thickness. The diffusion time constant increased

with increasing particle size which was attributed to increase in transport path length. The result

obtained in this study provides an insight into parameters that can be optimized in the pulse laser

deposition process to improve the electrochemical performance of LMO films made by multi-layer

PLD.

Currently, the non-linear component of the response of the system is discarded in DMFA.

Using carefully design waves, the second harmonic or intermodulation response of fundamental

frequencies can be investigated. It will be possible to extract intermodulated differential admit-

tance spectra alongside dynamic impedance spectra with this method using quadrature filters.

This dynamic nonlinear analysis will allow for the symmetry of the various steps in the reversible

insertion process to be measured during the voltage sweep. The result obtained in this PhD thesis

indicates that the ion transfer at the electrode/electrolyte involves (de)solvation and (de)insertion.

DMFA which utilizes the electrochemical response (current) of an electrochemical system to per-

turbation with a combined wave of multisine and quasi voltammetry, does not provide infor-

mation about the identity of the electrochemical species at the interface. Thus, the (de)solvation

process and (de)insertion process can not be uncoupled. The use of hyphenated technique in the

form of coupling DMFA with fast response quartz crystal microbalance (QCM) will be needed

in decoupling the ion sorption and charge transfer process. The coupling of DMFA with QCM

will provide information about the mass changes of the reacting species in the frequency domain

resulting in the separation of the (de)solvation process and (de)insertion process.

Thus far, the kinetics of the reversible insertion process was studied only in solution containing

single cations. In some applications such as ion pumping techniques (ec-friendly lithium recovery)

and dual ion batteries, solutions containing multiple cations are used. The effect of the presence

of other cations in the solution on the kinetics of the reversible insertion process for both selective

and non-selective electrodes should be investigated. Furthermore, the information obtained from

this study can be used in optimizing technologies based on the reversible insertion of cations in

aqueous systems such as aqueous batteries using nickel hexacyanoferrate nanoparticles as cathode

materials, film batteries utilizing LiMn2O4 films, dual ion batteries and ion pumping techniques.
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Appendix

A.1 Equivalence of Cad and Cint at Equilibrium

Cad and Cint from the model is given by:

Cad = F
∂r1

∂ϕ1

[︃
∂r1

∂β

]︃−1
Nad (A.1)

Cint = −F
∂r2

∂ϕ2

[︃
∂r2

∂β

]︃−1
Nad (A.2)

The rate of the desolvation step (r1) and insertion step (r2) is:

r1 =
CAε

C0
[1 − β]k′f ,1 exp

(︃−α1Fϕ1

RT

)︃
− βk′b,1 exp

(︃
(1 − α1)Fϕ1

RT

)︃
(A.3)

r2 = [1 − θ]βk′f ,2 exp
(︃−α2Fϕ2

RT

)︃
− [1 − β]θk′b,2 exp

(︃
(1 − α2)Fϕ2

RT

)︃
(A.4)

The derivatives for the rate constant is given by:
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At equilibrium,
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Appendix A. Appendix A.2. Capacitances

A.2 Capacitances

Figure A.1: (a) Capacitance in the outer Helmholtz plane (OHP) (C1) (b) Capacitance in the inner
Helmholtz plane (IHP) (C2) and (c) Capacitance of the double layer (Cdl).

Figure A.2: (a) Double layer capacitance Cdl of LiMn2O4 films (a) during cathodic voltage sweep
(b) during the anodic voltage sweep.
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(101) José Piernas Muñoz, M.; Castillo Martı́nez, E. 2017, DOI: 10.1007/978-3-319-91488-6_2.

(102) Itaya, K.; Shoji, N.; Uchida, I. Journal of the American Chemical Society 1984, 106, 3423–3429.

(103) Chapman, K. W.; Chupas, P. J.; Maxey, E. R.; Richardson, J. W. Chemical Communications

2006, 4013–4015.

(104) Erinmwingbovo, C.; Palagonia, M. S.; Brogioli, D.; La Mantia, F. ChemPhysChem 2017, 18,

917–925.

(105) Ital., R. R. G. C.; undefined 1937.

(106) La Mantia, F., Lecture notes in Methoden der modernen elektrischen Energiespeicherung;

Energiespeicher- und Energiewandlersysteme, Universität Bremen: Bremen, 2019.

(107) Bagotsky, V. S., Fundamentals of Electrochemistry, 2nd Edition; Wiley-Interscience: 2006, p 722.

(108) Bard, A. J.; Stratmann, M., Encyclopedia of electrochemistry; Wiley-VCH: 2001.

(109) Bandarenka, A. S. The Analyst 2013, 138, 5540–5554.

(110) Orazem, M. E.; Tribollet, B., Electrochemical impedance spectroscopy. [electronic resource]; The

Electrochemical Society series; Hoboken, N.J. : Wiley, c2008.: 2008.

(111) Bond, A. M.; Schwall, R. J.; Smith, D. E. Journal of Electroanalytical Chemistry 1977, 85, 231–

247.

(112) Stoynov, Z.; Savova-Stoynov, B.; Kossev, T. Journal of Power Sources 1990, 30, 275–285.

(113) Házı̀, J.; Elton, D. M.; Czerwinski, W. A.; Schiewe, J.; Vicente-Beckett, V. A.; Bond, A. M.

Journal of Electroanalytical Chemistry 1997, 437, 1–15.

(114) Darowicki, K. Journal of Electroanalytical Chemistry 2000, 486, 101–105.

146

https://doi.org/10.1002/aenm.201401869
https://doi.org/10.1007/978-3-319-91488-6_2


References References
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materials & interfaces 2017, 9, 32713–32719.

(197) Bocarsly, A. B.; Sinha, S. Journal of Electroanalytical Chemistry and Interfacial Electrochemistry

1982, 137, 157–162.

150



References References

(198) Rassat, S. D.; Sukamto, J. H.; Orth, R. J.; Lilga, M. A.; Hallen, R. T. Separation and Purification

Technology 1999, 15, 207–222.

(199) Hao, X.; Yan, T.; Wang, Z.; Liu, S.; Liang, Z.; Shen, Y.; Pritzker, M. Thin Solid Films 2012,

520, 2438–2448.

(200) Ventosa, E.; Paulitsch, B.; Marzak, P.; Yun, J.; Schiegg, F.; Quast, T.; Bandarenka, A. S.

Advanced Science 2016, 3, 1600211.

(201) Yun, J.; Pfisterer, J.; Bandarenka, A. S. Energy & Environmental Science 2016, 9, 955–961.

(202) Paulitsch, B.; Yun, J.; Bandarenka, A. S. ACS Applied Materials & Interfaces 2017, 9, 8107–

8112.

(203) Steen, W. A.; Han, S.-W.; Yu, Q.; Gordon, R. A.; Cross, J. O.; Stern, E. A.; Seidler, G. T.;

Jeerage, K. M.; Schwartz, D. T. Langmuir 2002, 18, 7714–7721.

(204) Pau, P. C. F.; Berg, J. O.; McMillan, W. G. The Journal of Physical Chemistry 1990, 94, 2671–

2679.

(205) Gao, Z.; Bobacka, J.; Ivaska, A. Electrochimica Acta 1993, 38, 379–385.

(206) Humphrey, B. D.; Sinha, S.; Bocarsly, A. B. The Journal of Physical Chemistry 1987, 91, 586–

593.

(207) Haynes, W. M., CRC handbook of chemistry and physics.

(208) Ovshinsky, S. R.; Fetcenko, M. A.; Ross, J. Science 1993, 260, 176–181.

(209) Tang, W.; Zhu, Y.; Hou, Y.; Liu, L.; Wu, Y.; Loh, K. P.; Zhang, H.; Zhu, K. Aqueous recharge-

able lithium batteries as an energy storage system of superfast charging, 2013.

(210) Pasta, M.; Wessells, C. D.; Cui, Y.; La Mantia, F. Nano Letters 2012, 12, 839–843.

(211) You, Y.; Wu, X.-L.; Yin, Y.-X.; Guo, Y.-G. Journal of Materials Chemistry A 2013, 1, 14061.

(212) Pasta, M.; Wessells, C. D.; Huggins, R. A.; Cui, Y. Nature communications 2012, 3, 1149.
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