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Summary 

Carbohydrate-active enzymes (CAZymes) account on average for only 1-2% of the bacterial 

genes [1-4], yet they are responsible for the metabolism of carbohydrates (sugars) - one of the 

most important class of biological macromolecules. Besides their functions as structure and 

storage compounds, sugar molecules act in various other functions, such as protein stabilization 

and osmoregulation. Sugars also constitute important intermediates in the food web, can 

function as signal molecules and serve as precursors for biosyntheses. It is becoming more and 

more common to address the carbohydrate turnover in modern environmental microbiology 

studies. However, it is hard to directly assess the sugar composition and concentrations on a 

cellular level, let alone their in situ turnover rates. Despite these technical difficulties, it is still 

possible to characterize the carbohydrate metabolisms indirectly – via the study of their 

metabolic genes, namely CAZymes. This is possible because CAZymes catalyze the turnover 

of sugars. To be specific, they are synthesized by glycosyltransferases (GT) and degraded by 

glycoside hydrolases (GH), polysaccharide lyases (PL) and carbohydrate esterases (CE). 

Therefore, gene frequencies and expression levels of CAZymes should be indicators of the in 

situ availability of distinct sugars. 

The current knowledge on CAZymes is largely derived from carbohydrate synthesis and 

degradation of terrestrial plants, whereas their marine counterparts are still largely unknown. 

This asymmetry is also referred to as the "knowledge gap" of marine CAZymes. This limits not 

only our interpretation of the 'omics (in particular metagenomic) data and understanding of 

marine ecosystems, but it also keeps us from utilizing this vast enzyme repertoire for 

biotechnological purposes. This doctoral project focuses on CAZyme distributions in marine 

genomic and metagenomic studies with a focus on the MIMAS (Microbial Interactions in Marine 

Systems) Project and a sediment sample from the Logatchev hydrothermal vent site. Although 

each project has been described in previous studies, the carbohydrate metabolisms in these 

habitats were still largely under-researched. At first, the metagenome sequences were 

taxonomically classified and clustered into 'taxobins'. Afterwards, I studied the carbohydrate 

metabolic capacities of the dominant taxobins. In the MIMAS study, I also discuss possible 

trophic relations among different taxa based on their CAZymes profiles and extend the 

discussion to the niche adaptation of Flavobacteriaceae. In summary, this thesis demonstrates 

the usefulness of CAZyme profiling as a tool for interpreting 'omics data in microbial ecology. 

This thesis constitutes the first attempt so far to apply CAZyme analyses to elucidate a multi-

level food web as well as to characterize the carbohydrate metabolism in a deep-sea habitat. 

Such studies are necessary for an in-depth understanding of the marine carbon cycle and could 

also provide a guideline for the selection of promising candidate CAZymes for industrial 

applications. 
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Zusammenfassung 

Im Durchschnitt sind 1-2% der Gene eines bakteriellen Genoms sog. carbohydrate-active 

enzymes (CAZymes) [1-4]. Dies sind Gene, die für den Polysaccharid-Stoffwechsel 

verantwortlich sind. Polysaccharide sind wichtige biologische Makromoleküle. Sie dienen nicht 

nur als Struktur- und Speicherstoffe, sondern tragen auch zur Stabilisierung und zur 

Osmoregulation bei. Oligosaccharide stellen darüber hinaus wichtige Intermediate in der 

Nahrungskette dar, dienen als Signalmoleküle und sind Ausgangsstoffe für zahlreiche 

Biosynthesen. Untersuchungen von Polysacchariden sind daher immer häufiger Bestandteil 

umweltmikrobiologischer Studien. Es fällt jedoch naturgemäß schwer, die Zusammensetzung 

oder die Konzentration eines Polysaccharids oder Zuckermonomers auf zellulärem Niveau zu 

messen, ganz zu schweigen von seiner Umwandlungsrate. Trotzdem ist eine indirekte 

Untersuchung via CAZymes möglich, weil CAZymes die Auf-, Ab- und Umbaureaktionen von 

Polysacchariden katalysieren. Polysaccharide werden von Glycosyltransferasen (GT) 

synthetisiert und von Glycosid-Hydrolasen (GH), Polysaccharid-Lyasen (PL) und Kohlenhydrat-

Esterasen (carbohydrate esterases, CE) abgebaut. Die Genhäufigkeiten und 

Expressionsniveaus von CAZymes lassen daher indirekte Rückschlüsse auf die von ihnen 

metabolisierten Polysaccharide zu. 

Der überwiegende Teil der Information über CAZymes beruht auf Untersuchungen an 

Landpflanzen. Über marine Polysaccharide, die in großen Mengen von Algen produziert 

werden, ist hingegen nur wenig bekannt. Diese Wissenslücke stellt eine Einschränkung bei der 

Interpretation von 'Omics-Daten dar, wie sie insbesondere die moderne Metagenomik erzeugt 

und limitiert unser Verständnis von marinen Ökosystemen. Dies gilt in gleichem Maße für 

mögliche biotechnologische Anwendungen mariner CAZymes. Diese Doktorarbeit konzentriert 

sich daher auf CAZyme-Analysen, insbesondere von Metagenomen, die im Rahmen zweier 

Projekte gewonnen wurden, nämlich des MIMAS-Projekts (Microbial Interactions in Marine 

Systems) sowie einer Studie einer Sedimentprobe aus dem Logatchev Hydrothermal Feld. Die 

metagenomischen Sequenzen wurden zuerst taxonomisch klassifiziert und dadurch in sog. 

‘Taxobins’ geclustert. Dabei fokussiert sich diese Doktorarbeit nicht nur auf die 

Stoffwechselwege innerhalb der Taxobins, sondern auch darauf, ob sich auf diese Weise 

trophische Beziehungen zwischen Taxa ableiten lassen. Eine wesentlich Motivation war also, 

die Tauglichkeit von CAZyme-Profiling als Werkzeug in 'omics-Studien näher zu untersuchen. 

In diesem Zusammenhang wurde das erste Mal versucht, mit Hilfe von CAZyme-Analysen eine 

Nahrungskette über mehrere Niveaus nachzuverfolgen und Nischenanpassung 

bakterioplanktischer Flavobacteriaceae zu verstehen. Darüber hinaus enthält diese Arbeit die 

erste Studie von CAZymes in einem Tiefsee-Habitat. Solche Studien sind für ein vertieftes 

Verständnis des marinen Kohlenstoffkreislaufs nötig und könnten zudem zur sinnvollen 

Selektion biotechnologisch nützlicher hydrolytischer Enzyme beitragen. 
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List of abbreviations 

CARD-FISH Catalyzed Reporter Deposition Fluorescence in-situ Hybridization 

CAZy Carbohydrate-active enzymes (database) 

CAZymes Carbohydrate-active enzymes 

CE Carbohydrate esterase 

DNA Deoxyribonucleic acid 

DOM Dissolved organic matter 

et al. et alii 

FISH Fluorescence in-situ Hybridization 

Formosa group A Formosa sp. Hel3_A1_48 

Formosa group B Formosa sp. Hel1_33_131 

GH   Glycoside hydrolase(s) 

GT   Glycosyltransferase(s) 

LHF   Logatchev hydrothermal vent field 

MIMAS  Microbial Interactions in Marine Systems 

NPP   Net primary production 

OM   Organic matter 

ORF   Open reading frame 

PL    Polysaccharide lyase 

Polaribacter sp. 49 Polaribacter sp. Hel1_33_49 

Polaribacter sp. 85 Polaribacter sp. Hel1_85 

POM   Particulate organic matter 

Reinekea sp. D35 Reinekea sp. Hel1_31_5_D35 

TEP   Transparent exopolymers 
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1. Introduction 

1.1 The marine food web 

Oceans cover 71% of the Earth’s surface and contain 97% of its water [5]. These 

gigantic water bodies not only have an enormous influence on Earth’s climate, but 

function also as an ecosystem. According to Mora et al., there are about 8.7 million 

predicted species on Earth and about one fourth of them live in the oceans. More than 

90% of these marine species have yet to be described [6]. Marine ecosystems rely on 

the sun’s energy or chemical energy to support the growth and metabolism of its 

inhabitants. Autotrophic organisms use this energy to convert inorganic materials into 

organic molecules such as carbohydrates. The annual global primary production has 

been estimated to be 105 Pg (105 × 1015 g) [7], about 50% of which are attributed to 

marine algae [8]. In the oceans, diatoms are among the most important primary 

producers. Diatoms account for less than one third of primary production in oligotrophic 

areas but they predominate in the highly productive oceanic regions [7]. Together, 

diatoms are estimated to fix 20 Pg carbon annually [7, 9, 10], which corresponds to 

about 20-23% of the global NPP [7-9, 11]. Diatoms’ appearances are seasonal. This 

culminates in annually recurring, sometimes massive diatom blooms that characterize 

the upwelling zones and continental shelves in higher latitudes worldwide [12-15]. In 

the deep-sea, various chemosynthetic bacteria such as sulfur-oxidizing 

Gammaproteobacteria and Epsilonproteobacteria form the basis of the food web [16-

18].  

These tiny primary producers support a myriad of heterotrophic organisms as 

small as unicellular flagellates and ciliates and as large as fish and marine mammals in 

the oceans. They serve as food source for various zooplankton and the latter in turn fall 

prey to bigger predators. Debris, secreted materials and fecal pellets become nutrient 

sources for decomposing organisms. In addition, viral lysis releases cellular materials 

back to the environment [19, 20]. The organic matter (OM) released from the loop is 

either insoluble or soluble. The insoluble portion becomes particulate organic matter 

(POM). POM generally has a size larger than 1 µm [21]. From the photic upper layer of 

the water column, POM sinks continuously to deeper aphotic layers. This phenomenon 

is reminiscent of snowfall. For this reason, sinking particles visible to the human eye 

are referred to as "marine snow". Marine snow is one of the most important nutrient 

sources for the organisms in the aphotic zone. In contrast, the soluble portion of the 
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material is called DOM. The sizes of DOM are in micro- and nanometer scales. 

Examples of DOM are bacterial glycogens and algal laminarins. 

 

Figure 1. The recycling of inorganic and organic materials in marine ecosystems [21]. DMS, 

dimethylsulfide; hv, light; POM, particulate organic matter; DOM, dissolved organic matter. 

Bacteria dominate the recycling of POM and DOM and interact with the marine 

ecosystems in multiple ways [21]. They not only attach to the POM surface and 

degrade POM, but also are capable of solubilizing POM enzymatically to DOM [22], 

which is accessible to microbes [21]. About 10% of all the DOM could be assembled as 

gels, which are three-dimensional networks of biopolymers imbedded in seawater [23, 

24]. The algal extracellular and cell wall matrices are examples of gels [25]. 

Microorganisms are able to attach to the surfaces of gel-form DOM and degrade the 

matters with extracellular hydrolases [21]. Thus, bacteria are in a central position of the 

marine food web and the microbial loop. On the one hand, they are decomposers that 

disintegrate complex materials from other trophic levels and recycle the degradation 

products back to the environment. On the other hand, they fall prey to protozoa. 

Nutrients then go through levels of zooplankton and end up in fish. This is called the 

microbial loop [20, 21]. About 90-95% of the DOM is recalcitrant to bacterial 

degradation [21] (Figure 1). 
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1.2 Carbohydrates in marine ecosystems 

In primary production, energy-rich organic compounds such as sugars are synthesized. 

Carbohydrates, also known as saccharides or sugars, are an essential building block of 

life. Carbohydrates consist mostly of carbon, hydrogen and oxygen in an approximate 

ratio of CH2O. Sugar molecules can also contain heteroatoms such as nitrogen, 

phosphorus and sulfur. Chemically, monosaccharides are polyhydroxy aldehydes and 

ketones. Two monosaccharides can form a disaccharide by condensation. The 

resulting chemical bond is termed glycosidic bond. There are two types of glycosidic 

bonds, designated as α and β. They represent the two possible configurations between 

the anomeric center and the anomeric reference atom of the first monomer. The 

monomer is α and the bond is also α if the two oxygen atoms are cis. The monomer 

and the bond are β if the two oxygen atoms are trans. For example, a maltose 

molecule is formed by two glucose monomers via an α-1,4-glycosidic bond. The 

numbering “1,4” indicates that the bond is located at the C1 atom of the first monomer 

and the C4 atom of the second monomer [26]. 

Multiple monomers can undergo the same type of reaction to form 

oligosaccharides and polysaccharides. These carbohydrate polymers are sometimes 

named based on their types of monomers and glycosidic bonds. In polysaccharides, 

the glycosidic bonds are formed at the anomeric center of the first monomer and at any 

non-anomeric carbon atom of the second monomer. One example is α-glucan, which 

consists of multiple D-glucose monomers that are linked via α-glycosidic bonds. The 

possible permutations of oligosaccharides are astronomical. First, the monosaccharide 

alphabet is extensive. A D-aldohexose alone has three chiral centers that allow up to 23 

= 8 stereoisomers (allose, altrose, glucose, mannose, gulose, idose, galactose and 

talose) and this value is even larger when the derivatives are taken into account. 

Second, the α and β configurations double the possible combinations. Third, glycosidic 

bonds can be formed on different carbon atoms. For instance, except the C5, all the 

other five carbon atoms in a pyranose can form glycosidic bonds. Last but not least, 

polysaccharides can contain branches [26]. The variability of glycosidic bonds lead to 

the vast stereochemical variations in carbohydrates. Theoretically, a hexasaccharide 

can have up to 1012 possible linear or branched isomers [27]. For this reason, 

polysaccharides can store information several orders of magnitude higher than any 

other biological molecules of the same length (For comparison, a hexaoligopeptide can 

have 206 ≈ 6 × 107 possible permutations, while a hexanucleotide has only 46 = 4096 

permutations.) [27]. In nature, however, only a subset of these permutations does 

occur. For example, among the eight stereoisomers of D-aldohexose, idose is not 
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found in nature while allose, altrose, gulose and talose are very rare. In addition, only 

certain kinds of glycosidic bonds are formed in some well-characterized 

polysaccharides. Also, there are regular branching patterns. For example, glycogens 

are α-1,4- and α-1,6-linked glucoses. The glycogen molecule starts a branch about 

every ten glucoses with an α-1,6 linkage [26]. 

It is technologically difficult to characterize carbohydrates with these huge amounts 

of isomers. This phenomenon is called ‘isomer barrier’ [27]. The research in 

carbohydrates is still in its early stage. It is heavily driven by human interest and the 

effort is not balanced. In contrast to their well-studied terrestrial counterparts, marine 

polysaccharides are still under-researched with respect to their compositions, 

structures and functions. Characteristic marine polysaccharides are known to exist in 

marine algae in the form of cell wall matrix components and storage compounds. Some 

of these matrix polysaccharides in algae are highly anionic due to sulfate or 

carboxylate groups. Examples for sulfated polysaccharides are fucans [28], 

carrageenans [29], agars [30, 31], porphyrans [31], naviculan [32] and ulvans [33], 

while alginate is a carboxylated polysaccharide [34]. In contrast, the anionic 

polysaccharide is largely absent in land and freshwater plants, which probably have 

lost this feature as they adapted from the highly sulfated seawater (28 mM) to the low-

sulfate freshwater (ranges from 0.09 to 1.4 mM) [34]. Anionic polysaccharides have 

multiple functions. It has been suggested that the negative charges in anionic marine 

polysaccharides play a role in salt-resistance [35, 36]. Furthermore, sulfated 

polysaccharides are more resistant to enzymatic breakdown because the extra sulfate 

groups have to be removed by sulfatases [37]. In diatoms, sulfated polysaccharides 

are found in the form of transparent exopolymer particles (TEP). They are POM 

deposited outside of the diatom cells that lead to diatom flocculation. The latter 

accelerates diatom sinking and thus removes diatoms from the productive surface 

water layer. Therefore, TEP is considered to be one of termination factors of diatom 

blooms [38]. 

Compared to plants, which synthesize sucrose and starch as their primary 

photosynthetic polysaccharides, diatoms use chrysolaminarins [39]. Chrysolaminarin 

generally constitute 10 to 50% of the cellular carbon in the exponentially growing 

diatoms [10, 40, 41] and up to 70% in Chaetoceros pseudocurvisetus [42]. Based on 

this knowledge and given that diatoms are responsible for about one fourth of the 

global primary production [7, 8], the annual chrysolaminarin turnover is estimated to be 

in the order of several petagrams (or gigatons) [7]. Although chrysolaminarins 

resemble laminarins structurally, they do not have mannitol at their termini. In fact, no 

mannitol pathway could be detected in diatoms so far [43]. Chrysolaminarins are 
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composed of β-1,3-linked linear sections and β-1,6-linked branches [39]. These 

branching structures are reminiscent of the α-linked starch and glycogen, which are 

highly branched, compact and serve as storage compounds in plants and animals. 

 

 

Figure 2. Schematic of a laminarin fragment [44]. 

Figure 3. Schematic of a callose dimer [45]. 

In fact, chrysolaminarin is not the only β-1,3-glucan in diatoms. Callose is another 

important β-1,3-glucan but serves as a structural molecule. It is a linear molecule 

formed by β-1,3-linked glucose. Callose forms the so-called gasket or joint that seals 

the epitheca and hypotheca [42]. Because the frustules are made of silica, which is 

resistant to hydrolysis, the degradation of callose is likely to be the first step towards 

the complete degradation of a diatom cell. 

 

1.3 Carbohydrate-active enzymes (CAZymes) 

The formation of glycosidic bonds is catalyzed by glycosyltransferases (GT), whereas 

their breakup is catalyzed by glycoside hydrolases (GH), polysaccharide lyases (PL) or 

carbohydrate esterases (CE) [46]. Together they are subsumed under the term 
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carbohydrate-active enzymes (CAZymes). These CAZymes are found in all domains of 

life and are responsible for the carbohydrate turnover inside living organisms [3]. Most 

CAZymes possess one catalytic module, but some have more than one modules to 

facilitate more complex reactions [1, 47]. It is noteworthy that some of these enzymes 

need carbohydrate-binding modules (CBMs) to recognize and bind their sugar 

substrates [48]. Information on these enzymes and modules is constantly collected by 

the Carbohydrate-Active enZyme database CAZy [46]. Given the heterogeneous of 

their substrate, CAZymes are potentially highly diverse. Different CAZymes have highly 

divergent sequences, folds, kinetics and catalytic mechanisms [46, 49]. 

Unlike Enzyme Commission (EC) numbers, the CAZy classification is not based on 

functional but on sequence and structural similarities [46, 49]. This classification 

scheme is convenient for studying the phylogenies of enzymes and their families. Also, 

members from the same CAZyme family may share the same catalytic kinetics and 

mechanisms [50], even though their substrates may be different [2]. However, it is 

sometimes difficult to predict the substrates and even the reactions of unknown 

members based on CAZyme classifications alone [46, 51]. Still, the CAZy database is 

an invaluable resource for the study of carbohydrate metabolism and it will continue to 

play a major role in the fast development of the modern glycobiology. 

About 1 to 2% of the ORFs in an average genome are CAZymes [1-4]. Notably, 

some Bacteroidetes such as Bacteroides thetaiotaomicron VPI-5482 [52, 53] and 

Bacteroides xylanisolvens XB1A [54] even have over 7% of their genes annotated as 

CAZymes. GTs transfer sugar moieties from donors to acceptors and hence are 

responsible for the biosynthesis of polysaccharides and glycoconjugates in cells. 

Currently, there are 91 valid GT families in the CAZy database. Among those, GT5 

members are involved in the syntheses of α-glucans such as glycogen and starch in 

cells, while GT35 members are glycogen phosphorylases involved in the degradation 

of α-glucans (Table 1). 

Table 1. Examples ofCAZyme families and functions 

CAZyme Selected members Selected functions  

GT5 Glycogen glucosyltransferase Syntheses of α-glucans 

GT35 Glycogen phosphorylase Lysis of glycogen 

GH13 α -Amylase Degradation of α-glucans 

GH13 Amylosucrase Synthesis of external α-glucans 

GH16 Laminarinase, licheninase Degradation of β-1,3(4)-glucans 

GH31 α-Glucosidase Degradation of α-glucans 
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Glycoside hydrolases are found across all domains of life except some Archaea 

and a few unicellular parasitic eukaryotes [46]. The CAZy database currently features 

131 GH families. At least three of these GH families contain α-glucan degrading 

enzymes, namely GH13, GH31 and GH57. GH13 contains α-amylases that breaks the 

α-glucan chain at random locations. In contrast, the α-glucosidases from GH31 are 

exo-glucanases that release a single glucose molecule per reaction (Table 1). GH57 

members are thermostable α-glucanases that are widely found in the genomes of 

thermophilic bacteria and archaea. 

The family GH16 also deserves special attention (Table 1). This family is one of 

the only eight GH families that are targeted at marine polysaccharides (GH16, 50, 82, 

86, 96, 105, 107, 117 and 118). In summary, GH16 includes xyloglucan 

transglucosylases/hydrolases (XTHs), 1,3-β-galactanases, 1,4-β-galactanases/κ-

carrageenases, “nonspecific” 1,3/1,3;1,4-β-D-glucan endohydrolases, and 1,3;1,4-β-D-

glucan endohydrolases [55]. The substrates of these enzymes include agar (red 

algae), porphyran (red algae), laminarin (brown algae), chrysolaminarin (diatoms), κ-

carrageenan (red algae). There is currently no indication that GH16 can degrade pure 

β-1,4-cellulose. GH16 enzymes are found abundantly in marine bacteria, especially in 

the well-characterized Flavobacteria like Zobellia galactanovorans DsijT [56]. GH16 

genes are also often found in clusters with susD and TonB-dependent receptor genes 

[31]. These clusters are often recognized as polysaccharide-utilization loci (PUL) in 

genomes and they are considered to be operons or regulons [57]. 

1.4 Enzymatic synergisms of CAZymes 

Synergism of enzymes is defined as the cooperative enhancement of different types of 

enzymes acting together [58]. Synergistic behavior is best understood among 

cellulases. There are at least three types of enzymes engaging in the hydrolysis of 

cellulose microfibrils. Endoglucanses cut cellulose at random locations, exoglucanases 

are chain-end-specific and release cellobioses, and β-glucosidases split cellobiose 

disaccharides into glucose monomers. The degradation of cellulose is most efficient 

when these three types of enzymes cooperate [59, 60]. The mechanisms by which the 

synergism works are not quite clear. Currently, there is no evidence suggesting that 

enzyme-enzyme interaction is necessary [58]. So far, three other hypothetical 

mechanisms have been proposed. The first hypothesis states that the endoglucanases 

accelerate the downstream processes by cutting open the microfibril and generating 

new chain ends for exoglucanases. However, this is considered to be an 

oversimplification of a complex system [58, 61]. The second hypothesis is based on the 

observation that exoglucanases cannot pass through the amorphous regions of 
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cellulose. It suggests that it is the endoglucanases that degrade the amorphous 

regions so that exoglucanases can proceed [61]. But these two hypotheses may not be 

mutually exclusive. The first mechanism may become significant once the enzyme to 

substrate ratios are high [61]. The third one suggests that the exoglucanases can 

relieve product inhibition for the endoglucanases [62, 63]. 

 

Figure 4. Schematic of the synergistic degradation of a chrysolaminarin molecule by A: β-1,6-

glucanases; B: endo-β-1,3-glucanases and C: β-1,3-glucosidases. 

A synergistic behavior of CAZymes was also observed in the degradation of 

laminarin by Pyrococcus furiosus [63]. Laminarin is a branched polymer. Similar to 

cellulose degradation, glucosidases can degrade the linear portions but they stall in the 

vicinity of the branching points. In laminarin, the linear portion is joined by β-1,3 bonds 

and the branches start with β-1,6 bonds. Few enzymes have both β-1,3- and β-1,6-

glucanase activities. The rare exceptions include Gluc131A from Podospora anserina 

S mat+ [64] and FvBGL1 from the fruiting body of enoki mushrooms (Flammulina 

velutipes) [65]. In most cases, laminarin degradation is a joint operation of GH30 β-1,6-

glucanases (EC 3.2.1.75) and β-1,3-glucanases. The latter has two distinct types, 

namely endo-acting forms from GH16 and GH64 (EC 3.2.1.39) and the exo-acting form 

from GH3, GH5 and GH17 (EC 3.2.1.58). 

The synergism of CAZymes is a constant reminder of the complexity of 

polysaccharide degradation. As far as reaction efficiency is concerned, the combination 

of all types of enzymes is the most effective way [59, 63], in other words, the whole is 

greater than the sum of its parts. Also, to characterize a polysaccharide degrader and 

its substrates, it is recommended to account for all its hydrolase types. So far, the 

reaction type of the hydrolase can be predicted in silico by annotation and 3D structure 

prediction. In this thesis, it is hypothesized that Formosa and Polaribacter are able to 

degrade laminarin. Hence, their genomic and metagenomic sequences were under 

thorough examination of endo- and exoglucanases with both approaches. 

A 

B 

C 
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1.5 Trident: a bioinformatic pipeline for automatic CAZyme annotation 

Since the establishment of the CAZy database, glycobiologists have never stopped 

searching for effective and accurate ways to identify and annotate CAZyme 

sequences. Their methods range from manual expert annotation to automatic 

computer annotation with varying success. Manual expert annotation starts by 

comparing the translated sequences against protein databases such as Swiss-Prot and 

ends up in cross-referencing the hit results with the CAZy database. For example, 

CAZymes in the genome of Zobellia galactanivorans DsijT [31] were annotated 

manually. Such an approach ensures a high accuracy of the annotations, but it trades 

in speed that is particularly important for large-scale next-generation sequencing data. 

Automatic methods take advantage of the vast calculation capacities of modern 

computers and deliver results in only a fraction of the time needed for manual 

annotation. Although Needleman-Wunsch [66] and Smith-Waterman [67] algorithms 

remain the standard ways of finding perfect pairwise alignments, they just consume too 

much time for large amounts of long sequences. Since the 1990s, bioinformaticians 

have devised several algorithms for finding homologues against large databases in 

reasonable time. BLAST [68] is a landmark achievement in computational sequence 

alignment. It uses heuristics to cut the resources needed for fast alignments. Another 

widely used alignment method is based on profile Hidden Markov Models (profile 

HMMs) [69, 70]. In this approach, similar sequences are organized into a protein 

family. The alignment of each protein family is mathematically described by a profile. 

The profile is constructed based on Hidden Markov Model theory and represents the 

characteristics of the alignment. Profiles are then used in the search for new family 

members or to aid further sequence alignments. Compared to BLAST, the profile HMM 

approach uses position-specific scoring. In other words, it captures more sequence 

information than BLAST does [71]. For this reason, profile HMMs are considered to be 

more sensitive and more likely to find distant homologues than BLAST [72]. Profile 

HMMs are implemented in the software package HMMER [70] and the protein families 

are collected in the Pfam database [73-76]. However, HMMER does have one 

disadvantage against BLAST. Query sequences can only be identified if they belong to 

known protein families or domains and this is not always the case. In the face of large 

amounts of unknown genes from massive environmental sequencing, profile HMMs 

sometimes have poor identification rates. 

Both BLAST and HMMER have been used to align CAZymes in genomes and 

metagenomes [77-82]. The results were then filtered according to a set of predefined 

rules, such as E-value or bit score cutoffs. However, even with stringent cutoff settings, 
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automatic annotation still ignores some important classification criteria. For example, 

the catalytic site is not always present in a short sequence but the latter can still have 

good E-value and bit score as long as the rest of the sequence aligns well with the 

reference sequence. In this case, automatic methods will consider it as a positive hit 

whereas a manual expert annotator will reject the result. Furthermore, multi-domain 

CAZyme sequences pose a challenge to computer algorithms, because these 

sequences can confuse algorithms in finding consensus annotations. 

Because the next-generation sequencing technologies such as Illumina can 

generate hundreds of gigabases per run, such data can contain thousands of CAZyme

genes, given that most metagenomic studies aim at fast understandings of the chosen 

communities and not the exact amounts of every single genes, it is not practical or 

necessary to manually annotate every single CAZyme sequence. Automatic annotation 

is in this case the only method of choice. Bearing in mind its drawbacks, automatic 

annotation should be subjected to stringent criteria to avoid false positives. After 

automatic annotation is finished, interesting candidate genes can be singled out and 

studied manually. For example, candidate CAZyme sequences can be validated by 

examining their catalytic sites provided by Prosite [83]. However, only 30 CAZyme 

families have their signature patterns listed in Prosite. Also, it is possible to get 

preliminary 3D structures, e.g. using high-performance prediction tools such as Phyre2 

[84]. The Phyre2 prediction can provide useful information such as the folds, the 

catalytic mechanisms and the substrate-binding sites of the enzymes. 

 

Figure 5. Workflow of the bioinformatic CAZyme annotation pipeline Trident.  

A bioinformatic CAZyme annotation pipeline has been developed in this thesis. 

Considering the advantages and disadvantages of both manual and automatic 
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annotations, and knowing that no single algorithm can perfectly accomplish the task, 

this pipeline was designed to strike a balance between sensitivity and specificity. The 

pipeline Trident combines three automatic annotation approaches and computes 

consensus annotations for each sequence. Trident was used in Teeling et al. [15]. It 

proves to be a fast and sensitive way to narrow thousands of ORFs down to several 

hundred CAZyme genes.  

Trident consists of three annotation tools and one consensus-building tool. The 

first annotation tool is BLAST against the CAZyme sequences. CAZyme sequences 

were collected from the CAZy website [46] on a regular basis and formatted for BLAST. 

Hit results were only taken if the flexible E-values are lower than E-30. The second 

annotation tool is HMMER against the Pfam database and the results are semantically 

linked to CAZymes via rules defined either by CAZy or by Park et al [80]. The third tool 

is HMMER against the dbCAN database [81]. The two HMMER-based methods are 

subjected to a flexible E-value cutoff of E-15. The consensus-building algorithm takes 

all resulting hits into consideration. It applies either the simple “best hit” or the “majority 

rule” logic to give the final result. 

Trident was calibrated and adjusted by benchmarking. Trident searched CAZymes 

in several public genomes such as Z. galactanivorans DsijT [31]. The results were 

compared with those posted on the CAZy website. Trident generally predicts more 

CAZymes than those on the website. Usually they resulted from multi-domain 

CAZymes like GH5. Also, some sequences were wrongly classified as GH1/GH95 

judged by that they do not contain the catalytic sites, although they well aligned to the 

putative sequences from Vitis vinifera and passed all the filters. This means that the 

results still need to be manually curated for accuracy. 

 

1.6 CAZyme profiling can reveal an organism's lifestyle 

The annotation of a single CAZyme can reveal useful information, such as its 

phylogenetic affiliation, catalytic mechanism and even its substrate specificity. Based 

on this kind of information, together with operon structure, signal peptide and 

transmembrane annotation, enzymatic models of polysaccharide utilization can be built 

and studied. In such models, several enzymes related to the utilization of a complex 

substrate are conceptualized as a molecular pipeline. The genes of these enzymes are 

often arranged in PULs. In such models, the subcellular localizations of the enzymes 

are considered, namely extracellular, transmembrane or intracellular compartments, as 

well as the their functions in the substrate flow. Despite of being conceptual, these 

models are invaluable for our understanding of the organism because they put relevant 
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enzymes into a cellular context and present the molecular machinery in a systematic 

way. Comparing these molecular pipelines from different genomes can often reveal the 

evolutionary relations, ecological niches and life styles of organisms. 

The detailed characterization of PULs is one application of CAZyme analyses in 

genome studies. It can unravel how the organism enzymatically processes a specific 

substrate in great detail. However, this approach can only depict one aspect of the 

organism at a time. Another approach, termed CAZyme profiling, can reveal genome-

wide CAZyme capacities at a glance. 

A CAZyme profile is a tally of all the CAZyme genes in a target genome. In its 

simplest form, only the gene number of each CAZyme family is shown without any 

annotation details. Such a summary of CAZyme families alone can sometimes reveal 

useful information that otherwise can only be obtained through more sophisticated 

methods. For example, a comparison between the CAZyme profiles of Candidatus 

Pelagibacter ubique HTCC1062 and Zobellia galactanivorans DsijT can already 

demonstrate the difference between their lifestyles. P. ubique HTCC1062 has a small 

repertoire of GH and GT families and each of them has just a small numbers of genes. 

Among the four GH families, GH23, GH73 and GH103 are involved in bacterial cell wall 

turnover. It is obvious that P. ubique HTCC1062 does not have much polysaccharide 

degradation capacity. In fact, this collection of enzymes could represent the minimal 

CAZymes for a free-living organism. Furthermore, this CAZyme profile also reflects P. 

ubique HTCC1062’s small-size genome and oligotrophic lifestyle. This minimal 

dependence on external polysaccharides is one of the reasons why P. ubique 

HTCC1062 is ubiquitously distributed in the global oceans. In comparison, the Z. 

galactanivorans genome harbors 40 GH families. Among them, families GH16 and 

GH117 are involved in the degradation of agar [56], an important polysaccharide found 

in marine algae. Together with other β-glucanases that degrade alginate and κ-

carrageenan, Z. galactanivorans is obviously an algae-degrader. On the other hand, 

this algae-dependency limits the distribution of Z. galactanivorans. Indeed, Z. 

galactanivorans is less frequently found as indicated by the marine metagenomes 

discussed later in this thesis. 

Besides pairwise comparison of CAZyme profiles, it is also possible to look at the 

relations among multiple CAZyme profiles all at once. The relations of different 

CAZyme profiles can be measured by their Euclidean distances. The Euclidean 

distance is defined as the root-sum-square of difference in each family between two 

CAZyme profiles: 
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(In this formula, qi and pi are gene counts of profile q and p in CAZyme family i.) 

With this formula, the distances of one CAZyme profile towards all the others in the 

group can be calculated. These distance values can be sorted and the so-called 

“nearest neighbors” can be identified. These nearest neighbors can sometimes provide 

useful insights into the target genome. For example, the genome of Gramella forsetii 

KT0803 [85] shows that it shares a rather similar CAZyme profile with the two 

Flavobacteriaceae genomes of Cellulophaga algicola DSM 14237 [86] and 

Cellulophaga lytica DSM 7489 [87]. The presences of GH117 in all three profiles 

suggest that they are all capable of degrading agar. Indeed, C. algicola and C. lytica 

are known to be agarolytic [87, 88], while this has yet to be confirmed for G. forsetii. 

Also among other similar features, all these genomes possess GH43 that indicates 

their abilities of xylan degradation. Finally, both C. algicola and C. lytica are capable of 

producing a wide range of extracellular enzymes to degrade polysaccharides [86-88]. 

The same feature was implied in the description of G. forsetii’s marine free-living 

lifestyle [85]. Therefore, the close distances among these three bacteria coincide with 

their similar lifestyles. When little is known about a genome, its nearest neighbors can 

provide hints about its living strategy. 

However, caution is needed to interpret the results. Because there is no hard 

cutoff or criterion, it is sometimes hard to define which distance can be considered 

biologically meaningful. And since every pair of CAZyme profiles has a Euclidean 

distance ranging from zero to infinitively large, its value can only be interpreted through 

comparisons. Also, when we interpret the results, critical considerations are needed to 

distinguish biological meaningful hypotheses from those that are not. 

 

1.7 Combined taxonomic classification and CAZyme profiling can reveal 

trophic relations in metagenomes 

1.7.1 Taxonomic classification of metagenomes 

The majority of environmental bacteria are non-cultivable with current methods [89] 

and this greatly limits our understanding of microbial ecology. An approach to 

circumvent this limitation is to sequence the environmental samples directly without 

isolation and cultivation. This is called metagenomics [90, 91]. With the advent of high-
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throughput and low-cost sequencing technologies, metagenomic studies are 

generating ever-larger amounts of sequencing data. These data are revolutionizing our 

view on the environment. They have revealed large amounts of previous unknown 

organisms and novel genes. For ecologists, metagenomics is a fast way to gain an 

overview of some highly complex microbial communities. It is no wonder that 

metagenomics is getting more and more popular across microbiology research 

communities. 

CAZyme profiling can be applied to metagenomes, too. The first obvious approach 

is to profile the whole metagenome as if it was one big single genome. The resulting 

CAZyme profile hence represents the carbohydrate metabolism of the total community. 

This approach can quickly reveal the potential of microbial communities and possible 

interactions with their habitats. Two exemplary studies, the Tammar wallaby foregut 

microbiome by Pope et al. [92] and the leaf-cutter ant fungus garden microbiome by 

Suen et al. [93] have showcased the power of this approach. 

However, metagenomes have much more to offer. Metagenomes contain 

individual DNA fragments from organisms that interact with each other in the same 

place at the same time. Genes that make all these interactions possible are captured in 

the metagenomes. Detailed annotations of these genes can indicate their biochemical 

reactions, reactants and products. These metabolic products can be transferred among 

different organisms in food webs. For each metabolite transferred between organisms, 

the producer has the synthetic genes and the consumer has the degradation ones. If 

there is a way to first separate the genes between producer and consumer, it is then 

possible to identify their complemented gene sets and even their shared metabolite. 

That involves two techniques in metagenomics – taxonomic classification of 

metagenome sequences and functional annotation of their metabolic genes. And the 

latter includes CAZyme profiling. 

Taxonomic classification of metagenome sequences, especially short sequences, 

is one of the most challenging tasks in metagenomics. These sequences contain 

incomplete taxonomic signals and they also often come from as yet unknown 

organisms. To assign these sequences to established taxonomic groups, both the 

intrinsic and the extrinsic classifications were developed. 

Intrinsic tools rely on the information within the sequences alone and no external 

data is involved. This intrinsic information is also understood as DNA signatures, such 

as tetranucleotide frequencies used by TETRA [94] and TaxSOM [95] (first manuscript; 

Chapter 2.1). Other notable intrinsic tools include the naïve Bayesian classifier [96], 

Phylopythia [97], Phymm [98] and TACOA [99]. In essence, they compress the 

sequence information into a set of values and bin sequences with similar values. 
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Sequences from the same bin are considered to be taxonomically related. The 

taxonomic affiliations of any unknown sequences can therefore be inferred from the 

other known group members. Prior to the classification, the tools have to be trained to 

recognize the DNA signatures. Although the training processes can be lengthy and 

computation-intensive, the classification per se is fast. However, DNA signatures such 

as tetranucleotide frequencies discard the position-dependent information of the 

nucleotides and thus are considered to be weak signals. Generally, sequences with 

sufficient lengths are required to generate reliable signatures [100]. 

In contrast, extrinsic tools compare the query sequences against databases. If hits 

are found after the database search, a reasoning process consolidates the results and 

assigns the query sequence to a taxon. Compared to their intrinsic counterparts, 

extrinsic tools do not require extensive training before use. Also, they are less 

demanding in terms of sequence length [100]. In the preparatory phase of this study, 

three extrinsic tools were developed: a modified DarkHorse algorithm [15, 101, 102], 

an algorithm named Kirsten (kinship relationship re-establishment) [15, 102] and 

CARMA [15, 72, 102]. The first two tools are based on BLAST results while the third is 

Pfam-based. They evaluate the taxonomic information in the hits but use different 

logics to draw their conclusions. In detail, DarkHorse and Kirsten collect the top ten 

BLAST results if their E-values are lower than a predefined threshold. Afterwards, the 

taxonomic information of each hit gets expanded to the 29 taxonomic ranks defined by 

NCBI. DarkHorse calculates the occurrence of each taxonomic term and chooses the 

one with the highest frequency score. Kirsten, in contrast, takes the bit scores into 

consideration and carries out rank-specific evaluations. The frequency score is 

calculated as the bit score sum of each taxonomic term. If the highest frequency score 

on a particular rank is lower than a predefined threshold, the evaluation stops. CARMA 

compares query sequences against Pfam. If the searches are successful, the query 

sequences are then pooled with close reference sequences. Afterwards, neighbor-

joining trees are constructed in order to identify the closest neighbors for the query 

sequences. The taxonomic affiliations of the queries can finally be determined after 

Kirsten runs on their close neighbors.  

As already mentioned in the previous section, taxonomic classification of short 

sequences is a daunting task and is prone to errors. To reduce the amount of 

misclassification, it is recommended to combine results from diverse tools of different 

mechanisms. The consolidation of results is the task of the so-called meta-tools, such 

as Taxometer [15, 100], which has also used in the studies in this thesis.  
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1.7.2 CAZyme analysis of taxonomically classified sequences 

After the sequences are taxonomically classified, they can be grouped based on their 

taxonomic affiliations. This process has been referred to as “taxobinning” and the 

sequence groups are “taxobins” [100]. The sequences of a taxobin represent the total 

genomic content of a particular taxon inside a metagenome. Taxobins separate 

sequences from different taxa and are the basis of studying their interactions. The 

amounts and frequencies of various functional genes can be calculated within each 

taxobin. In this way, we can generate CAZyme profiles for these taxobins and interpret 

them analogous to single genomes. Complemented with results of other annotation 

tools such as SignalP [103], TMHMM [104], Pfam [75] and BLAST [68], it is possible to 

study the sugar metabolisms of abundant taxa in a metagenome in depth, in particular 

when combined with expression analyses such as metatranscriptomics and 

metaproteomics. Given sufficient details, it is even possible to reconstruct the partial 

food web of the sample. Two metagenomic projects were analyzed this way in this 

thesis – the MIMAS project and the Logatchev metagenome. 

  

1.8 Metagenomes from the Microbial Interactions in Marine Systems 

(MIMAS) Project 

The Microbial Interactions in Marine Systems Project is an ongoing study of microbes 

in the North Sea, with a focus on bacterial carbohydrate degradation during and after 

spring phytoplankton blooms [15] (second manuscript; Chapter 2.2). The Helgoland 

Roads Project of the Biological Institute Helgoland (BAH) provides the long-term 

physiochemical data such as turbidity, temperature, salinity and the concentrations of 

silicate, phosphate, nitrate, nitrite and ammonia. The in-situ cell abundances were 

measured via Catalyzed reporter deposition Fluorescence in-situ Hybridization (CARD-

FISH) [105] twice a week. Samples from several dates were subjected to direct DNA 

and cDNA 454 pyrosequencing, 16S rRNA pyrotag sequencing and metaproteome 

analyses. These data captured the onset, development and termination of a diatom 

spring bloom and its subsequent bacterioplankton bloom in 2009, as well as the 

changes of the environmental parameters. As indicated by the chlorophyll a data, the 

algal bloom started around the 2nd of March, reached its maximum around March 23rd 

and gradually decreased towards the end of April. The diatom population was 

dominated by centric Thalassiosira spp. [15]. The diatom bloom apparently induced a 

succession of blooms of distinct bacterioplankton clades. The first bacterial bloom 

occurred from 20/03/09 to 09/04/2009 and it consisted mainly of Formosa sp. (class 
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Flavobacteria). Their relative abundances rose quickly from below 1% to 23% of the 

bacterial population with cell counts increasing from 7.8 × 102 to 3.4 × 105 cells/ml. 

Afterwards, the numbers of Formosa decreased sharply below the CARD-FISH 

detection limit. The genera Reinekea (class: Gammaproteobacteria) and Polaribacter 

(class Flavobacteria) started to bloom one week later. Reinekea relative abundances 

increased from 0.2% to 16% (1.6 × 103 to 1.5 × 105 cells/ml) but dropped below 1% 

after two weeks. At the same time, Polaribacter relative abundances rose from 10% to 

20% (8.0 × 104 to 1.5 × 105 cells/ml). Several CAZyme families, sulfatases, and sugar 

transporters were identified in the blooming bacterioplankton using a combination of 

metagenome and metaproteome analyses, but the substrates or metabolites remained 

elusive [15]. 

Although this microbial succession was described in detail, the machinery behind 

such a succession has yet to be clarified. Two possible explanations were considered. 

The first one is the so-called “top-down” control. Under this hypothesis, the abundance 

of microbes was controlled mainly by predators [106]. The rapid increase of microbes 

could induce the growth of predators such as heterotrophic nanoflagellates [106, 107] 

or alternatively the outburst of viruses [108]. This higher mortality would terminate the 

blooms of particular clades. The second hypothesis is the so-called “bottom-up” control 

and assumes that the limiting factor in the bloom was nutrient availability, not mortality 

[15]. Although these two hypotheses examine the succession from two different angles, 

in reality however, the observed phenomenon was more likely to be the result of both 

top-down and bottom-up mechanisms. 

The MIMAS study was focused on the metabolic capacities of microbes and 

indeed found evidences of bottom-up control and nutrient niche partitioning. 

Metagenome taxobins from different time points not only showed distinct CAZyme 

profiles, but also different transporters profiles and sulfatase numbers. The shift in the 

gene repertoires reflected changes of substrates availability. The whole chain of events 

could in essence be considered driven by a succession of substrates. In order to shed 

more lights onto this hypothesis, a more detailed study is necessary to address several 

key questions. First, what were the polysaccharide degradation capacities of the key 

players? Were they able to degrade the same kind of substrates or were they rather 

specialists? Second, what were the substrates? Third, were there any trophic 

connections among them? Finally, why did the three Flavobacteriaceae appear at 

different times during the algal bloom? 

The third manuscript of this thesis (chapter 2.3) attempts to answer these 

questions based on a more in-depth analysis of the metagenome data. This analysis 

added further detail to the CAZyme analyses published in the previous study [15]. The 
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abundant taxa at different sampling time points possessed contrasting CAZymes, 

transporter and sulfatase profiles. These different profiles also suggest that these key 

players did not have a uniform degradation spectrum. A further investigation of the 

substrate specificities of CAZymes has even indicated polysaccharides that might have 

been transmitted through trophic levels. The diatoms produced large amounts of 

sulfated extracellular polysaccharides [109] and intracellular β-1,3-glucans [110]. 

Formosa possessed the exact degradation enzymes for them – large numbers of 

sulfatases and β-1,3-glucanases from GH16 and GH17. For this reason, the genus 

Formosa was considered to be the primary diatom degrader. Furthermore, the 

Formosa taxobin appeared to be able to synthesize α-glucans, both extracellularly by 

amylosucrases from GH13, and intracellularly by glycogen synthase from GT5. The 

second wave of bacterioplankton consisted of Reinekea and Polaribacter. These two 

bacteria contained α-glucanases from GH13 and α-glucosidases from GH31, which 

indicated that they were able to degrade the α-glucan probably of Formosa origin. In 

addition, Polaribacter also had CAZymes that degrade chrysolaminarin and agar, two 

prominent algal polysaccharides. Based on these findings, it is possible to reconstruct 

a partial food web of the event. The Formosa was involved in the primary degradation 

of the diatom cells, while Reinekea and Polaribacter were able to feed on in parts the 

α-glucans from Formosa. Additionally, Polaribacter could also degrade the 

chrysolaminarin present within the diatom cells as a storage compound. This study 

represents an application of CAZyme profiling in a real-world metagenome project and 

demonstrates the strength of this method: the generation of fine-granular hypotheses 

about the life styles of particular clades. Fortunately, the resolution was good even on 

the genus level in the MIMAS Project. However, such a success is only possible given 

enough sequencing coverage and supporting data. In the MIMAS study, samples were 

taken from the surface seawater relatively easily. For the metagenomic analyses, 

several samples are sequenced with at least two PTPs. For the genomes of the key 

players such as Thalassiosira, Formosa, Reinekea and Polaribacter, not only public 

data are available, but also six new draft genomes were sequenced within the project. 

Furthermore, the physiologies of T. pseudonana, F. agariphila, R. blandensis and P. 

irgensii were well studied, all of which provide a vital starting point for the project. 

 

1.9 Metagenomes from the Logatchev deep-sea hydrothermal vent field 

Another CAZyme profiling of this doctoral thesis was done for a much more remote 

environment. The Logatchev hydrothermal field (LHF) is located at 15 °N the Mid-

Atlantic Ridge [111]. It is hosted by ultramafic components composed of Earth mantle-
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derived peridotite. LHF is characterized by vent fluids enriched in dissolved hydrogen 

and methane and thick sediments, sometimes covered with white mats [112]. The 

location has a water depth of 3,000 meters and is far beyond the reach of sunlight, yet 

there exist highly diverse microbial communities driven by chemical energy. 

Chemolithoautotrophic bacteria use hydrogen sulfide, methane and hydrogen as 

energy source. These bacteria form the basis of the food web in these ecosystems. In 

LHF, the majority of sulfur-oxidizing bacteria belong to the bacterial classes 

Gammaproteobacteria and Epsilonproteobacteria. Together with the 

Deltaproteobacteria, they composed the bulk of the LHF microbial community. In a 

metagenome where only 70% of reads could be classified as Bacteria, these bacterial 

classes accounted for 37% of all metagenomic reads. This also means that these three 

classes constitute the major part of the LHF microbial landscape. As a result, they hold 

the key to our understanding of this deep-sea ecosystem. One part of this thesis 

contributed a CAZyme profiling to a manuscript dedicated to the metagenomic 

characterization of these three classes (fourth manuscript; Chapter 2.4). The metabolic 

potential of the proteobacterial class for carbon, sulfur and nitrogen cycling was 

investigated. In this context it is noteworthy that studies of hydrothermal vent habitats 

so far have focused on bacterial primary production and for the most part neglected 

follow-up heterotrophic substrate conversions. CAZyme profiles can on the one hand 

provide hints about unique metabolic potentials of the studied deep-sea bacteria and 

on the other hand may reveal pathways and substrates that are common between 

surface water and deep-sea habitats. 

 

1.10 The aims of this thesis: establishment and application of CAZyme 

profiling for studies in microbial ecology 

The major aim of this doctoral thesis was to add CAZyme profiling as a powerful tool to 

the metagenomic toolkit. Nowadays, microbial genomic or metagenomic studies have 

already gone far beyond the simple characterization of genes. They are providing 

insights into the interactions among the organisms and even the evolution history [82]. 

Microbiologists can learn and draw conclusions about the abiotic and biotic 

environment through the genomes. CAZymes, on the one hand, reflect microbe’s 

potential of metabolizing certain kinds of carbohydrates. On the other hand, they may 

also pinpoint microbe’s position in a food web.  

Furthermore, extremophilic CAZymes are of high industrial interest because they 

remain functional under a wide range of physiological conditions including temperature, 

NaCl concentration and pH [113]. For example, salt-tolerant xylanases have potentials 
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in food possessing under high-salt conditions [114, 115], but they are rarely researched 

[116]. GH43 xylanases from Halorhabdus tiamatea SARL4BT are adapted to a high-

ionic environment because of the “salt-in” strategy of their host (see also fifth 

manuscript; chapter 2.5). These xylanases are currently under a screening process 

and awaiting further characterizations. 

This study is not the first one in which CAZyme profiling was used in an ecological 

study. The leaf-cutter ant fungus gardens study showed how the fungus garden 

microbes specialize in degrading high plant biomass [93]. CAZyme profiling confirmed 

that the human gut microbiome contains plant cell wall degradation enzymes that lend 

human the ability to digest plant fibers [78]. It was rather my aim to further establish 

CAZyme profiling as a tool for the investigation of marine food webs. In this study, 

CAZyme profiling was applied to several habitats. Its application contributed 

significantly to these studies of marine microbial ecology. 
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2. Publications and Manuscripts 

During my doctoral thesis I contributed to eight manuscripts (Table 2). The abstracts of 

three of these manuscripts have been moved to the Appendix, because first of all, they 

are still in an early draft status and secondly, for better clarifying the focus of my 

doctoral thesis. In this section, I listed five manuscripts in which I was responsible for 

the development and application of a bioinformatic pipeline for gene prediction, 

taxonomic classification and functional annotation of CAZymes. Based on CAZyme 

profiling, a food web was reconstructed in the MIMAS study, a possible evolutionary 

scenario was proposed for Halorhabdus tiamatea SARL4BT and two polysaccharide 

metabolisms were confirmed in the deep-sea habitat Logatchev hydrothermal vent. 

 

Table 2. Overview of the manuscripts, to which this thesis contributed to. 

Manuscript Authors Titles Journal/Status 
2.1 Weber et al. 

2011 
Practical application of Self-
Organizing Maps to interrelate 
biodiversity and functional data in 
NGS-based metagenomics 

The ISME Journal 

2.2 Teeling et al. 
2012 

Substrate-controlled succession of 
marine bacterioplankton populations 
induced by a phytoplankton bloom 

Science 

2.3 Huang et al. Carbohydrate-active enzyme profiling 
of a diatom-induced bacterioplankton 
succession reveals niche adaptations 
and trophic connections 

In preparation for BMC 
Genomics 

2.4 Suenaga et al. Metagenomics reveals niche-
differentiation and habitat-specific 
adaptation in surface sediments of 
the Logatchev hydrothermal field 

In preparation for Environmental 
Microbiology 

2.5 Werner et al. Halorhabdus tiamatea: Complete 
genome sequencing and proteomics 
identify the first cultivated 
euryarchaeon from a deep-sea 
anoxic brine lake as polysaccharide 
degrader 

In preparation for Environmental 
Microbiology 

7.1  Jan et al. The gill chamber epibiosis of deep-
sea Rimicaris exoculata shrimp 
thoroughly investigated by 
metagenomics and discovery of 
zetaproteobacterial epibionts 

Submitted to The ISME Journal 

7.2 Mann et al. Complete genome sequence of the 
algae-associated marine 
flavobacterium Formosa agariphila 
KMM 3901T 

In preparation for Journal of 
Bacteriology 

7.3 Huang et al. Geomicrobiology of Hot Lake, a 
shallow-sea hydrothermal vent site 
off Panarea Island, Italy 

In preparation 



2. Publications and Manuscripts 

27 

2.1 Practical application of Self-Organizing Maps to interrelate 

biodiversity and functional data in NGS-based metagenomics 

 
Authors 

Marc Weber1, Hanno Teeling1*, Sixing Huang1, Jost Waldmann1,2, Mariette Kassabgy1, 

Bernhard M Fuchs1, Anna Klindworth1, Christine Klockow1,3, Antje Wichels4, 

Gunnar Gerdts4, Rudolf Amann1 and Frank Oliver Glöckner1, 3 

 
1 Max Planck Institute for Marine Microbiology, Bremen, Germany 
2 Institute of Marine Biotechnology e.V., Greifswald, Germany 
3 Jacobs University Bremen gGmbH, Bremen, Germany 
4 Alfred Wegener Institute for Polar and Marine Research, Biologische Anstalt 

Helgoland, Helgoland, Germany 

 

*Corresponding author: Hanno Teeling  

 

Publication status: 

Published in The ISME Journal 

 

My contribution 

TaxSOM is a taxonomic classification tool based on Self-Organizing Map. This paper 

explained the concept and implementation of TaxSOM, as well as its application in five 

metagenome datasets from the Microbial Interactions in Marine Systems (MIMAS) 

Project [15]. In order to evaluate TaxSOM, I implemented two protein-level taxonomic 

classification tools Kirsten and CARMA [72]. To benchmark the performance and 

validate the results of TaxSOM, I analyzed the same datasets with Kirsten and CARMA 

independently. The classification results of the tools were broken down into the 

domain, phylum, class, order, family and genus levels. We calculated the sensitivity 

and specificity of tools for comparison. We compared the metagenome biodiversity with 

the results of CARD-FISH. During the development of TaxSOM, I made improvement 

suggestions for the software. I also participated in the interpretation and discussion of 

the results. 



2. Publications and Manuscripts 

28 

 

ORIGINAL ARTICLE

Practical application of self-organizing maps
to interrelate biodiversity and functional data
in NGS-based metagenomics

Marc Weber1, Hanno Teeling1, Sixing Huang1, Jost Waldmann1,2, Mariette Kassabgy1,
Bernhard M Fuchs1, Anna Klindworth1, Christine Klockow1,3, Antje Wichels4,
Gunnar Gerdts4, Rudolf Amann1 and Frank Oliver Glöckner1,3
1Max Planck Institute for Marine Microbiology, Bremen, Germany; 2Institute of Marine Biotechnology e.V.,
Greifswald, Germany; 3Jacobs University Bremen gGmbH, Bremen, Germany and 4Alfred Wegener Institute
for Polar and Marine Research, Biologische Anstalt Helgoland, Helgoland, Germany

Next-generation sequencing (NGS) technologies have enabled the application of broad-scale
sequencing in microbial biodiversity and metagenome studies. Biodiversity is usually targeted by
classifying 16S ribosomal RNA genes, while metagenomic approaches target metabolic genes.
However, both approaches remain isolated, as long as the taxonomic and functional information
cannot be interrelated. Techniques like self-organizing maps (SOMs) have been applied to cluster
metagenomes into taxon-specific bins in order to link biodiversity with functions, but have not been
applied to broad-scale NGS-based metagenomics yet. Here, we provide a novel implementation,
demonstrate its potential and practicability, and provide a web-based service for public usage.
Evaluation with published data sets mimicking varyingly complex habitats resulted into classifica-
tion specificities and sensitivities of close to 100% to above 90% from phylum to genus level for
assemblies exceeding 8kb for low and medium complexity data. When applied to five real-world
metagenomes of medium complexity from direct pyrosequencing of marine subsurface waters,
classifications of assemblies above 2.5 kb were in good agreement with fluorescence in situ

hybridizations, indicating that biodiversity was mostly retained within the metagenomes, and
confirming high classification specificities. This was validated by two protein-based classifications
(PBCs) methods. SOMs were able to retrieve the relevant taxa down to the genus level, while
surpassing PBCs in resolution. In order to make the approach accessible to a broad audience, we
implemented a feature-rich web-based SOM application named TaxSOM, which is freely available at
http://www.megx.net/toolbox/taxsom. TaxSOM can classify reads or assemblies exceeding 2.5 kb
with high accuracy and thus assists in linking biodiversity and functions in metagenome studies,
which is a precondition to study microbial ecology in a holistic fashion.
The ISME Journal (2011) 5, 918–928; doi:10.1038/ismej.2010.180; published online 16 December 2010
Subject Category: microbial ecology and functional diversity of natural habitats
Keywords: binning; metagenomics; molecular ecology; self-organizing map (SOM); taxonomic
classification; TaxSOM

Introduction

The launch of next-generation sequencing (NGS)
was nothing less than a paradigm shift in environ-
mental molecular microbiology. The dramatic drop
in sequencing costs that followed has resulted in an
unprecedented rate of growth in microbial genome
sequences. This development has spurred the
establishment of sequencing initiatives aiming to
explore the realm of microbial genomes in more

targeted ways than before, for example, by focusing
on specific habitats or taxa. For example, the
‘Marine Microbiology Initiative’ of the Gordon and
Betty Moore foundation has contributed almost 200
draft genomes from marine habitats, and the ‘Genomic
Encyclopedia for Bacteria and Archaea’ project of
the Joint Genome Institute and the German Collec-
tion of Microorganisms and Cell Cultures (DSMZ)
has begun to systematically fill the remaining gaps
in the prokaryotic branches of the tree of life by
aiming to sequence at least one representative from
all clades (Wu et al., 2009). The introduction of
NGS has also propelled metagenomic community-
sequencing approaches, which led to dedicated
initiatives as well. For marine habitats, the ‘Inter-
national Census of Marine Microbes’ is focusing on
extending microbial biodiversity knowledge by the
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large-scale sequencing of 16S ribosomal RNA V6
hyper-variable regions (Sogin et al., 2006; Huse
et al., 2008), while integration of the wealth of
metagenomic data from different sources is at
focus of the ‘Community Cyberinfrastructure for
Advanced Marine Microbial Ecology Research and
Analysis’ (Camera) project (Seshadri et al., 2007).
Similar data integration projects have been estab-
lished in the field of medical microbiology, such as
the NIH Human Microbiome Project (Peterson et al.,
2009). Only a few years after the introduction of
NGS, our picture of the microbial world is already
becoming much clearer.

In spite of the advancements in DNA sequencing,
currently available technologies still restrict low-
cost full genome sequencing to cultivable strains.
This requirement severely limits the application of
NGS technologies to microbial biodiversity studies,
because only a minor fraction (typicallyo1%) of the
microbial species in a given habitat can be culti-
vated with current techniques (Amann et al., 1995;
Huber et al., 2007). It is anticipated that progress in
single-cell isolation techniques (Ochman, 2007) and
single molecule sequencing (Gupta, 2008; Clarke
et al., 2009; Eid et al., 2009) will soon overcome this
limitation. For now, however, metagenomics the
sequencing of DNA from an environmental sample
without previous species separation or cultivation,
is the method of choice for obtaining longer
fragments from the genomes of the vast majority of
as-yet uncultured microorganisms.

In the classical metagenome approach, genomic
libraries are constructed by cloning fragmented
environmental DNA into vectors that are sub-
sequently amplified in ultra-competent host cells
(Schloss and Handelsman, 2003). Once a metagen-
ome library is constructed, it can be screened for
inserts carrying specific genes or metabolic acti-
vities. These strategies have been termed sequence-
and function-driven approaches (Schloss and
Handelsman, 2003) and are used to select dedicated
inserts from the library for full-length sequencing.
These approaches, however, have the inherent
disadvantage of limiting obtainable sequence infor-
mation to the few genes adjacent to the respective
target genes.

With the advent of NGS it has become feasible to
omit the cloning step and sequence environmental
DNA directly. In particular, if the target organism is
in high abundance or even dominates a habitat, the
sheer power of NGS allows for obtaining longer
genomic fragments by direct sequencing and assem-
bly of extracted environmental DNA. In contrast,
direct DNA sequencing of habitats with high overall
biodiversity or low-abundance target species mostly
yields sequences harboring partial or single genes
and relatively few longer assemblies with multiple
genes. When a specific microorganism or function
is desired, therefore, the classical metagenome
approach is still much more favorable. If, however,
community function in low to medium biodiverse

habitats as a whole is at focus, then direct sequencing
is a viable approach. Although brute-force direct
sequencing of such microbial communities does not
yield individual genomes, it often yields longer
assemblies of the most abundant species and a
wealth of sequences that can be taxonomically
clustered into bins (taxobins) and subsequently
mined for functions. This approach requires, of
course, methods that allow these sequences to be
taxonomically classified with reasonable accuracy.

In general, taxonomic classification of metage-
nomic DNA fragments can be achieved either on the
level of the encoded genes or on the level of the
DNA sequence themselves.

An introduction to gene-level taxonomic classifi-
cation is beyond the scope of this article. In brief,
they are either based on the post-processing of
BLASTP (Altschul et al., 1990) searches as in
Phylogena (Hanekamp et al., 2007) or MEGAN
(Huson et al., 2007), or on the post-processing of
Pfam searches (Sonnhammer et al., 1997) as in
CARMA (Krause et al., 2008).

Taxonomic classification of DNA sequences on
the level of base composition is still unintuitive
to many biologists. However, not only the genes
but also the DNA itself—including non-coding
regions—is subjected to various evolutionary forces
(Karlin et al., 1998), like species-specific codon
preference, constraints because of DNA superstruc-
ture and GþC content maintenance, and biases that
are introduced by the replication machinery. As a
result, DNA carries a fingerprint-like species-
specific signature in its base composition that is most
pronounced in the patterns of statistical over- and
underrepresentation of short oligonucleotides from
tetra- to hexanucleotides (McHardy et al., 2007). As
the factors that give rise to these fingerprints are
inheritable, they also carry a detectable albeit weak
phylogenetic signal (Pride et al., 2003). The first
work on genomic DNA signatures dates back to well
before the genomic area started with the sequencing
of the first complete bacterial genome (Fleischmann
et al., 1995) and was pioneered among others by
Samuel Karlin et al. (Burge et al., 1992). At first,
scientists have investigated this phenomenon with
rather simplistic methods like dinucleotide or
tetranucleotide relative abundances (Karlin and
Ladunga, 1994; Karlin et al., 1994, 1998; Karlin
and Burge, 1995; Karlin, 1998). Later, however, a
whole variety of different methods have been
applied to oligonucleotide signatures, such as
Markov models (Rocha et al., 1998; Pride et al.,
2003; Reva and Tümmler, 2004; Teeling et al., 2004),
frequency chaos game representations (Deschavanne
et al., 1999) and Bayesian classifiers (Sandberg et al.,
2001). More recently, machine-learning algorithms
have been applied to the task. These can be
subdivided into supervised algorithms like support
vector machines, and unsupervised algorithms like
kernelized nearest-neighbor approaches and self-
organizing maps (SOMs). Support vector machines
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have been used in PhyloPhythia (McHardy et al.,
2007), a kernelized nearest-neighbor approach in
TACOA (Diaz et al., 2009) and SOMs have been
used in a variety of different variants, like batch-
learning SOMs (BLSOMs) (Abe et al., 2003, 2005),
growing SOMs (GSOMs) (Chan et al., 2008a, b),
hyperbolic SOMs (Martin et al., 2008) and emergent
SOMs (Dick et al., 2009). One of the most recent
DNA-based approaches to taxonomically classifying
metagenomic DNA fragments is the usage of inter-
polated context models, as implemented in Phymm
and PhymmBL (Brady and Salzberg, 2009).

Here, we explore the practical application of a
novel implementation of GSOMs and BLSOMs for
the taxonomic classification of metagenome data
sets. We first demonstrate the performance of both
SOM variants on the basis of previously published
simulated metagenomes (Mavromatis et al., 2007) as
well as data from complete microbial genomes.
Then, we demonstrate how SOMs can be applied
to real-world metagenomes for an overall taxonomic
profiling as well as to follow community composi-
tion shifts over time. Our SOM implementation is
termed TaxSOM and has been made available as a
free and feature-rich web-service at http://www.
megx.net/toolbox/taxsom.

Materials and methods

Implementation
TaxSOM has been implemented in the Cþþ pro-
gramming language using the ocount2 (http://www.
promedici.de/ocount2), Lapackþ þ (http://lapackpp.
sourceforge.net), MySQLþ þ (http://tangentsoft.net/
mysql++/) and Boost (http://www.boost.org) Cþ þ

libraries. Ocount2 has been used for oligonucleotide
counting and Markov model-based z-transformations.
Lapackþ þ has been used for Eigenvector transforma-
tion and other matrix operations for principal
components analysis, MySQLþ þ for handling
MySQL queries and Boost for parsing program options
and serialization of computed SOMs. Boost Python
libraries were used to provide an easy way for
wrapping TaxSOMs Cþ þ functions and make them
accessible in the Python programming language.
TaxSOM’s web-interface was implemented in PHP
(Hypertext Preprocessor) in conjunction with some
Python scripts for data processing and with scalable
vector graphics for SOM visualizations.

SOM specificity and sensitivities
Specificity (true positives/(true positivesþ false
positives)) and sensitivity (true positives/(true posi-
tivesþ false negatives)) were used as classification
accuracy measures. A classification was considered
as a true positive, when a query sequence was
classified on a SOM node representing only
sequences of the query’s taxonomic affiliation. It
was considered as false positive, when a query

sequences was classified on a node representing
only sequences from different taxonomic affiliation.
Classification of sequences that ought to be classi-
fied but were matching ambiguous nodes represent-
ing multiple taxa were treated as false negatives. In
addition, the F-measure value, which is the harmo-
nic mean of specificity and sensitivity, was used (see
Supplementary Tables 1, 2, and 3).

Simulated metagenome data sets for evaluation
In order to evaluate the accuracy of TaxSOM’s
GSOM and BLSOM implementations for taxonomic
DNA sequence classification, we used three pre-
viously published simulated data sets (simLC,
simMC and simHC) of varying complexities
(Mavromatis et al., 2007). SimLC simulates a low-
complexity community dominated by a single, near-
clonal population that is flanked by low abundance
species. SimMC was designed to mimic a moder-
ately complex community like in the acid mine
drainage biofilm (Tyson et al., 2004) or the Olavius
algarvensis symbionts’ metagenome (Woyke et al.,
2006), wherein multiple dominant populations are
flanked by low abundant ones. SimHC simulates a
highly complex community with no dominant
populations, like that present in agricultural soils
(Tringe et al., 2005). On all of these data sets, the
three different assembly programs Arachne (Jaffe
et al., 2003), Phrap and JAZZ, have been used,
resulting in a total of nine published test data sets.
We excluded the JAZZ assemblies from our analysis,
because they yielded a much lower number of
correct taxonomic classifications than Phrap and
Arachne assemblies. This is hence an effect of the
JAZZ assembler (or its parameter settings) that would
distort the subsequent taxonomic classification.

Data sets from known organisms for evaluation
A test data set comprising 1401 chromosomes and
plasmids was constructed from all completely
sequenced bacterial and archaeal genomes within
GenBank. One-fifth was randomly cut from each
sequence and retained for later classification, while
the remaining 80% were used as training sequences
for BLSOM and GSOM construction. A total of 10
SOMs were constructed, by splitting the training
sequences into 10 or 50 kb fragments and using
either di- tri- and tetranucleotide raw counts or
z-scores as input data. The sequences remaining for
classification were used to construct eight data sets
of 0.5, 1, 2.5, 5, 10, 25, 30 and 50kb lengths, which
were subsequently classified by the SOMs (Supple-
mentary Table 1).

Real-world data set
This study is part of the Microbial Interactions in
Marine Systems project (MIMAS; http://www.
mimas-project.de), which provided the real-world
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metagenome data (Table 1). The data consisted of
pyrosequenced bacterial DNA from the coast off the
North Sea Island Helgoland in the German bight
(541 110 30’ N; 71 540 E) that was sampled at five
different dates in 2009 (11 February, 31 March, 7
April, 14 April and 16 June).

At each of these points in time, 500 l of subsurface
water (1m depth) were sampled with the small
research vessel Diker, immediately taken to the lab,
and pre-filtered with 10mm polycarbonate filters
(TCTP, Millipore, Billerica, MA, USA) and 3mm
polycarbonate filters (TSTP, Millipore). The bacterial
fraction was subsequently retained on 0.22 mm
polyethersulfone filters (GPWP, Millipore). All
filters were 142mm in diameter and six membrane
filtration units were operated in parallel to keep
filtration times as low as possible. From the filters,
bulk environmental DNA was extracted by a modi-
fied standard protocol (Zhou et al., 1996). The DNA
was then pyrosequenced directly on the GS FLX Ti
platform with one (16 June) or two picotiter plates
per sample (454 Life Sciences, Branford, CT, USA)
by LGC Genomics (LGC Genomics GmbH, Berlin,
Germany), and subsequently assembled with Newbler
version 2.0.00.22 (Roche, 454 Life Sciences, Branford,
CT, USA). From the assemblies, all sequences at least
2.5 kb long were taken for classification.

The bacterial community composition of the
samples was assessed by catalyzed reporter deposi-
tion-fluorescence in situ hybridization (CARD-FISH)
as follows: samples were fixed with 1% formal-
dehyde and 10ml was filtered onto polycarbonate
membrane filters (type GTTP, pore size 0.2 mm,
Sartorius, Göttingen, Germany). CARD-FISH was
performed according to previously published proto-
cols (Pernthaler et al., 2002). All hybridizations
were counterstained with 40,6-diamidino-2-pheny-
lindole (1 mgml–1) and manually inspected and
quantified.

Data sets for SOM construction
The SOMs for the evaluation of the simulated data
sets were constructed from all bacterial and archaeal
DNA sequences exceeding 485 kb (roughly the size
of Nanoarchaeum equitans) in the NCBI GenBank
database as of October 2008 (release no. 167). These
sequences were extracted using a self-written Cþþ

library termed phyloprint (Waldmann, 2008) that
allows any type of sequence selection based on the
complete NCBI taxonomy (phyloprint currently
includes 462 019 nodes). This resulted in 1521
sequences comprising 3.43Gb of DNA. All
sequences were split into 50 kb fragments and
subsequently used for the construction of GSOMs
and BLSOMs with two types of inputs: oligonucleo-
tide frequency raw counts (di-, tri- or tetranucleotide
counts normalized on values between 0 and 1), or
raw counts z-transformed based on a maximal order
Markov model (Teeling et al., 2004).

The real-world metagenome data sets were
classified on a GSOM with tetranucleotide z-scores
as input. The GSOM was trained in a habitat-
specific manner using 340 bacterial and archaeal
DNA genomic sequences from aquatic habitats,
such as open ocean water, hot springs, hydrothermal
vents or marine sediments. The respective habitat
information was obtained from the EnvO-lite
classifications present in the Marine Ecological
Genomics (MEGX, http://www.megx.net/) database
(Kottmann et al., 2010), and the corresponding
sequences were extracted from NCBI GenBank using
phyloprint.

Protein-level taxonomic classification of real-world
data sets for cross-evaluation
Protein-level taxonomic classification of the
assembled 454-sequenced bulk environmental
DNA was achieved as follows. First, the sequences
were subjected to an open reading frame prediction
with MetaGene (Noguchi et al., 2006). Afterward,
open reading frames exceeding 150 bp were com-
pared with BLASTP (Altschul et al., 1990) against
the non-redundant NCBI database (as of 28 October
2008) and with hmmpfam (Eddy, 1996, 1998) against
the Pfam database (release 22) (Sonnhammer et al.,
1997, 1998). Hits with good E-values (BLASTP:
E pE–15, hmmpfam: E pE–5) were subsequently
analyzed.

BLASTP hits were processed with an adaptation
of the DarkHorse algorithm (Podell and Gaasterland,
2007). In brief, DarkHorse performs rank-based
reasoning on the taxonomic terms from BLASTP
hits, calculates for each hit a so-called lineage
probability index and assigns the open reading

Table 1 Real world metagenome data sets

Sampling date 454 runs Assembly

No. reads No. contigs Mb Contigs 42.5 kb Mb

11 February 2009 1 591182 2 PTP 56 160 31.7 227 0.8
31 March 2009 1 101493 2 PTP 113454 70.2 2321 9.8
07 April 2009 2 109239 2 PTP 61 651 56.0 3229 15.5
14 April 2009 2 017268 2 PTP 66 417 61.0 2999 16.2
16 June 2009 1 120072 1 PTP 42 461 31.9 1137 5.0

Abbreviation: PTP, picotiter plate.
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frame to the hit with the highest lineage probability
index.

Pfam hits were post-processed with CARMA, an
algorithm proposed by Krause et al. (2008) that
infers taxonomic affiliations from the alignments
underlying Pfam Hidden Markov models. Here, we
used a rewritten and improved version of the
original algorithm.

A weighted consensus of all three tools was used
to derive final taxonomic assignments for reads
carrying single and contigs carrying multiple genes.
The self-written phyloprint Cþ þ library was used
to map the taxonomic terms and their NCBI
identifiers during the whole analysis.

Algorithm
The SOM is an unsupervised neural network
algorithm that implements a non-linear mapping of
high-dimensional input data onto a two-dimen-
sional array of weight vectors (Kohonen, 1982,
1990; Kohonen et al., 1996). The process of reducing
the data’s dimensionality can be thought of as a
compression of the input information, whereby the
most important topological and metric relationships
are preserved. In this sense, SOMs produce an
abstraction of the primary data (Kohonen et al.,
2001). The topology of the resulting two-dimen-
sional map can be rectangular or hexagonal, and
is easy to visualize (Figure 1). Details about input-
data variants and a detailed description of the

SOM algorithm variants as implemented in TaxSOM
are summarized in the Supplementary Methods.

Results

Taxonomic classification of simulated metagenomes
For a close to real-world evaluation, TaxSOM was
applied to three published simulated data sets
mimicking metagenomes of low, medium and
high complexities (simLC, simMC and simHC; see
Materials and methods section).

For simLC and simMC, high classification specifi-
cities were achieved on both the BLSOM and the
GSOM, with almost identical results with either Phrap
or Arachne assemblies of at least 8kb—the length used
by Mavromatis et al. (2007) in the publication of
the simulated metagenome data sets. For GSOM
classification of the simLC data set, specificities and
sensitivities of 100% were achieved on the super-
kingdom level and from there on above 97% down to
the genus level. For simMC, the classification speci-
ficity of the GSOM dropped slightly but stayed above
95% from superkingdom to the genus level, while the
sensitivity stayed above 90% (Figure 2a; Supplemen-
tary Figure 1). BLSOM classifications yielded almost
identical specificities with slightly decreased sensiti-
vities (Supplementary Figure 2a). SimHC was devoid
of assemblies exceeding 8kb and hence was omitted.

When Phrap or Arachne assemblies were used
without constraints on sequence size, GSOM

Figure 1 Example of a GSOM showing phylum-level separation. TaxSOM output of a GSOM constructed from all DNA sequences
exceeding 485 kb of all Bacteria and Archaea present in GenBank as of October 2008 (1521 sequences; 3.43Gb). The figure demonstrates
the clustering of sequence fragments of 50 kb with each hexagon representing a single node in the grid. The GSOM was calculated using
z-transformed tetranucleotide counts for every fragment. Each color denotes 1 of 23 different phyla, if a node is colored in black it
contains fragments of more than one phylum. Nodes displayed in any other color contain only fragments of one particular phylum.
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classification specificities exceeded 94% (Figure 2b)
and those of BLSOM exceeded 96% (Supplementary
Figure 2b) on the superkingdom level for all three data
sets (simLC, simMC and simHC). Both SOMS were
still able to correctly classify 467% of the sequences
on the phylum level, while classification accuracy
deteriorated notably on deeper taxonomic levels.

Taxonomic classification of data sets from known
microorganisms
In order to evaluate the taxonomic classification
accuracy of SOMs as a function of DNA fragment
lengths, a test data set was constructed from DNA
sequences of complete bacterial genome sequences.
Parts of the sequences were used to construct
di-, tri- and tetranucleotide-based SOMs and the
remainder was split into fragments of different
lengths and subsequently classified using the SOMs
(see Materials and methods section).

Classification specificity improved with increas-
ing motif and fragment lengths (Supplementary
Table 1). It was mostly above 80% for sequences of
at least 5 kb and even above 90% for longer
fragments on low-resolution taxonomic levels.
Below 5kb classification specificities quickly
dropped to values of mostly below 50%, especially
for high-resolution genus and species assignments.
One interesting observation was that for fragments
of 5 kb or more, z-scores provided better assignments

while below 5kb, raw scores provided more accu-
rate results. Also, GSOMs performed better than
BLSOMs. Generally speaking, high-resolution
assignments required longer sequences (that is,
higher information content) than broad-level assign-
ments. For instance, in order to have a 70% accuracy
with dinucleotide-based GSOMs, sequenceso0.5 kb
were sufficient on the superkingdom level, 2.5 kb on
the phylum level, 5 kb on the class level, 25 kb on
the family level and 450 kb on the genus level.
Similar patterns were observed with longer motif
lengths, although longer motifs increased classifica-
tion accuracy. For example, based on tetranucleo-
tides, 70% classification accuracy on the genus level
was possible with o10 kb (Supplementary Table 1).

Taxonomic classification of real-world metagenome
data sets
TaxSOM’s ability to classify real-world metagenome
data was assessed with five North Sea metagenome
data sets comprising a total of nine full 454 FLX Ti
pyrosequencing runs amounting to almost 8 million
reads (Table 1). These could be assembled into
340 143 contigs, of which those of 2.5 kb or more
were used for classification. The sample taken in
February was highest in biodiversity and yielded
only 227 contigs of sufficient length (0.8Mb). In
contrast, the samples taken in March and April had
lower biodiversities since they covered a Bacteroidetes

Figure 2 GSOM-based classification specificities of simulated data sets. Taxonomic classification accuracy of TaxSOM for the simulated
metagenome data sets mimicking habitats of low (simLC) and medium (simMC) complexities using contigs of 8 kb or larger (a) and all
contigs (b). Plot (i) depicts specificities (%) and plot (ii) sensitivities (%), respectively. From left to right: specificity of classifications of
the simLC data sets assembled with PHRAP and Arachne; classifications of the simMC data sets assembled by PHRAP and Arachne. The
different taxonomic levels are represented by different colors. All classifications were achieved on a GSOM trained with z-transformed
tetranucleotide counts.

SOMs for linking biodiversity and functions in metagenomics
M Weber et al

923

The ISME Journal



2. Publications and Manuscripts 

34 

 

bloom, and thus could be assembled into 2321–3229
contigs of sufficient lengths (9.8–16.2Mb), while the
last sample taken in June yielded 1137 such contigs
(5Mb).

In order to assess the plausibility of TaxSOM’s
taxonomic classifications, we compared the classi-
fications with corresponding CARD-FISH counts of
water samples for all five data sets (Figure 3). In the
February post-winter situation, the water was low in
temperature (B4 1C) and cell densities (4 E6 cells
ml–1). Only in this diverse sample TaxSOM detected
Deltaproteobacteria and Epsilonproteobacteria,
which were likely dispersed from the sediment by
winter storm perturbations.

The spring situation from end of March to
mid-April was characterized by a slight increase in
water temperature (B6 1C) and cell densities (B1
E6 cellsml–1). TaxSOM and the CARD-FISH data
both detected a spring bloom in Bacteroidetes that
reached a maximum in mid-April and was accom-
panied by a decrease in Alphaproteobacteria from
the SAR11 and Roseobacter clades. Hence, much
of the original biodiversity patterns were retained
in the sequence assemblies. Of course, absolute
numbers differed. For example, after the bloom
maximum in mid-April, equal levels of Gamma-
proteobacteria (25%) and Alphaproteobacteria
(27%, SAR11 and Roseobacter combined), and
much higher abundances of Bacteroidetes
(43%) were detected in situ with CARD-FISH,
while in the assemblies TaxSOM detected more

Gammaproteobacteria (36%) than Alphaproteobacteria
(13%) and Bacteroidetes (26%).

In addition to CARD-FISH, we compared
TaxSOM’s classifications with protein-based classi-
fications for the data sets of mid-April (Supplemen-
tary Figure 3). Both allow a complete taxonomic
breakdown from the superkingdom to the species
level. Again, while absolute numbers are different
from those of FISH in situ measurements, the overall
biodiversity pattern was retained. In comparison
with PBC, only TaxSOM was able to resolve the high
abundances of Bacteroidetes (TaxSOM: 28%; PBC:
13%). Both tools were able to resolve the key players
down to the genus level. Most of the Bacteroidetes
were resolved as Polaribacter-like Flavobacteria by
both tools. Similarly, a large proportion of the
Alphaproteobacteria was resolved as SAR11 and
Roseobacter clade species, as indicated by hits to
Pelagibacter and Roseobacter on the genus level.
This is in line with the CARD-FISH results as well
as with reported high abundance of SAR11 species
in the oceans by previous metagenome studies
(Temperton et al., 2009).

Complete taxonomic breakdowns of all five
metagenome data sets are included in the Supple-
mentary Material of this study.

It is noteworthy that as a signature-based method,
TaxSOM could classify the contigs without suitable
BLAST and HMMer hits that could not be classified
on the level of proteins. Especially on deeper
taxonomic levels, sequences could oftentimes not

Figure 3 Biodiversity assessments of the North Sea metagenomes over time. (a) Taxonomic classification of assemblies exceeding 2.5 kb
with TaxSOM. (b) Relative CARD-FISH counts of corresponding water samples. Dotted lines indicate congruence in the abundances of
Bacteroidetes (green) and the majority of Alphaproteobacteria consisting of the orders Rickettsiales (cyan) and Rhodobacterales
(magenta) as assessed by both methods. They do not indicate a smooth transition of the respective abundances, because the community
composition fluctuated considerably in between sample time points (data not shown).
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be classify based on protein information but could
be classified by TaxSOM, which thus provided a
much more detailed taxonomic breakdown.

Discussion

In this study, we demonstrate that DNA composi-
tion-based SOMs as implemented in TaxSOM are a
valuable and useful tool for the taxonomic classifi-
cation of microbial metagenomes and their subse-
quent ecological interpretation. Most suitable in this
respect are NGS-based deeply sequenced meta-
genomes of habitats with a low to medium bio-
diversity, as for example in pelagic ocean waters.

Simulated metagenomes
When applied to simulated metagenome data sets,
TaxSOM achieved high classification specificities
down to the genus level for the data sets mimicking
low- and medium-diversity habitats with fragments
of at least 8 kb. These results were obtained even
though the corresponding SOMs were constructed
from all available fully sequenced prokaryote
genomes, and thus comprised a wealth of nodes
representing species lacking from the simulated data
sets, leading to a high statistical chance of mis-
classification. This implies that with real-world data
from habitats of comparable complexities, respec-
tive fragments can be classified with specificities
that are sufficient to deduce biologically meaningful
results down to the family or even genus level. As in
most real-world applications a priori knowledge
about the studied habitat is available, more specific
SOMs can be constructed from dedicated training
sequences, which will further improve classification
specificity. Using the simulated data sets without
constraining fragment lengths lead to a notable
decrease in classification specificities. One reason
for this is of course that without length restrictions,
large quantities of very short sequences were
included whose information content is insufficient
for accurate classification. Interestingly, this effect
was almost independent of the complexity of the
simulated data set, suggesting that at least these data
sets were not saturating the resolution of the SOM,
that is, the complexity of the analyzed data was not
limiting the analysis. An additional reason for the
drop in classification specificities, as stated by
Mavromatis et al., (2007), is that a high proportion
of chimeras among shorter contigs result in low
quality classifications. If the number of such mis-
assemblies can be reduced, the minimum required
sequence length will drop as well (Chan et al.,
2008b). Still, even with inclusion of the short
fragments TaxSOM provided respectable results in
all simulated data sets at least down to the phylum
level, which might be the current limit for reason-
able biological conclusions based on mostly short
and unassembled sequences (Figure 2; Supplemen-
tary Figures 1 and 2).

Data sets from known microorganisms
The results from the artificial data sets of fully
sequenced microorganisms show that classification
specificity is a function of information content, and
hence increases with motif and with sequence
length. Longer oligonucleotides provide better spe-
cificities than shorter oligonucleotides, and longer
sequences can be classified more accurately than
shorter ones. Good classification specificities can be
obtained for sequences down to 5 kb; below that,
information content starts to become limiting (Sup-
plementary Table 1). This is also supported by the
fact that below 5kb SOMs constructed from raw
oligonucleotide counts outperformed those con-
structed from z-transformed counts, while it was
the opposite above 5 kb. The z-transformation
statistically corrects counts of oligonucleotides of a
given length for asymmetries introduced by skews
in shorter oligonucleotide frequencies. For example,
it is expected that within high GC genomes higher
frequencies of GC-rich tetranucleotides (for exam-
ple, GGCC) are observed than an AT-rich genomes,
and thus high frequencies of GGCC in an GC-rich
genome convey less information as when they occur
in an AT-rich genome. However, the z-transforma-
tion compensating this is itself based on a statistical
assessment, and hence also limited by the
sequence’s information content. As the latter dete-
riorates from about 5 kb on, z-transformation can
only enhance results for sequences with sufficient
information content and even introduces additional
noise when the sequences get too short for proper
statistics. Nonetheless, classification accuracies for
sequences below 5kb are still sufficient to conduct
NGS-based statistical ecological habitat studies.
Here, the ability to discriminate a biological signal
from the data’s noise is more important than an
almost perfect classification, such as when monitor-
ing overall community composition changes or
linking abundances of functional genes to taxo-
nomic groups.

Real-world metagenomes
As our results with pyrosequenced bulk DNA show,
such studies are possible with sequences of 2.5 kb
at least down to the class if not to the order level,
especially with suitable habitat-specific SOMs.
Although classifications were not perfect with
respect to providing a high-resolution quantitative
taxonomic breakdown of the analyzed samples, they
provide a good description of overall biodiversity
and abundances of a given habitat (Supplementary
Figure 3) and allow detection of major community
composition changes (Figure 3). These data can
serve as a guideline for the selection of specific
CARD-FISH probes for more detailed biodiversity
studies, and furthermore allows mining the taxono-
mically classified sequences (taxobins) for func-
tions. Such a linkage of taxonomy and function
will allow us to gain insights into the ecological
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functioning of habitats and even to select frequent
but as yet unknown genes within dedicated taxa as
targets for further studies.

It is our experience from more than a dozen direct
pyrosequencing experiments on moderately diverse
coastal and deep sea ocean waters (data not shown)
that well-run 454 FLX Ti picotiter plates can yield
more than a million reads comprising up to 400Mb
of raw sequence that typically can be assembled
into 30–70Mb of non-redundant DNA, equivalent to
7–16 bacterial genomes. In all cases, the longest
assemblies were well within the range of typical
fosmids (that is, up to 35 kb), and larger proportions
of the assemblies were above 2.5 kb and thus
suitable for SOM analysis (Table 1).

Biodiversity information from direct DNA sequen-
cing cannot rival in situ measurements like FISH in
terms of quantitativeness because of inherent biases,
such as lineage-specific DNA extraction efficacies,
sequence-dependent differences during the bead-
mediated amplification in the 454 library creation
step, skews introduced by the assembly diminishing
quantities of the most abundant species, and taxa
without suitable reference sequences for taxonomic
classification, like those without any representation
in public sequence databases. FISH on the other
hand has to cope with its own inherent limits, like
issues with permeabilization, target accessibility or
probe sensitivity and specificity. Hence, both meth-
ods shed a slightly different light on biodiversity.
It is therefore understandable that the biodiversity
data obtained by FISH and by direct sequencing of
bulk DNA show differences, although they are in
broad agreement with respect to major community
composition shifts. It is noteworthy that the
TaxSOM assignments were well supported by PBC
tools. This indicates that the TaxSOM assignments
reflect a realistic assessment of the biodiversity
within the sampled sequences, which does not
necessarily reflect the situation in situ in a perfect
manner. FISH does provide only information for the
applied probes, whereas in silico taxonomic classi-
fications of directly sequenced DNA do not require
a priori assumptions about the community composi-
tion, provide a deeper taxonomic resolution in
shorter time and enable formation of taxobins that
can be mined for gene functions in order to address
ecological questions.

TaxSOM website
In order to make such applications accessible for a
broader audience in microbial molecular ecology,
we implemented TaxSOM as a freely accessible
website that allows the usage of GSOMs and
BLSOMs for taxonomic classification of microbial
DNA sequences. TaxSOM provides either pre-com-
puted SOMs for general taxonomic classification
purposes, or the option to compute custom-tailored
SOMs. For the latter, TaxSOM provides the ability
to upload sequences for SOM construction (for

example, with habitat-specific sequences) as well as
a dynamic taxonomy tree selection tool that allows
for an easy visual as well as textual selection of all
sequences of the NCBI nt database with sufficient
length. A rich set of features is available for
controlling the behavior of SOMs, and the resulting
SOMs can be inspected visually. For experts, we
provide a rich set of parameters for controlling the
SOMs behavior. Unique to TaxSOM is the capability
of pre-processing frequencies using a maximal-order
Markov model as input data, which improves
classification accuracy for sequences exceeding
5kb. After a SOM is constructed, sequences can be
uploaded for classification, whereby a SOM persists
and can be used for the classification of multiple data
sets. Classification results can be inspected either
visually (Figure 1) or downloaded as tables in text
files for further use. This will enable a broader
audience to use taxonomic classifications in micro-
bial community studies. The TaxSOM web service is
available at http://www.megx.net/toolbox/taxsom.

Conclusions
One advantage of SOMs is that taxonomic classifica-
tion once a SOM is trained takes only minutes, even
for large amounts of sequences, while gene-based
classification tools rely on time-consuming and
computationally intensive BLAST or HMMER
searches, and FISH requires labor-intensive labora-
tory work. For example, the current TaxSOM
implementation can classify 100 000 sequences on
a SOM of 10 000 nodes within 20min on moderate
hardware (single 2.2MHz Opteron core). Similarly, a
million sequences can be classified within a couple
of hours conveniently over night (see Supplemen-
tary Tables 4, 5 and 6 for more elaborate data on
classification speed). This makes SOM-based taxo-
nomic classifications ideal for processing vast
amounts of sequences as they are produced by
current NGS platforms.

With promising new sequencing technologies on
the horizon that will not need amplification and will
deliver more and longer reads at lower prices, like
ZMW-based sequencing by Pacific Biosciences
(Menlo Park, CA, USA; Eid et al., 2009) or various
variants of nanopore sequencing as developed
by Oxford Nanopore Technologies (Kidlington,
Oxfordshire, UK; Clarke et al., 2009), IBM
Deutschland Research & Development GmbH
(Böblingen, Germany)/Roche (DNA transistor) and
others, there is a need for high-throughput tools to
convert the wealth of sequence data into knowledge.
The recently introduced Pacific Biosciences single
molecule sequencing platform has an average read
length of 41 kb and a maximum read length of 5 kb.
Hence, technologies that focus on short reads will be
mostly obsolete in the not too distant future. As a
consequence, microbial biodiversity studies soon
will target full-length 16S ribosomal RNA sequences
instead of only small hypervariable regions, and
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metagenomic studies will produce longer assem-
blies that can be taxonomically classified with high
accuracy. Tools like TaxSOM will enable the fast
classification of large proportions of metagenomes
into taxobins, and thus provide a link between
biodiversity and function.

Even with current 454 FLX Titanium pyrosequen-
cing, good results can be expected for SOM-based
taxonomic classifications, in particular for habitats
with limited diversity, few dominating species or
with species that discriminate well in terms of their
genomic signatures. For complex habitats leading to
metagenomes without longer assemblies, DNA com-
position-based methods should be combined with if
not substituted by PBC methods. These, however,
are restricted to sequences harboring well-character-
ized genes or domains and thus can classify fewer
sequences.

Until long read technologies are available, we
suggest clustering metagenomes into taxobins by a
combination of nucleotide and protein-based taxo-
nomic classification tools. This enables the applica-
tion of large-scale NGS DNA sequencing as a
screening tool for biodiversity and paves the way
for insights into the functional ecology of complex
microbial communities. For habitats with low-to-
medium biodiversity, sufficiently reliable classifica-
tions can be achieved down to the genus level, but
the amount of sequence that is obtained in praxis
with current techniques will be often too small for a
sound statistical analysis of gene functions on this
level. However, functional analyses of our real-
world data have shown that such studies can be
done down to the class and for abundant taxa even
down to the order level with two to four full
picotiter plates of pyrosequencing per sample (data
not shown). We anticipate that progress in sequen-
cing with respect to read length and throughput will
soon eliminate this bottleneck and thus will enable
to study microbial communities in a holistic fashion
on a much finer level.
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Substrate-Controlled Succession
of Marine Bacterioplankton Populations
Induced by a Phytoplankton Bloom
Hanno Teeling,1* Bernhard M. Fuchs,1* Dörte Becher,2,5 Christine Klockow,1,3

Antje Gardebrecht,6 Christin M. Bennke,1 Mariette Kassabgy,1 Sixing Huang,1

Alexander J. Mann,1,3 Jost Waldmann,1,2,3 Marc Weber,1,3 Anna Klindworth,1,3 Andreas Otto,5

Jana Lange,2 Jörg Bernhardt,5,7 Christine Reinsch,2 Michael Hecker,2,5 Jörg Peplies,8

Frank D. Bockelmann,9 Ulrich Callies,9 Gunnar Gerdts,4 Antje Wichels,4 Karen H. Wiltshire,4

Frank Oliver Glöckner,1,3 Thomas Schweder,2,6† Rudolf Amann1†

Phytoplankton blooms characterize temperate ocean margin zones in spring. We investigated
the bacterioplankton response to a diatom bloom in the North Sea and observed a dynamic
succession of populations at genus-level resolution. Taxonomically distinct expressions of
carbohydrate-active enzymes (transporters; in particular, TonB-dependent transporters) and
phosphate acquisition strategies were found, indicating that distinct populations of Bacteroidetes,
Gammaproteobacteria, and Alphaproteobacteria are specialized for successive decomposition of
algal-derived organic matter. Our results suggest that algal substrate availability provided a
series of ecological niches in which specialized populations could bloom. This reveals how
planktonic species, despite their seemingly homogeneous habitat, can evade extinction by
direct competition.

A
nnually recurring spring phytoplankton

blooms with high net primary produc-

tion (NPP) characterize eutrophic upwell-

ing zones and coastal oceans in higher latitudes.

Coastal zones with water depths <200 m consti-

tute ~7% of the global ocean surface (1), yet they

are responsible for ~19% of the oceanic NPP (2)

and globally account for 80% of organic matter

burial and 90% of sedimentary mineralization

(1). Heterotrophic members of the picoplankton—

mostly Bacteria—reprocess about half of the

oceanic NPP in the so-called “microbial loop”

(3). The bulk of this bacterioplankton biomass is

free-living, but up to 20% is attached to algae or

particles (4).

The bacterial response to coastal phytoplank-

ton blooms has been almost exclusively studied

in microcosm/mesocosm experiments (5–8) or

with limited resolution in time and biodiver-

sity in situ (9–11). We observed bacterial popula-

tions during and after a phytoplankton bloom

in spring 2009 at the island of Helgoland in the

German Bight (54°11′03′′N, 7°54′00′′E; fig. S1A)

with a high taxonomic and functional resolu-

tion. We sampled 500 liters of subsurface sea-

water twice a week during 2009. Samples were

filtered into fractions dominated by free-living

bacteria (3 to 0.2 mm in size) and algae/particle-

associated bacteria (10 to 3 mm in size) (fig. S2).

Algal composition was determined microscop-

ically (fig. S3 and table S1), and microbial com-

position was identified via catalyzed reporter

deposition fluorescence in situ hybridization

(CARD-FISH, tables S2 and S3). At selected

sampling times during and after the bloom, the

data were complemented by comparative analysis

of 16S ribosomal RNA (rRNA) gene amplicons

(pyrotags, table S4) and by functional data from

extensive metagenome and metaproteome analy-

ses (table S5). In addition, physical and chemical

parameters were measured daily, including tem-

perature, turbidity, salinity, and concentrations of

phosphate, nitrate, nitrite, ammonium, silicate,

and chlorophyll a (table S6).

Pre-bloom bacteria (Fig. 1A) were dominated

by Alphaproteobacteria (41 to 67%), composed

roughly of two-thirds SAR11 clade and one-

third Roseobacter clade (Fig. 1B and fig. S4B).

SAR11 consisted almost exclusively of subgroup

Ia (Candidatus Pelagibacter ubique) (table S4).

This composition changed as the spring phyto-

plankton bloom commenced (12). In early April (3

to 9 April 2009), Bacteroidetes abundances in-

creased fivefold within 1 week (from 1.5 × 105

to 7.7 × 105 cells/ml), whereas Alphaproteobac-

teria (from 2.1 × 105 to 5.0 × 105 cells/ml) and

Gammaproteobacteria (from 0.8 × 105 to 1.8 ×

105 cells/ml) abundances only approximately

doubled. The Bacteroidetes consisted mostly of

Flavobacteria (89 to 98%) (table S4), with a suc-

cession of Ulvibacter spp., followed by Formosa-

related and Polaribacter species as the most

prominent groups (Fig. 1C and fig. S4C). Gam-

maproteobacteria reacted later to algal decay,

but with a more dense succession of peaking

clades, with highest abundances in Reinekea spp.

and SAR92 (Fig. 1D and fig. S4D). Reinekea

spp. grew within 1 week from 1.6 × 103 cells/ml

to above 1.6 × 105 cells/ml (estimated doubling

time, 25 hours) and subsequently almost vanished

within 2 weeks. Roseobacter clade members also

showed a succession, with the NAC11-7 lineage

dominating the early bacterioplankton bloom and

the Roseobacter clade–affiliated (RCA) lineage

dominating the late bloom (table S4).

Metagenomes were partitioned into taxonom-

ically coherent bins (taxobins, fig. S5A) and then

used for identification, annotation, and semiquan-

titative analyses of the metaproteome data (12).

This allowed the investigation of shifts in gene

content and expression within dominating bac-

terial populations (table S7).
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A pronounced peak in the abundance of

carbohydrate-active enzymes [CAZymes (13)] ac-

companied the bacterial succession (fig. S5B).

CAZyme frequencies and expressions were tax-

onomically distinct (Figs. 2 and 3). For instance,

Flavobacteria and Gammaproteobacteria domi-

nated the abundant glycoside hydrolase family

16 (GH16). Most corresponding genes were an-

notated as laminarinases for decomposing the

algal glucan laminarin. Likewise, expressed GH30-

family proteins that include b-D-fucosidases

mapped exclusively to Flavobacteria. Flavobac-

teria also dominated GH29/GH95-family genes

containing a-L-fucosidases, as well as L-fucose

permease genes. Fucose is a major constituent of

diatom exopolysaccharides (14, 15). Flavobac-

teria were also dominating GH92-family glycoside

hydrolases encoding mainly alpha-mannosidase,

whereas Gammaproteobacteria dominated the

glycoside hydrolase family 81. Likewise, Gamma-

proteobacteria (SAR92 clade) and Flavobacteria

dominated expression within the GH3 family.

Many algal polysaccharides are sulfated (such

as carragenans, agarans, ulvans, and fucans), and

hence sulfatases are required for their complete

degradation. Sulfatase gene frequencies peaked

together with the CAZymes at 7 April and showed

a mixed taxonomic composition, but the max-

imum in sulfatase expression occurred later in

the bloom (Fig. 3) and was dominated by Flavo-

bacteria. Expressed sulfatases were found in the

Polaribacter taxobin, which corroborates recent re-

ports of high numbers of sulfatases in Polaribacter

(16). In contrast, glycoside hydrolases for decom-

posing nonsulfated laminarin (GH16, GH55, and

GH117) had their expression maxima earlier dur-

ing the initial algal die-off phase.

Glycolytic exoenzymes initiate bacterial uti-

lization of complex algal polysaccharides. As a

result, shorter sugar oligomers and monomers

become increasingly available and allow fast-

growing opportunistic bacteria with a broader sub-

strate spectrum to grow. Differences in nutritional

strategies were apparent even between taxonomic

classes; for example, in the expression of trans-

port systems for nutrient uptake (Fig. 4A).

TonB-dependent transporter (TBDT) compo-

nents dominated expressed transport proteins in

Flavobacteria, whereas adenosine triphosphate

(ATP)–binding cassette (ABC), tripartite ATP-

independent periplasmic (TRAP), and tripartite

tricarboxylate transporters (TTT) for low-molecular-

weight (LMW) substrates were expressed only

at low levels (Fig. 4A). TBDTs, originally thought

to be restricted to complexed iron(III) (17) and

vitamin B12 uptake, allow uptake of compounds

that exceed the typical 600- to 800-dalton sub-

strate range of normal porins (18, 19). Within

Bacteroidetes, TBDTs are often colocalized with

carbohydrate degradation modules (fig. S6)

(16, 20–22), and thus the substrate spectrum of

these transporters may be much wider than an-

ticipated (23), including oligosaccharides. TBDTs

constituted no less than 13% of the expressed pro-

teins identified during the bacterioplankton bloom

at 31 March but only 7% in a non bloom sample

at 11 February (fig. S7). This observation high-

lights the importance of TBDTs and corroborates

a report of high TBDT expression in a coastal up-

welling zone (24). In high-NPP zones, the capac-

ity to take up oligomers as soon as they become

transportable may constitute a major advantage

over competitors restricted to smaller substrates.

In theGammaproteobacteria, SAR92 featured

a similar transporter expression profile as the

Flavobacteria, whereas Reinekea spp. exhibited

high expression of ABC and, to a lesser extent,

TRAP transporters, indicating a different nutri-

tional strategy with emphasis on the uptake of

monomers (Fig. 4A).

Likewise, Alphaproteobacteria showed high

expression levels of ABC and TRAP transporters

and low levels of TBDTs and TTTs. This reflects

the ecological strategy of the dominating SAR11.

The well-studied representative Pelagibacter ubique

HTCC 1062 thrives under oligotrophic condi-

tions by means of high-affinity ABC and TRAP

transporters and a constitutively expressed energy-

producing proteorhodopsin (25–27). Our data

confirmed constitutive proteorhodopsin expres-

sion and transporter components as the most

abundant expressed proteins in the SAR11 clade,

which corroborates previous findings (28). Mem-

bers of the metabolically diverse, opportunistic

alphaproteobacterial Roseobacter clade (29–31)

exhibited LMW transporter expression levels that

exceeded those of SAR11 (Fig. 4A). Although

Roseobacter clade cells were two to four times

less abundant than SAR11, they are larger, which

may explain greater Roseobacter transporter

expression.

Multiple factors may contribute to bacterio-

plankton bloom termination, such as predation by

flagellate protozoa, viral lysis, and nutrient de-

pletion. Phosphate limitation can spur algal exu-

date production, which might serve to promote

the growth of phycosphere bacteria that reminer-

alize and acquire phosphate more effectively

(32); however, under phosphate limitation, algae

and bacteria will compete. Phosphate dropped

below the detection limit early in the phytoplank-

ton bloom (fig. S1C), and the expression of sev-

eral phosphate and phosphonate ABC-type uptake

Fig. 1. Abundances of major
bacterial populations during the
bacterioplankton bloom as assessed
by CARD-FISH. (A) Chlorophyll a
(Chl a) concentration (measured
with a BBE Moldaenke algal
group analyzer), 4´,6-diamidino-
2-phenylindole (DAPI)–based
total cell counts (TCC), and bac-
terial counts (probe EUB338 I-III)
during the year 2009; diatom-
dominated spring blooms (1)
and dinoflagellate-dominated
summer blooms (2) are marked
with green boxes; triangles on
topmark accessory samples:meta-
genomics (red), metaproteomics
(blue), and 16S rRNA gene tag
sequencing (magenta). (B) Rel-
ative abundances of selected
Alphaproteobacteria: SAR11
clade (probe SAR11-486) and
Roseobacter clade (probe ROS537).
(C) Relative abundances of se-
lected Flavobacteria: Ulvibacter
spp. (probe ULV-995), Formosa
spp. (probe FORM-181A), and
Polaribacter spp. (probe POL740).
(D) Relative abundances of se-
lected Gammaproteobacteria:
Reinekea spp. (probe REI731)
and SAR92 clade (probe SAR92-
627). Further probes that are not
shown for clarity are specified
in the supplementary materials
(tables S2 and S3).
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systems in various bacterial taxobins increased

over the progression of the bloom (Fig. 4B). Gam-

maproteobacteria and SAR11 tended to use ABC-

type phosphate transporters, as discovered in earlier

studies (28), whereas flavobacterial Polaribacter

spp. used phosphate:sodium symporters, and al-

phaproteobacterial Rhodobacterales spp. used

phosphonate transporters.

In the first response to the phytoplankton

bloom, flavobacterial Ulvibacter and Formosa

spp. dominated (tables S2 and S4). Within these

clades, TBDT components were among the pro-

teins with the highest expression levels. This cor-

roborates reports that specific Flavobacteria are

tightly coupled to diatoms (7). Bacteroidetes have

also been identified as major bacteria attached

to marine snow (33, 34), which agrees with their

presumed role as fast-growing r strategists with

specialization on the initial attack of highly com-

plex organic matter (16, 21, 35). Hence, algal

blooms lead to a multifold increase of coloniza-

tion surfaces for Bacteroidetes, which respond

with increased production of exoenzymes (36).

After algal lysis, Bacteroidetes are the first to

profit.

The second phase of the bacterioplankton suc-

cession coincided with a shift in algal composition

(fig. S3) and was characterized by a pronounced

peak of gammaproteobacterial Reinekea spp.

that reached up to 16% of the bacteria (14 April

2009). Reinekea spp. featured a different expres-

sion profile, with high expression levels of trans-

porters for peptides, phosphate, monosaccharides,

and other monomers. These in situ data agree

with the studies on cultured Reinekea species

(37–39) that found broad generalist substrate

spectra. The increase of alphaproteobacterial

Fig. 2. Abundances of CAZymes with relevance for
external carbohydrate degradation. (Left) Copies
of 20 CAZymes per megabase of metagenome se-
quence with class-level taxonomic classifications
(12). Maximum abundances are highlighted in gray.
(Right) Detailed taxonomic breakdown for four
selected CAZymes showing differing taxonomic com-
positions; each histogram shows data for the five
metagenome samples (from left to right: 11 Feb-
ruary 2009, 31 March 2009, 7 April 2009, 14 April
2009, and 16 June 2009).

Fig. 3. Expression of CAZymes with relevance for external carbohydrate degradation; the proteome
data were analyzed in a semiquantitative manner based on normalized spectral abundance factors
(NSAFs) (12).
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Roseobacter clade RCA during this phase might

also be attributed to the Roseobacter's oppor-

tunistic life-style (29) and is consistent with pre-

vious findings of free-living RCA phylotypes in

the German Bight during diatom blooms (40).

The third phase of the spring 2009 bacte-

rioplankton succession was dominated by flavo-

bacterial Polaribacter and gammaproteobacterial

SAR92 clade species, together with a secondary

spike in Formosa spp. (Fig. 1, C and D). At this

time, Polaribacter and Formosa dominated the

particle/algae-attached fraction (table S8). Hence

this phase with high sulfatase expression (Fig. 3)

reflected another change of ecological niches (12).

Taken together, the bacterial response to coast-

al phytoplankton blooms was more dynamic

than previously anticipated and consisted of a

succession of distinct populations with distinct

functional and transporter profiles. Thus, the

diatom-induced growth of specific bacterioplank-

ton clades most likely resulted from the successive

availability of different algal primary products

(bottom-up control), which provided the series

of ecological niches in which specialized pop-

ulations could bloom. As a result, we are now

beginning to uncover the relevant predictors for

defining the ecological niches of planktonic

species (41) and thus can tackle the “paradox

of the plankton” (42), which is how these spe-

cies evade extinction by direct competition in a

seemingly homogeneous habitat with limited

resources.
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Fig. 4. Transporter components and phosphorus acquisition proteins of dominant taxa during the bac-
terioplankton bloom. (A) Expression of transporter components: starch utilization SusD-family proteins
(SusD), TBDTs, TTTs, TRAPs, and ABCs. (B) Expression of proteins involved in phosphorus acquisition.
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Abstract 

Background: Annually recurring spring phytoplankton blooms are typical for ocean 

margin zones in temperate latitudes. In a previous study, we investigated the response 

of marine subsurface bacterioplankton to a diatom-dominated spring phytoplankton 

bloom in the German Bight in 2009. Algal primary production triggered a bloom of 

bacterioplankton that was characterized by swift successions of dedicated bacterial 

clades with notably distinct substrate spectra. Prominent clades were the consecutively 

blooming bacterial genera Formosa, Reinekea and Polaribacter. Here we present an 

analysis of these clades’ carbohydrate-active enzymes with a focus on algal 

chrysolaminarin, callose, and sulfated polysaccharides as well as bacterial α-glucans. 

Results: We re-analyzed metagenomic data from the spring bloom succession and 

amended these data with four newly sequenced draft-genomes of Formosa (2), 

Reinekea (1) and Polaribacter (1) isolates. In the early blooming Formosa we found 

high gene frequencies of sulfatases, GH16 family glycoside hydrolases, -glucanases, 

and glycosyltransferase family GT5 glycogen synthases. Metaproteome data confirmed 

in situ expression of GH16 and GT5 in Formosa, and Formosa pure culture 

experiments demonstrated production of glycogen-like extracellular α-glucans. The 

intermediary and late blooming Reinekea and Polaribacter had notably different 

carbohydrate-active enzyme profiles with high numbers of α-amylases, indicating α-

glucan usage. Reinekea and Polaribacter pure culture experiments verified α-glucan 

usage as well as chrysolaminarin usage in Polaribacter. 

Conclusions: These findings suggest that Formosa initiated the degradation of algal 

chrysolaminarin, callose, and sulfated polysaccharides and converted the excess to 

reserve and extracellular α-glucans. The initial algae degradation also exposed the 

intracellular chrysolaminarin to other microorganisms, paving the way for members of 

the clades Reinekea and Polaribacter. These bacteria likely fed on more accessible 

less complex algal products, but also on the Formosa α-glucans. Hence, carbohydrate-
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active enzyme profiling could elucidate that the bacterioplankton succession was a 

bottom-up substrate-controlled displacement process of different bacterial clades with 

different niche adaptations that extended over multiple trophic levels and was underlain 

by intricate carbon conversions. 
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Background 

Land plants and marine algae each contribute about 50% of the global organic matter 

net primary production (NPP) [1]. In the oceans, diatoms are among the most important 

primary producers and are estimated to contribute about 20% to the global NPP [1, 2]. 

This culminates in annually recurring, sometimes massive diatom blooms that 

characterize the upwelling zones and continental shelves in higher latitudes worldwide 

[3-6]. 

Algal NPP provides not only the basis of the food web of marine micro-, meio- and 

macrofauna from protists to fish, but also of the heterotrophic bacterioplankton 

community. This trophic connection is reflected in synchronized blooms of bacteria 

after diatom blooms as they have been observed in various studies [6-13], and is 

largely mediated by algal polysaccharides. Polysaccharides can make up more than 

50% of algal dry weight [14, 15], and many algae also produce polysaccharide-rich 

exudates, such as transparent exopolymer particles (TEPs). Diatom TEPs are 

adhesives rich in sulfated polysaccharides [16] that promote diatom flocculation and 

subsequent sinking [16, 17]. This removes diatoms from the photic zone and thereby 

accelerates bloom termination [16, 17]. Conversely, phycosphere bacteria feeding on 

TEP prolong diatom blooms in a mutualistic fashion [10]. Likewise, some free-living 
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marine bacteria respond to algal blooms by feeding on either living or decaying algal 

cells, which recycles diatom mineral components such as silica to the environment [18-

21]. These primary diatom-degrading bacteria pave the way for more generalist 

bacteria and thus initiate a complex chain of nutrient utilizations among the 

heterotrophic bacterioplankton – trophic relations as they are implied by the ‘microbial 

carbon pump’ concept, which implies that microbes ‘pump’ bioavailable organic carbon 

compounds into a pool of more recalcitrant compounds in a process that spans 

multiple trophic levels [22]. 

Polysaccharides constitute the most diverse class of macromolecules in nature, as 

they feature a wide variety of sugar monomers (including anhydro-sugars) that can be 

linked in various ways in a linear or branched fashion and decorated with a large 

number of moieties (e.g. sulfate, methyl or acetyl groups). In contrast proteins 

synthesized at ribosomes are usually linear and feature only peptide bonds, and the 

diversity of lipids is also limited. Hence the diversity and specificity of proteases and 

lipases is small in comparison to that of carbohydrate-active enzymes (CAZymes), i.e. 

enzymes that synthesize, modify or breakup glycosides [23, 24]. While there are 

bacterial species that can degrade most proteins and their amino acids or a large 

number of lipids, the diversity of carbohydrates is too large that a single bacterial 

species can harbor enough genes to break down even a larger proportion of the 

carbohydrate variants in nature. Thus, carbohydrate-degrading bacteria specialize on 

dedicated polysaccharides and their sugar monomers, which is reflected in the fact that 

CAZymes account for not more than about 2% of the genes in most bacterial genomes 

[23, 25]. This entails that many of such niche-adapted microbial specialist are required 

for the concerted break down of complex polysaccharides. A recent example is the 

study of Martens et al. [26], who showed this type of resource and niche partitioning in 

two human gut Bacteroidetes. 
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In a previous in-situ study termed MIMAS (Microbial Interactions in Marine 

Systems) we reported on the bacterioplankton’s response to a diatom-dominated 

phytoplankton bloom in the German Bight in spring 2009 [6]. This bloom started around 

the 2nd of March, peaked three weeks later around March 23rd and from there on 

subsided till the end of April. The diatoms were dominated by the genus Thalassiosira 

[6], centric diatoms of which the representative T. pseudonana has been extensively 

studied and completely sequenced [27]. A single Thalassiosira pseudonana cell is 

estimated to fix about 807.6 fg carbon per hour with sufficient sunlight under 

atmospheric CO2 concentration (38 ppm) [28]. This corresponds to an average of 58 µg 

fixed carbon per liter and day when the Thalassiosira cell densities of the 2009 spring 

phytoplankton bloom in the German Bight [6] are integrated over the three main weeks. 

For a diatom bloom covering the 100 km x 100 km core area of the German Bight this 

would correspond to ~3 kilotons of carbon just in the topmost five meters of the water 

column. The phytoplankton bloom stirred a swift succession of distinct clades in the 

bacterioplankton (Figure 1). During the period of 20/03/2009 - 09/04/2009, relative 

abundances of Formosa sp. (class Flavobacteria) rose quickly from below 1% to 23% 

of the bacterioplankton, with corresponding cell counts from 780 to 3.4 x 105 cells/ml. 

Afterwards, Formosa relative abundances fell to below 10%. The genera Reinekea 

(class: Gammaproteobacteria) and Polaribacter (class Flavobacteria) responded later 

to the diatom decay. Reinekea relative abundances increased within one week from 

below 0.2% to 16% but vanished two weeks later with a relative abundance below 1%. 

At the same time, Polaribacter relative abundances rose from 10% to 20%. Several 

CAZymes, sulfatases, and sugar transporters were identified in the blooming 

bacterioplankton using a combination of metagenome and metaproteome analyses, but 

the substrates or metabolites remained elusive. 

The aim of the current study was to gain more insight into the carbohydrate-

mediated trophic relations among these key players of the bacterioplankton 
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succession. To this end we performed a series of comparative analyses for 

metagenomic data obtained during the bloom, and complemented these analyses with 

four newly sequenced draft genomes from the genera Formosa (2), Reinekea (1) and 

Polaribacter (1). In addition we performed cross-comparisons with the GOS 

metagenomic data [29], and thirteen published marine reference genomes. As a result, 

we hypothesize that members of Formosa fed on complex algal -1,3/ -1,6-linked 

glucans such as chrysolaminarin and callose. Formosa converted these complex -

linked glucans to simpler α-linked glucans, which were among the substrates 

subsequently used by members of the clades Reinekea and Polaribacter. In addition, it 

could be shown that Polaribacter were able to degrade chrysolaminarin. These findings 

were corroborated by metaproteome expression data and physiological data from the 

cultured isolates. In summary, this study exemplarily demonstrates that during 

bacterioplankton successions different bacterial clades with different niche adaptations 

can be functionally linked via intricate carbon compound conversion processes. 

 

Results and discussion 

The bacterioplankton at 07/04/2009 was characterized by high sulfatase and GH16 

gene frequencies 

Sulfatases are esterases that hydrolyze sulfate esters from carbohydrates, steroids 

and proteins. The disintegration of diatoms requires sulfatases since diatom TEP and 

cell wall casings both contain sulfated polysaccharides [16, 17]. A comparison of the 

sulfatase gene frequencies in metagenomes from the MIMAS and Global Ocean 

Survey (GOS) studies [29] revealed average frequencies of 0.13 ±0.04% (Figure. 2). 

The MIMAS metagenome of 07/04/2009 had a sulfatase gene frequency of more than 

3.5 standard deviations above the mean (0.28%), which constituted the highest 

sulfatase gene frequency in this comparison. 
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Diatoms synthesize two important β-1,3/β-1,6-glucans: chrysolaminarin and 

callose. Chrysolaminarin acts as primary storage compound [30], and callose is part of 

the gasket between the two diatom silica frustules [31] and might be involved in bio-

silicification [32]. Both of these polysaccharides contain mostly β-1,3-linkages and can 

be degraded by β-1,3-glucanases of the glycoside hydrolase family 16 (GH16) [33-35]. 

On the other hand, β-1,6-linked glucans can be degraded by GH5 and GH30 β-1,6-

glucanases [36]. GH16 family members are frequently found among marine and 

human gut Bacteroidetes and are involved in the degradation of various 

polysaccharides from marine algae such as sulfated polysaccharides like porphyran 

[37], κ-carrageen and keratan sulfate. Comparative GH16 gene frequency analysis of 

the MIMAS and GOS metagenomes revealed that only three metagenomes exhibited 

levels above twice the mean of 0.023 ± 0.018% (Figure 2). All of these metagenomes 

belonged to the MIMAS study, with the highest level at 07/04/2009 (0.08%), followed 

by the preceding 31/03/2009 metagenome (0.06%) and the succeeding 14/04/2009 

metagenome (0.06%). Thus, GH16 gene frequencies were elevated within the 

microbial community during this period of the diatom bloom. The 84 GH16 hits in the 

07/04/2009 metagenome comprised 3 laminarinases, 46 β-glucanases, and 38 genes 

without substrate-specific annotations. Among the 46 β-glucanases, 30 were endo-β-

1,3-glucanases. These β-glucanases genes were frequently co-localized with other 

CAZymes such as GH17 and the carbohydrate-binding domains CBM4, and 

occasionally CBM56. The GH17 family comprises members that are involved in the 

hydrolysis of β-1,3 linkages in laminarin and lichenin [38] and the turnover of callose 

[39], and the prokaryotic CBM4 and CBM56 are known to bind β-1,3-glucans and 

modulate the catalytic activity of functionally coupled glycoside hydrolase domains [40-

43]. Finally, relatively low numbers of GH5 (0.03%) and GH30 (0.04%) were observed 

in 07/04/2009 metagenome probably due to the relatively low ratio of β-1,6 versus β-

1,3 in chrysolaminarin (11:1) and in laminarin (15:1) [30]. 
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Formosa was the main contributor of sulfatases and GH16 in the bacterioplankton at 

07/04/2009 

The aforementioned surge of sulfatases and GH16 in the MIMAS 07/04/2009 

metagenome coincided with the bloom of Flavobacteria, particularly Formosa 

(Figure 1). Both, taxonomic classification of the metagenomes into taxonomically 

coherent sequence bins (hereafter ‘taxobins’) [6, 44] and newly draft sequenced 

Formosa isolates supported that the Formosa clade caused these high sulfatases and 

GH16 frequencies. Draft genome sequencing of two Formosa isolates from the 

German Bight (Formosa sp. Hel3_A1_48 and Formosa sp. Hel1_33_131, hereafter 

referred to as Formosa group A and B) revealed that these two Formosa genomes 

were enriched in sulfatases and GH16 in comparison to other sequenced 

Bacteroidetes (Figure 3A). Corresponding gene frequencies were 0.4% to 0.9% for 

sulfatases and 0.3% for GH16, which consistently exceeds the levels of the 07/04/2009 

metagenome. In contrast, other abundant taxa at this time such as the 

alphaproteobacterial SAR11 and Roseobacter clades (see [6] for details) had only low 

sulfatase and GH16 gene frequencies. The genome of ‘Candidatus Pelagibacter 

ubique’ HTCC1062 of the SAR11 Ia clade contains neither sulfatases nor GH16 genes. 

Likewise the genomes of the Roseobacter clade members R. denitrificans OCh 114 

and R. litoralis Och 149 possess only low sulfatase numbers and no GH16 genes. The 

gammaproteobacterial SAR92 and Reinekea clades, represented here by gamma 

proteobacterium HTCC2207, R. blandensis MED297T and the newly draft-sequenced 

Reinekea sp. Hel1_31_5_D35 (hereafter referred to as Reinekea sp. D35) were far 

less abundant than Formosa on 07/04/2009 (Figure 1) and thus could not account for 

the high sulfatase and GH16 gene frequencies, even though the respective genomes 

harbor moderate sulfatase and high GH16 gene numbers. This was corroborated by 

the 07/04/2009 metagenome, whose SAR92 taxobin yielded only nine contigs with 
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GH16 and thirteen contigs with sulfatase genes, and whose Reinekea taxobin even 

comprised no such contigs. Conversely, the Formosa taxobin from the MIMAS 

07/04/2009 metagenome had an almost four times higher sulfatase and GH16 gene 

frequencies than the complete 07/04/2009 metagenome (Figure 4). The metagenome-

derived Formosa gene frequencies were 0.3% for GH16 and 1% for sulfatases, which 

is within the ranges of the two Formosa draft-genomes. Likewise, absolute read count 

analysis of the metagenomes confirmed high abundances of Formosa sulfatases and 

GH16 family glycoside hydrolase genes. The Formosa taxobin contained 5,493 reads 

annotated as sulfatases and 1,348 reads as belonging to GH16, which exceeded the 

Gammaproteobacteria tenfold in sulfatases and sevenfold in GH16 genes (Suppl. 

Figure 1 A). 

 

Support for the initial degradation of algal polysaccharides by Formosa 

Marine Flavobacteria seem to have adapted to preferentially grow on macromolecules 

[45-48] and often contain high copy numbers CAZymes and sulfatases in conjunction 

with high numbers of TonB-dependent receptors, but the degradation process itself is 

only poorly understood. Sulfatases in bacteria have been found in the cytoplasm, 

periplasmic and extracellular space and remove the sulfate moieties from sulfated di- 

and monosaccharides resulting from the initial breakdown of sulfated polysaccharides 

[49-51]. GH16 gene products are not confined to the cytosol either [52]. Among the 

more than 1,300 reads identified as GH16 in the Formosa 07/04/2009 taxobin, 14% 

had secretion signal peptides. Although Formosa possessed high sulfatase and GH16 

gene frequencies, this degradation process certainly involves more genes. As we 

reported before, Flavobacteria expressed high levels of SusD and TonB transporter 

components during the bacterioplankton bloom [6]. SusD is part of a complex involved 

in nutrient binding on the cell surface [53-55]. The TonB system includes the TonB-

dependent receptor Plug, TonB, ExbB and ExbD proteins [56, 57], and is responsible 
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for high-affinity import of molecules exceeding 600 Da across the outer membrane, 

including sugar oligomers [58]. This is achieved by a conformational change of the 

TonB pore that likely causes the plug domain to retract. The energy for this change 

stems from the proton motive force across the cytoplasmic membrane in a so far 

unknown mechanism [56] via the TonB protein that links the outer membrane complex 

to the cytoplasmic membrane. It was also reported that in Bacteroides thetaiotaomicron 

ATCC 29148 and Polaribacter sp. MED152, SusD and TonB systems are working in 

concert to import molecules such as exogenous starch [26, 58-61]. Small substrates in 

the periplasmic space can be imported via ABC transporters at the expense of ATP 

[62]. Hence, initial diatom degradation by Flavobacteria likely involves secreted 

degrading enzymes that initiate the extracellular degradation of algal polysaccharides 

to oligomers. These are then bound by the SusD domain on the cell surface and taken 

up via TonB-dependent transporters to the periplasm, where some desulfatation and a 

breakdown to di- and monomers takes place. The di- and monomers are subsequently 

transported via ABC transporters over the inner membrane into the cytoplasm, where 

remaining sulfate groups are removed (Suppl. Figure 2). 

If the components of substrate-binding, outer membrane import, desulfation and 

glycoside hydrolysis are coordinately involved in the degradation of algal 

polysaccharides, positive correlation of their gene frequencies is expected. Indeed, 

frequencies of the Pfam profiles for TonB-dependent receptors (TonB_dep_Rec) and 

SusD in the Bacteroidetes reference genomes and the MIMAS metagenomes were 

positively correlated in an almost linear fashion (Figure 5A), probably due to the fact 

that they interact to form a complex on the outer membrane [59, 60]. Sulfatases and 

GH16 were positively related in an exponential manner (Figure 5B), although we have 

no evidence that sulfatases and GH16 are targeting at the same polysaccharide during 

the diatom degradation. 
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Three polysaccharide utilization loci (PULs) from the MIMAS 07/04/2009 

metagenome corroborated these correlations. PULs are operon or regulon-like 

structures that are typically composed of glycoside hydrolases, carbohydrate-binding 

proteins, sulfatases and components of TonB-dependent transporters. All three PULs 

contained GH16 genes, TonB system components and SusD domain genes (Figure 6). 

Two of them likely stemed from Formosa and the other one could be classified as of 

flavobacterial origin. These PULs bear similarities with the operons in the marine 

flavobacterium Zobellia galactanivorans DsijT [37] and the human gut isolate 

Bacteroides plebeius DSM 17135 [37]. It is noteworthy that the PULs in Z. 

galactanivorans DsijT and B. plebeius DSM 17135 contain sulfatase genes, whose 

products are probably involved in removing the sulfate groups from porphyran. The 

absence of sulfatase in all the three putative PULs from the MIMAS 07/04/2009 

metagenome indicated that sulfatases and GH16 do not directly collaborate on the 

same polysaccharide. The fact that these operons shared similarities with the marine 

bacterium Z. galactanivorans and the human gut bacterium B. plebeius [26, 45] 

suggests that PULs with similar organizations are widespread within the phylum 

Bacteroidetes. 

 

Alpha-glucans could link the successions of Formosa, Reinekea and Polaribacter 

during the 2009 North Sea spring bloom 

Analysis of the CAZyme profiles of Formosa, Polaribacter and Reinekea draft genomes 

and metagenome taxobins indicated that α-glucans such as glycogen might have acted 

as substrates that linked their succession. Alpha-glucans do not contain the often-

limiting elements nitrogen and phosphorus, so microbes can store excess carbon in 

glycogens when these elements are depleted, as during a bloom where algae and 

bacteria compete for nitrogen, phosphorus and iron. Hence, α-glucans serve primarily 

as storage compounds in prokaryotes during the stationary growth phase [1, 63]. 
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However, it was also observed in Pseudomonas fluorescens CIP69.13 that 

extracellular glycogens are synthesized even when the cells are not subjected to 

nutrient limitations [64]. This finding also suggests other functions for α-glucans, 

probably forming a slime-like structure that coats the cell. Unlike plants and 

Cyanobacteria, diatoms use neither starch nor sucrose as main storage carbohydrates, 

but chrysolaminarin. Hence, if glycogens were produced, it is most likely from the 

blooming bacteria such as Formosa. 

The glycoside transferase family GT5 comprises enzymes for α-glucan 

biosynthesis [1, 65], whereas families GH13, GH31, GH57 and GT35 families comprise 

enzymes for α-glucan degradation. GH13 and GH31 constitute diverse enzymes with 

various activities [66, 67]. Although GH13 includes enzymes such as α-1,3-glucan 

synthases and eukaryotic amino acid transporters, over 90% of the enzyme functions 

of its 35 GH13 subfamilies are related to α-glucan degradation (e.g. α-amylases, 

pullulanases, and α-glucosidases) [66]. GH31 members have been found in soil [67], 

human [68], plant [69] and marine bacteria [67] such as the flavobacterium Gramella 

forsetii KT0803 [70]. GH31 members catalyze the turnover of α-linked polysaccharides 

such as xyloglucans and most notably α-glucans. Members from GH57 have often 

been found in thermophile prokaryotes and are considered as the heat-stable versions 

of α-amylases [71-73]. Thus, GH57 is typically under-represented in temperate 

environments and consequently GH57 gene frequencies were below 0.01% in all nine 

MIMAS metagenomes. The only known activity of GT35 is that of glycogen 

phosphorylase (EC 2.4.1.1), which catalyzes releases glucose-1-phosphate from 

glycogen. 

GT5 gene frequencies of Formosa group A and B indicating α-glucan biosynthesis 

exceeded the metagenomic level on 07/04/2009 and were the highest among all the 

Bacteroidetes reference genomes (data not shown). As for subsequent glycogen 

degradation, Reinekea blandensis MED297T, Reinekea sp. D35, and Polaribacter sp. 
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Hel1_33_49 (hereafter they are referred to as Polaribacter sp. 49), Polaribacter irgensii 

23-P and P. MED152 all had higher GH13 and GH31 gene frequency levels than the 

14/04/2009 metagenome, while Formosa group A and B had GH13 and GH31 levels 

that were lower than the metagenome’s (Figure 3B). Conversely, the 07/04/2009 

Reinekea taxobin did not contain any GT5 reads. In fact, 07/04/2009 Reinekea 

abundances were so low that only six corresponding CAZymes could be detected at 

all. Formosa and Polaribacter on the other hand exhibited almost equally high GT5 

frequencies. Of the 202 GT5 reads attributed to Formosa, 66% were annotated as 

glycogen synthases (the others were annotated without substrate-specificities). On 

14/04/2009, the Reinekea taxobin contained more than 2,500 GH13 reads (Suppl. 

Figure 2B) - about five times more than the Polaribacter taxobin - all with annotated 

glycogen degradation functions. However, the portion of GH13 with secretion signals 

was smaller in Reinekea (191 reads, 7%) than in Polaribacter (244 reads, 42%). 

Polaribacter also had more GH31 reads (Polaribacter: 349 reads from α-glucosidases 

located on eight contigs; Reinekea: 183 reads from α-glucosidases located one a 

single contig). None of the GH31 reads in both genera had secretion signals. Formosa 

clade members on 14/04/2009 were poor in both, GH13 and GH31 on, probably due to 

their low abundance in that sample (Suppl. Figure 2B). There were 367 reads of GT35 

in total on 14/04/2009 and the Reinekea taxobin accounted for half of these reads. In 

contrast, GT35 was absent in both, the Polaribacter taxobin and the Polaribacter 

reference genomes. 

Taken together, Polaribacter and Reinekea had α-glucan metabolic profiles 

complementary to Formosa. The GT5 gene frequencies and read counts in Formosa 

were high and those of GH13 and GH31 were low, whereas the opposite numerical 

trends were observed in Reinekea and Polaribacter in the genomes as well as the 

metagenome taxobins. These complementary profiles suggest that the studied 

Formosa clade members produce more α-glucans than they consume, whereas the 
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Reinekea and Polaribacter clade members consume more α-glucans than they 

produce. 

It is interesting that though Reinekea and Polaribacter showed strong degradation 

capacities for α-glucans, there were subtle differences between their CAZyme profiles. 

First, Reinekea were equipped with more α-amylases and maltodextrin glucosidases. 

These enzymes first cleave large glycogen molecules into smaller oligosaccharides 

such as dextrin and maltose before cleavage into glucose monomers. Also, Reinekea 

encoded and expressed GT35 glycogen phosphorylases that were notably absent in 

Polaribacter. Conversely, Polaribacter had more reads associated with α-glucosidases 

that release glucose units from the non-reducing ends one at a time [74, 75]. Without 

the fine granulation of glycogen by α-amylases, α-glucosidases can only catalyze the 

degradation in a slow manner. In comparison, α-amylases are much more efficient than 

α-glucosidases in degrading large glycogen molecules. Second, our previous study 

showed that on 14/04/2009 Reinekea expressed more ABC transporters, whereas 

Polaribacter expressed more TonB-dependent receptors but fewer ABC transporters 

[6]. The TonB system allows import of molecules larger than 600 Da and its lack in 

Reinekea limits α-glucan uptake to oligomers no longer than maltotriose (504 Da). As a 

result, Reinekea needed to deploy extracellular α-amylases to break down glycogen 

molecules to meet that constraint. In contrast, Polaribacter had less size constraints for 

outer membrane import. Furthermore, previous studies showed that the GH31 

members were bound on the outer membrane [67, 76], suggesting that Polaribacter 

can degrade α-glucans extracellularly. 

 

Polaribacter was also able to degrade chrysolaminarin 

After the diatom cells were initially broken down by Formosa at 14/04/2009, the once 

well-protected intracellular algal polysaccharides were exposed. This presented an 

opportunity for other heterotrophic bacteria to exploit the once inaccessible diatom 
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materials such as chrysolaminarin. As indicated previously in this report, CAZymes 

from GH16 are able to break down the β-1,3-linkages of the chrysolaminarin. The 

metagenome-derived Polaribacter taxobin at 14/04/2009 contained 568 reads of GH16. 

This value corresponded to 22% of all the identified GH16 genes in this metagenome 

and surpassed the value from then less abundant Formosa (356 reads, 14%). Of all 

GH16 in the Polaribacter taxobin, 223 (39%) were currently annotated as 

laminarinases. Two exemplary PULs were found in the Polaribacter taxobin at 

14/04/2009 (Figure 6) carrying genes for TonB-dependent receptors, SusD proteins 

and GH16 laminarinases. In contrast, the co-occurring genus Reinekea had only 61 

reads of GH16 (2% of the total GH16 found in the 14/04/2009 metagenome). 

While the Reinekea sp. D35 draft genome features only one GH16, the 

Polaribacter sp. 49 draft genome has six GH16 genes (0.22%) (Figure 3A). These 

genes were annotated as laminarinases and β-glucanases. Two laminarinases are 

located within PULs in the draft genome (Figure 6). Together with the two PULs found 

in the Polaribacter taxobin at 14/04/2009, their organizations bear similarity with the 

ones found in other flavobacterial genomes such as Gramella forsetii KT0803 [70], 

Flavobacterium johnsoniae UW101 [77] and Cellulophaga lytica DSM 7489 [78]. As 

reported in the next section, the capability of utilizing laminarin was also confirmed 

experimentally in Polaribacter sp. 49. In addition, it has already been confirmed that 

Flavobacterium johnsoniae A3 was able to use laminarin [79], which is a strong 

indication that laminarin is a common substrate for various Flavobacteria. Since 

chrysolaminarin shares the same types of glucosidic bonds as laminarin and both 

feature similar structures [15, 30], the ability to utilize laminarin could enable 

Polaribacter sp. 49 to use also chrysolaminarin. 

Being able to utilize laminarin, Polaribacter could directly degrade the biomass 

from the diatoms and bypass intermediate consumers such as Formosa. In contrast, 

Reinekea likely could not have thrived without Formosa to the observed densities. 
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Considering only about 10% of the energy is transmitted between two consecutive 

trophic levels, Polaribacter thus had a substantial competitive advantage against 

Reinekea by suffering less trophic losses along the stages of the food web. That could 

well be the reason why Polaribacter consistently outgrew Reinekea over the three 

weeks’ time in the late bloom period (Figure 1). Although both Formosa and 

Polaribacter could degrade diatom biomass, the Polaribacter bloom was delayed for a 

few days after the Formosa bloom (Figure 1). This can be explained by the differences 

in their sulfatase gene levels. The 14/04/2009 Polaribacter taxobin had a sulfatase 

gene frequency of 0.2%, compared to the 1% of sulfatases from Formosa’s taxobin at 

07/04/2009. Without sufficient sulfatases, the sulfated extracellular polymers could 

prevent Polaribacter from coming into contact with the diatom cells until they were 

removed by the Formosa. In conclusion, Polaribacter could only bloom after Formosa 

members, just as Reinekea did, even though they had different nutrient specializations. 

 

Supporting information from the growth experiments and expression analyses 

Re-mapping of the MIMAS study metaproteome expression data at 07/04/2009 onto 

the newly sequenced Formosa group A and B draft genomes revealed that Formosa 

group B indeed expressed GH16 glucanases as well as GT5 family glycogen 

synthases (Table 1). Conversely, sulfatases expression could be detected in the 

Formosa taxobin at 07/04/2009 but not in the two draft genomes. 

Microscopic observations showed that Formosa group A cells were coated with 

EPS slime. When the cells were treated with α-amylase, the EPS network began to 

disintegrate after 20 seconds. However, no EPS slime could be observed around 

Formosa group B. This nevertheless fortifies the hypothesis that Formosa did produce 

extracellular α-glycans such as glycogens during the algal bloom. 

Growth experiments were conducted to study the abilities of Formosa group A and 

B, Reinekea sp. D35, Polaribacter sp. 49 to grow on minimal medium with glycogen or 
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laminarin as supplemented carbon source (Table 2). On minimal medium, the cells 

could grow up to 106 cells/mL. After supplementing laminarin, the cell densities of 

Formosa group A and B continued to increase, but the supplemented glycogen did not 

have such an effect. On the other hand, the succeeding Reinekea sp. D35 and 

Polaribacter sp. 49 could grow on glycogen. In addition, Polaribacter sp. 49 could also 

grow on laminarin. Together, these observations confirmed the hypotheses derived 

from ‘omics data. 

 

Conclusions 

The booming science of glycobiology is continuously expanding our knowledge on the 

mechanisms, substrate-specificities and phylogeny of various classes of CAZymes. 

This knowledge is reflected in the continuously growing Carbohydrate-Active EnZymes 

online database [24], which has propelled the successful application of CAZyme 

analysis in the field of environmental microbiology [26, 37, 80, 81]. 

This study extends the previous reported MIMAS study [6] and tries to uncover the 

mechanics that drove the successive blooms of diatoms, Formosa, Reinekea and 

Polaribacter in North Sea in spring 2009. In Formosa, we observed high gene 

frequencies of sulfatases, GH16 β-glucanases, and GT5 glycogen synthases, whereas 

we observed high frequencies of α-amylases within Reinekea and Polaribacter and 

high GH16 frequencies in Polaribacter. Diatom cells secret sulfated polysaccharides to 

build extracellular structures such as transparent exopolymer particles (TEP) [16, 17] 

and use β-glucans, especially β-1,3-glucans as storage and structural compounds [30, 

31, 82]. Therefore we hypothesize that the Formosa bacteria in our study were able to 

feed on the complex algal polysaccharides and synthesize simpler, linear polymers 

such as the α-linked glycogen. It was shown that heteropolymers with complex tertiary 

structures are less accessible for the general bacteria than the simple, linear 

homopolymers [83]. Thus, the α-glucan that Formosa synthesized during its bloom 
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likely served as one of the substrates for the subsequent blooms of Reinekea and 

Polaribacter. Chrysolaminarin from the disrupted diatom cells could also contribute to 

the bloom of the laminarin-degrading Polaribacter. Meta-expression and physiological 

laboratory data support these findings. Although the microbial interactions investigated 

in this study must be considered as a small part of a larger and more complex carbon 

transformation event chain, the characterization of the substrates and their metabolic 

enzymes in the blooming taxa constitute first step into understanding such a complex 

natural process. While the details and true complexities of these relationships need 

further in-depth studies, we demonstrate that our methods can provide vital insights 

into aspects of the intricate interactions between diatoms and the blooming 

bacterioplankton and reveal a part of the underlying carbon transformation processes. 

 

Methods 

Formosa group A and B, Reinekea sp. D35, Polaribacter sp. 49 

Formosa group A and B, Reinekea sp. D35, Polaribacter sp. 49 were isolated from a 

surface seawater sample from the German Bight (54° 11’ 03’’ N, 7° 54’ 00‘‘ E) by 

Richard Hahnke (unpublished). Except Formosa group A, which was collected on 

03/09/2010, all the other isolates were sampled on 20/04/2010. Both Formosa group A 

and B are closely related with F. agariphila KMM 3901
T
 (97% 16S rRNA sequence 

similarity) [84]. Their similarities with F. algae KMM 3553
T
 [85] are 95%. Reinekea sp. 

D35 shows a high level of similarity with R. marinisedimentorum KMM 3655
T
 [86] and 

R. blandensis MED297
T
 (96 - 97% 16S rRNA sequence similarity) [87]. The closest 

relative of Polaribacter sp. 49 is P. irgensii 23-P (95% similarity) [88]. 

 

Bacterial genomes and metagenomes 

The two North Sea isolates Formosa group A and B were draft sequenced using 454 

FLX Ti technology (454 Life Sciences, Branford, CT, USA) by LGC Genomics (LGC 
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Genomics GmbH, Berlin, Germany). Within the genus Polaribacter, the genomes of 

Polaribacter irgensii 23-P [88] and Polaribacter dokdonensis MED152 [61] are 

available in NCBI BioProject. The German Bight isolates Polaribacter sp. 49 was also 

draft sequenced using on the 454 FLX Ti platform (454 Life Sciences) by LGC 

Genomics (LGC Genomics GmbH). Within the genus Reinekea, the genome of 

Reinekea blandensis MED297T is published [87]. Reinekea sp. D35 from the North Sea 

was sequenced using PacBio RS technology by GATC Biotech (GATC Biotech AG, 

Konstanz, Germany). The draft genomes of our North Sea isolates are available from 

the ENA (accession numbers), and their basic properties are summarized in 

Supplementary Table 1. 

Reference genomes were selected based on the abundant bacterial taxa identified 

in our previous study [6]. The set included Candidatus Pelagibacter ubique HTCC1062 

[89, 90], Roseobacter denitrificans OCh 114 [91], Roseobacter litoralis Och 149 [92], 

the SAR92 clade gamma proteobacterium HTCC2207 [93] and Ulvibacter sp. SCB49 

[94]. In addition, we also included a group of Bacteroidetes with known macromolecule 

degradation activities for comparison, including Cellulophaga algicola DSM 14237 [95, 

96], Cellulophaga lytica DSM 7489 [78], Flavobacterium johnsoniae UW101 [77], 

Zobellia galactanivorans DsijT [37] and Cytophaga hutchinsonii ATCC 49512 [54]. 

The raw data of the eight metagenomes of our previous study are available from 

the European Bioinformatics Institute ENA archive (study number ERP001227). In 

addition to these metagenomes, a ninth metagenome from 01/09/2009 was also 

included in the current study. This metagenome comprised two PTPs of 454 FLX Ti 

sequencing (923,022 reads, assembly: 82,466 contigs, 79 Mb) and is also available 

from the ENA archive (insert number). 

The GOS data set is a comprehensive survey over the global ocean surface water 

[29]. Seventeen GOS samples were compared in this study to provide an overview 

about gene frequencies in the global oceans. All these samples stem from 0.1 - 0.8 µm 
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filter fractions dominated by planktonic bacteria. Respective metagenomes were 

sampled from the Atlantic, the Pacific and the Indian Ocean and cover various habitats 

such as coral reefs, mangrove forests, estuaries, coastal regions and open oceans. 

Additional Global Ocean Survey (GOS) metagenomes were downloaded from the MG-

RAST server [97] in FASTA format after the gene calling: GS001c, GS006, GS009, 

GS011, GS012, GS020, GS021, GS026, GS032, GS033, GS048a, GS048b, GS049, 

GS110b, GS112b, GS115, GS120. 

 

Data Processing 

The steps of read dereplication, assembly, annotation and partitioning of metagenomes 

into taxonomically coherent bins (‘taxobins’) were carried out as previously described 

[6, 44] with two additional steps: First, the dereplicated sequence reads were 

remapped onto the assembled contigs, in order to calculate the read coverage of every 

gene. Second, the hidden Markov Models (HMM) of every viableCAZyme family was 

downloaded from the dbCAN server [98] and used to search the metagenomes. The 

results were filtered with an e-value cutoff of E-15 and used to complement our 

previous BLAST- and Pfam-based CAZy annotations. The draft genomes of Formosa 

group A and B, Reinekea sp. D35, Polaribacter sp. 49 were processed in a similar way 

without the read remapping step. 

All GOS metagenomes and public single genomes were processed as follows: 

Protein sequences were searched against the CAZy database [24] as of 20/05/2011. 

For every protein, the best hit with an e-value below E-15 was kept. In addition, 

sequences were search against the Pfam v24 database. The reference single bacterial 

genomes were downloaded as protein FASTA files and processed as the GOS data, 

except when their CAZy annotations were already available on the CAZy/Genomes 

page (http://www.cazy.org/Genomes.html); then the official annotations were used. 
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Numerical calculations and comparisons 

In this study, we performed comparisons among multiple metagenomes as well as 

comparisons between metagenome taxobins and individual genomes. Comparisons 

among non-normalized absolute values are valid only within the same sample. In 

contrast, data must be normalized before cross-sample comparisons to account for the 

effect of different sample sizes. In the current study, both absolute and normalized 

values were used. Absolute values reflect the combined contribution of all individuals 

within a taxobin to the community and they are dependent on cell counts. We used 

these absolute quantities to describe the functional composition of the microbial 

community. In contrast, normalized values, such as gene copy numbers were used to 

elucidate the genotypes of the metagenomes and genomes. In this study, we used the 

following definition of gene frequency for the cross-sample comparison: 

 

In contrast to absolute gene counts, gene frequencies reveal the characteristics of an 

individual taxobin and can be used for within as well as across sample comparisons. 

Moreover, gene frequencies do not depend on the cell abundances. 

To compute the correlations between SusD domains and TonB-dependent 

receptors and between sulfatases and GH16 in the Bacteroidetes genomes, the 

flavobacterial taxobins from all nine metagenomes were extracted and the 

corresponding gene frequencies were calculated. Together with nine Bacteroidetes 

reference genomes (complete list is in the “Bacterial genomes and metagenomes” 

section), the values were plotted and the fit functions were sought. 

 

Characterizing extracellular polysaccharides of Formosa group A and B 

Cells from the pure cultures of Formosa group A and B were treated with 33 U/mg of α-

amylases. To visualize the treatment effects on EPS, Formosa cells were stained with 



2. Publications and Manuscripts 

66 

DAPI and FITC-labeled lectin WGA (Bennke In preparation) and visually examined 

under a fluorescence microscope. 

 

Experimental confirming the capacities of utilizing laminarin and glyocgen in Formosa 

group A and B, Reinekea sp. D35 and Polaribacter sp. 49 

Formosa group A and B, Reinekea sp. D35 and Polaribacter sp. 49 were first cultivated 

in 200 µM minimal medium Hel_minV. Hel_minV is a modified version described by 

Widdel and Bak [99]. The medium contains glucose, cellobiose, yeast extract, amino 

acids, vitamin, trace element and EDTA. The cells were only able to grow up to 106 

cells/mL in this medium. Formosa group A was kept at 25 °C, while the other cultures 

were kept at 12 °C. 

Four to five flakes of laminarin from Laminaria saccharina (Sigma-Aldrich L1760) 

were first washed with Milli-Q water. Afterwards, they were heated to 70 °C for one 

hour and then washed again with Milli-Q. The process was repeated three times. 

10 mL of the cleaned laminarin were added to each culture. After one to three weeks of 

incubation, the cultures were inspected for pellet formation in comparison with a 

laminarin-free control culture. 

A glycogen stock solution (100 g/L Sigma-Aldrich G-8751) was first filtered through 

a 0.2 µm sterile filter. Afterwards, 200 µL stock solution was added to 10 mL of the cell 

cultures. After one to three weeks of incubation, the cell cultures were checked for 

pellet formation in comparison with a glycogen-free control culture. 

 

List of abbreviations used 

CAZyme, carbohydrate-active enzymes 

GH glycoside hydrolase 

GT glycosyltransferase 

EPS extracellular polymeric substances 
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PUL polysaccharide utilization locus (plural loci) 

Formosa group A Formosa sp. Hel3_A1_48 

Formosa group B Formosa sp. Hel1_33_131 

Reinekea sp. D35 Reinekea sp. Hel1_31_5_D35 

Polaribacter sp. 49 Polaribacter sp. Hel1_33_49 

Polaribacter sp. 85 Polaribacter sp. Hel1_85 

TEP transparent exopolymer particles 

GOS Global Ocean Survey 

EDTA Ethylenediaminetetraacetic acid 
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Figure Legends 

 

 

Figure 1 

Chlorophyll a concentrations and abundances of the three major bacterial populations 

during the 2009 spring bacterioplankton bloom in the German Bight as assessed by 

CARD-FISH: Formosa spp. (probe FORM-181A), Polaribacter spp. (probe POL740) 

and Reinekea spp. (probe REI731). The arrows indicate metagenome sampling dates. 
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Figure 2 

Gene frequencies of sulfatases and GH16 in nine MIMAS metagenomes and 

seventeen GOS metagenomes. The height of each column represents the gene 

frequency of the respective enzyme. The averages of both enzymes across all the 

samples are shown in dash lines. 
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Figure 3 

Comparison of GH16, sulfatases, GH13 and GH31 between two MIMAS metagenomes 

and nineteen reference genomes. The background colors highlight the source of the 

genome and the taxonomic clustering of the genomes. (blue) metagenomes from the 

MIMAS Project; (light green) Alphaproteobacteria; (orange) Gammaproteobacteria; 

(violet) Flavobacteria and together with (rosa) Bacteroidetes 

(A) Gene frequencies of sulfatases and GH16 in MIMAS metagenome on 07/04/2009 

and nineteen reference bacterial genomes. The height of each column represents the 

gene frequency of the respective enzyme. (B) Gene frequencies of GH13 and 31 in 

MIMAS metagenome on 14/04/2009 and nineteen reference bacterial genomes. The 

height of each column represents the gene frequency of the respective enzyme. 

genomes 

genomes 
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Figure 4 

Gene frequencies of sulfatases and GH16 in MIMAS metagenome on 07/04/2009 and 

seven its taxobins. The height of each column represents the gene frequency of the 

respective enzyme. 
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Figure 5 

Correlations among the gene frequencies of SusD, TonB_dep_Rec, sulfatases and 

GH16 in 18 Bacteroidetes’ taxobins and genomes (the complete list can be found in 

the Method section) 

(A) Correlation between SusD domains and TonB_dep_Rec domains. A linear 

regression (y=0.7*x, R2=0.87) was applied.  

(B) Correlation between sulfatase domains and GH16. A exponential regression 

(y=0.07*e(7.7*x), R2=0.55) was applied.  
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Figure 6 

The gene arrangements of three flavobacterial GH16 containing-operons found in the 

MIMAS metagenome on 07/04/2009 and a similar operon found in Zobellia 

galactanivorans DsijT [37]. Genes annotated by CAZy are shown in blue while genes 

annotated by Pfam are in purple. 
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Supplementary 1 

Hypothetical degradation model of diatom polysaccharides in Formosa. The 

degradation of the sulfated polysaccharides from diatoms involves an ordered series of 

steps that occur throughout the cell envelops of the Formosa cells. The 

polysaccharides are preliminarily lysed extracellularly and the shortened 

polysaccharides are attached to the SusD domains on the cell surface and 

subsequently transported through the TonB system into the periplasmic space. There 

periplamic sulfatases remove some of their sulfate moieties. These polysaccharides 

are then further imported through the ABC transporters and completely degraded 

intracellularly. SusD: SusD protein; TBDT: TonB-dependent transporter; TonB: TonB 

protein; ExbB: ExbB protein; ExbD: ExbD protein; ABC Tran: ABC transporter; S: 

sulfate group.

(U-H)n

(U-H)n

Lyase
S

S

S

S

S

S

S

S

S

Periplasmic 

space

Extracellular 

space

ABC Tran

TBDT

TonB

ExbD

ExbB

Hydrolase

S
S

S S

S

S
S

Cytoplasma

TBDT

lasee

Sulfatase

SusD

Sulfatase



2. Publications and Manuscripts 

86 

 

Supplementary Figure 2 

(a) Read counts of sulfatases and GH16 of three bacterial taxobins on 07/04/2009. The 

height of each column shows the abundance of the reads that were mapped onto the 

respective genes in each taxobin (Formosa, Gammaproteobacteria and 

Alphaproteobacteria). 

(b) Read counts of GT5 (from 07/04/2009), GH13 and GH31 (both from 14/04/2009) of 

three bacterial taxobins. The height of each column shows the abundance of the reads 

that were mapped onto the respective genes in each taxobin (Formosa, Reinekea and 

Polaribacter). 
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Supplementary Table 1: Basic statistics of the sequenced draft genomes in this study. 

 Formosa 

group A 

Formosa group B Reinekea sp. D35 Polaribacter sp. 49 

contig 77 61 79 10 

base pairs 2025184 2727763 3713075 2997602 

ORF 1848 2543 4879 2634 

CAZy modules 125 127 122 88 

GH 42 44 44 28 

GT 41 52 45 35 

 

Supplementary Table 2: Expression of GH16 and GT5 of two Formosa spp. isolates. 

Metaproteome data from the MIMAS study was re-mapped onto the draft genomes generated in 

this study. 

 Formosa group A Formosa group B 

GH16 - + 

Sulfatases - - 

GT5 - + 

 

Supplementary Table 3: Results of pure culture experiments growth experiments with glycogen 

or laminarin as supplemented carbon source. The + sign indicates subsequent increase of cell 

densities beyond 106 cells/mL is confirmed, while the – sign negates any growth. 

Supplemented carbon Formosa group A Formosa group B Reinekea sp. D35 Polaribacter sp. 49 

glycogen - - + + 

laminarin + + - + 
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Summary 

The ultramafic-hosted Logatchev hydrothermal field located on the Mid Atlantic Ridge 

includes highly sedimented areas, characterized by conductive heating. In a previous 

biogeochemical study sulphur was proposed to be the driving force for microbial 

biomass production in the surface layer of these sediments. Here, we investigated the 

metagenome of the surface sediment layer in order to determine the ecology of 

dominant taxa and to assess genomic adaptations towards life at deep-sea 

hydrothermal vents. Partitioning of the metagenome into taxonomically coherent 

sequence bins indicated that Gammaproteobacteria as well as Epsilonproteobacteria 

oxidize reduced sulphur compounds by the Sox-dependent and -independent 

pathways. Both taxa seem to employ nitrate and oxygen as terminal electron 

acceptors, and genes for denitrification were found for both taxa. Moreover, the 

Epsilonproteobacteria harboured genes for nitrogen fixation, suggesting a crucial role 

for the sediment's nitrogen balance. The Deltaproteobacteria contained two distinct 

groups of complete and incomplete -oxidizing sulphate-reducing bacteria. Analysis of 

carbohydrate-active enzymes indicated relevance of α glucan turnover and 

glycosylation reactions for life in the sediment surface layer. A comparison with 

metagenomes of biofilms from hydrothermal chimney structures from two other deep-

sea vent sites revealed a lower occurrence of cell motility genes in the Logatchev 

sediment microbial communities along with a higher occurrence of lateral gene transfer 

as indicated by higher levels of phage, conjugation, integron and group II intron-related 

genes. It is therefore proposed that adaptation strategies of microbial populations in 

deep-sea hydrothermal sediments are distinctly different from those in other 

hydrothermal habitats. 

 

Introduction 

Deep-sea hydrothermal vents are highly productive ecosystems that may account for 

25% of the total imported carbon flow into the deep-sea (Maruyama et al., 1998). 

Ecosystems at these sites are largely self-contained with chemolithoautotrophic 

microorganisms mediating the transfer of energy from the geothermal source in the 

form of biomass to organisms on higher trophic levels (Campbell et al., 2006; Martin et 

al., 2008). Primary production relies almost entirely on the oxidation of reduced 

inorganic substrates from hydrothermal fluids such as H2, HS-, Fe2+, and CH4, 

(Nakagawa and Takai, 2008). The composition of these fluids can vary considerably, 

depending on the geological setting and seawater-rock interactions (Schmidt et al., 
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2007). Thus different energy sources are available to the vent’s autochthonous 

microbial communities in basalt- and ultramafic-hosted hydrothermal systems.  

In both systems, sulfide was reported to be an important electron donor and 

Epsilonproteobacteria as well as Gammaproteobacteria were shown to be dominant 

members of the microbial community (Gundersen et al., 1992: Brazelton et al., 2006: 

Campbell et al., 2006: Nakagawa and Takai, 2008: Xie et al., 2011: Yamamoto and 

Takai, 2011). Genomic, metagenomic and biochemical analyses revealed that 

Epsilonproteobacteria are capable of using sulphur compounds both as electron 

donors and acceptors. They generate energy from the oxidation of reduced sulphur 

compounds with O2 or nitrate as well as the oxidation of hydrogen with sulphur, nitrate 

or O2. They have been described to oxidise reduced sulphur compounds with nitrate or 

oxygen and to oxidize hydrogen with sulphur, nitrate or oxygen as electron acceptor. In 

contrast, Gammaproteobacteria are only known for the oxidation of sulphur 

compounds, presumably with oxygen as predominant terminal electron acceptor. 

Therefore the two dominating proteobacterial classes are thought to represent different 

ecophysiological strategies (for review: Yamamoto and Takai, 2011). 

Despite of these metabolic differences, comparative metagenome analysis of 

microbial biofilms from deep-sea hydrothermal vent chimney structures revealed a high 

proportion of transposases pointing towards intense lateral gene transfer (LGT) 

(Brazelton and Baross, 2009). This, together with a high proportion of genes for DNA 

repair, chemotaxis and flagella assembly (Xie et al., 2011) indicated specific 

adaptations of microbial communities to highly dynamic conditions at deep-sea 

hydrothermal vents. 

Previous metagenomic studies of free-living microbial communities at 

hydrothermal vents focused on chimney-associated biofilms (Brazelton and Baross, 

2009: Xie et al., 2011). Here, we address time free-living microbial communities 

inhabiting hydrothermal sediments by a metagenomic approach. This site has been 

characterized in depth by Schauer et al. Bioinformatic classification of the sequences 

into taxonomically coherent bins allowed the prediction of distinct metabolic roles of 

each of the dominating proteobacterial classes, which emcompass beyond 

Epsilonproteobacteria, and Gammaproteobacteria also the Deltaproteobacteria). We 

focused our annotation on aspects of the sulphur, nitrogen, and carbon cycle. In order 

to elucidate unique traits of the Logatchev hydrothermal field (LHF) microbial 

community, furthermore the LHF metagenome was compared with two other 

metagenomes from deep-sea hydrothermal fields. Here it was focused on genes 

involved in DNA repair, motility and LGT. The results revealed common features 
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between hydrothermal vent communities from chimneys and sediments, but also 

pointed to specific adaptations with respect to (  

 

Results and discussion 

LHF deep-sea hydrothermal vents emit fluids of up to 350°C that are rich in sulphide, 

hydrogen and methane (Schmidt et al., 2007). The latter two originating from rock 

serpentinisation at high temperatures (Gundersen et al., 199???). A thick sediment 

layer covers large areas of the LHF (Petersen et al., 2010). Parts of these sediments 

are conductively heated, likely by underlying conduits carrying hydrothermal fluids, and 

are covered by patchy white sulphur-rich microbial mats (Schauer et al., 2011). 

 

Microbial diversity and abundance as assessed by metagenome analyses 

In this study, the metagenome of the sediment surface layer (0-1 cm; including sulphur-

rich microbial mat) of site F was analysed, one of the sites previously investigated by 

Schauer et al. (2011). Altogether, about 408 Mbp of shotgun-metagenome sequence 

information was generated by 454 pyrosequencing (LHF-454 dataset) (Supplementary 

Table 1), and co-assembled with metagenomic fosmid, draft fosmid, and fosmid insert-

end sequences (Supplementary text). The resulting contigs were classified into 

taxonomically coherent bins using a bioinformatic pipeline (contig classification). 

Subsequently, the unassembled 454 reads were mapped onto the assembly (read 

classification) in order to estimate the abundance of taxa within the metagenome. 

Additionally, 16S rRNA and 23S rRNA gene fragments of the LHF-454 dataset were 

taxonomically analysed. In order to evaluate whether the LHF-454 dataset reflects the 

microbial community composition at site F, the results of these three analyses were 

compared with 16S rRNA diversity and CARD-FISH data of the previous 

biogeochemical study (Schauer et al., 2011) (Table 1). 

Based on read classification, 16S rRNA and 23S rRNA gene analysis 66-93% of 

the reads in the LHF-454 dataset originated from Bacteria, and 4-9% from Archaea. 

This agrees largely with a proportion of <6% Archaea determined by catalysed 

reported deposition fluorescence in situ hybridisation (CARD-FISH) in the previous 

study (Schauer et al. 2011). Within the Bacteria, metagenome analysis revealed a 

predominance of Proteobacteria (48-81%). Other abundant phyla were Chloroflexi (4-

9%), Bacteroidetes (2-5%), Deferribacteres (0.1-5%) and Firmicutes (1-4%). The only 

obvious difference to previously generated data on the microbial community 

composition in the sediment surface layer was the low representation of Bacteroidetes, 

where previously 14-19% were determined by CARD-FISH and 19% by 16S rRNA 

clone library analysis. Although 16S rRNA clone library analysis cannot be considered 
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to be quantitative for several reasons (Fuchs und Amann 2008, Supplementary text), 

and the Bacteroidetes probe CF319a probe used for FISH by Schauer et al. (2011) has 

its limitations, it is assumed that Bacteroidetes are underrepresented in the LHF 

metagenome. 

Based on metagenome classification, the most abundant classes within the 

Proteobacteria were Gammaproteobacteria (25-43%), Epsilonproteobacteria (2-25%) 

and Deltaproteobacteria (7-11%). Compared to previous FISH analyses, 

Gammaproteobacteria are more frequent in the metagenome whereas 

Deltaproteobacteria were lower. Again it must remain unclear whether this is due to 

intrinsic problems of DNA extraction based or probe-based methods (for further 

discussion see Supplementary text). A similar discrepancy was observed for two 

gammaproteobacterial families of purple sulphur bacteria, the Chromatiaceae (1-13%) 

and Ectothiorhodospiraceae (0-13%). Some bioinformatic analyses tools used for 

taxonomic classification pointed towards significant abundances of these families, 

whereas both families were not represented in the previously published 16S rRNA 

clone libraries (Schauer et al., 2011). There is however consistent information for a 

high abundance of Desulfobaceraceae and Helicobacteracae. Therefore, we analysed 

the taxonomically classified sequences of the three dominant classes, 

Gammaproteobacteria, Epsilonproteobacteria and Deltaproteobacteria for their genetic 

capabilities with respect to the metabolism of carbon, sulphur, and nitrogen. 

 

Autotrophic carbon metabolism 

External influx of organic material into deep-sea hydrothermal fields is generally low 

and thus food chains are considered to be based on chemolithoautotrophic processes 

(Tarasov, 2006). In the LHF metagenome, indications for the presence of three of 

currently six known carbon fixation pathways were found: i) the Calvin-Benson-

Bassham (CBB) cycle, ii) reductive tricarboxylic acid (rTCA) cycle and iii) reductive 

acetyl-CoA (rAcetyl-CoA) pathway (Hügler and Sievert, 2011). 

Within the Gammaproteobacteria bin, a complete set of CBB cycle genes was 

detected (Supplementary Table 2), with nine reads matching the key enzyme ribulose-

1,5-bisphosphate carboxylase oxygenase (RuBisCO, large or small subunit). According 

to homology analysis, seven reads belonged to RuBisCo form I, and two to form II. 

Form I and form II RuBisCOs have different CO2 affinities; form II is preferentially used 

in niches with high CO2 and low O2, and form I in niches with low CO2 and high O2 

partial pressures (Tabita et al., 2007), reflecting the strong oxygen gradients reported 

by Schauer et al. (2011). Both types of RuBisCo are known to coexist in the deep-sea 
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vent sulphur-oxidizing gammaproteobacterium Thiomicrospira crunogena XCL-2, which 

enables it to survive in its aerobically complex hydrothermal vent environment (Scott et 

al., 2006). The CBB cycle is common in Gammaproteobacteria (Hügler and Sievert, 

2011). The cbbL gene encoding RuBisCO form I was previously detected in those 

gammaproteobacterial families most abundant in the LHF metagenome, 

Ectothiorhodospiraceae (Tourova et al., 2010), Chromatiaceae and Methylococcaceae. 

Also, the cbbM gene encoding RuBisCO form II is known to be present in 

Acidithiobacillaceae (Kato et al., 2012), we also detected at site F. Therefore, 

Gammaproteobacteria at site F might have adapted to fluctuating oxygen 

concentrations within the upper sediment layer by harbouring two forms of RubisCO. 

Our still limited information is consistent with one group being adapted to .. and the 

second ( 

The epsilonproteobacterial taxonomic bin harboured all three key genes of the 

rTCA cycle: ATP citrate lyase, 2-oxoglutarate:ferredoxin oxidoreductase and 

pyruvate:ferredoxin oxidoreductase (Supplementary Table 2). This carbon fixation 

pathway is common in Epsilonproteobacteria. Its identification agrees with findings in 

various chemoautotrophic Epsilonproteobacteria from deep-sea vent environments 

(Takai et al., 2005). Our taxonomic classification indicated that Helicobacteraceae 

represented the largest family-level epsilonproteobacterial taxonomic bin in the 

metagenome. rTCA genes have been detected in this family before, for example in 

species of the genera Sulfurimonas and Sulfurovum (Nakagawa et al., 2007: Sievert et 

al., 2008: Grote et al., 2012). The rTCA cycle has only been found in anaerobes and 

aerobes growing at low oxygen concentrations (Wahlund and Tabita, 1997), although 

some Epsilonproteobacteria, such as Sulfurimonas species, may tolerate relatively 

high oxygen concentrations (Nakagawa et al., 2005). 

A complete set of genes for the rAcetyl-CoA pathway was identified in the 

deltaproteobacterial bin (Supplementary Table 2). So far, this strictly anaerobic 

pathway has only been identified in chemoautotrophs, including sulphate-reducing 

Deltaproteobacteria, acetogens and methanogenic Archaea (Meuer et al., 2002: 

Ragsdale, 2004). It is the dominant carbon fixation pathway in Deltaproteobacteria 

(Hügler and Sievert, 2011). The pathway has been described for members of the 

completely oxidising Desulfobacteraceae, as are other species within the (Strittmatter 

et al., 2009: Brysch et al., 1987; Callaghan et al., 2012; Cravo-Laureau et al., 2004)). 

This indicates that deltaproteobacterial sulphate-reducing bacteria contribute to primary 

production in LHF sediments. Autotrophic sulphate-reducing bacteria are generally also 

capable of complete acetate oxidation (Widdel et al., 1983). Furthermore, two of three 

key genes of the rTCA cycle were identified in the deltaproteobacterial bin 
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(Supplementary Table 2), which indicates that some Deltaproteobacteria in the 

Logatchev sediment might also carry the rTCA cycle (Hügler et al., 2011). (We 

conclude that all three dominant groups contribute to carbon fixation at LHF. 

 

Sulphur metabolism 

In the study by Schauer et al. (2011) high sulphate-reduction rates and chromium-

reducible sulphur content depleted in 
34S have been reported for the surface layer of 

Site F. Oxygen was depleted after a few millimetres below the sediment surface. 

Microbial community composition, microbial sulphur cycling was proposed to be the 

driving force for bacterial biomass production in these sediments. 

Accordingly, in the Gammaproteobacteria bin a high proportion of reads matched 

key genes of the Sox multienzyme-dependent sulfur oxidation pathway. The complete 

Sox-dependent pathway catalyses the oxidation of sulphide and thiosulfate to sulphate. 

It consists of the four key proteins SoxYZ, SoxXA, SoxB, and SoxCD (for review: 

Sander and Dahl, 2008). In the gammaproteobacterial bin genes for soxCD were 

lacking. Without SoxCD typically sulphur deposits are formed as intermediates (Zander 

et al., 2011), which agrees with the high sulphur content and the white mat on top at 

Site F (Schauer et al., 2011). One contig (c01233) assigned to Gammaproteobacteria 

contained a sox gene cluster (Supplementary Figure 1). The gene organization 

(soxBXYZA ) and corresponding amino acid sequences showed the highest similarities 

(47-61%) to the sox gene cluster of the betaproteobacterium Thiobacillus denitrificans 

ATCC 25259 (Beller et al., 2006). In addition to the Sox enzyme complex, genes 

coding for sulfide-quinone oxidoreductases (Sqr) and flavocytochrome c/sulfide 

dehydrogenases (FccAB), already identified in Chromatiales, may catalyse the 

oxidation of sulphite to elemental sulphur.  

The presence of few genes of the reverse dissimilatory sulphate reduction (rDSR) 

pathway indicates the capability to remobilize and further oxidise intracellular stored 

sulphur via intermediary sulphide (Pott and Dahl, 1998). The conversion of sulphide to 

sulphate may be catalysed by adenosyl-5’-phosphosulfate reductase (aprAB) and 

sulphate adenylyltransferase (sat). The detection of the above mentioned set of genes 

in the gammaproteobacterial bin agrees with the genetic equipment of most studied 

Gammaproteobacteria, and of the largest gammaproteobacterial family-level bins, 

Chromatiaceae and Ectothiorhodospiraceae (Sander and Dahl, 2008). These results 

indicate that gammaproteobacterial strains play a crucial role for the oxidation of 

reduced sulphur compounds at Site F and that they may adapt to changing 

environmental conditions due to functional redundancy. To which extent they are 

responsible for sulphur deposit formation or oxidation at Site F remains to be 
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determined. Previous studies of hydrothermal fluids at Logatchev at least indicated that 

Gammaproteobacteria rather use the rDSR pathway than the Sox-pathway is used 

(Hugler et al., 2010). Our read frequency data on rDSR and sox genes are in line with 

the previous findings of( 

In the epsilonproteobacterial bin indications for sulphide and thiosulfate oxidation 

and sulphur deposit formation were found in the form of soxXB and sqr-related genes 

(Figure 1). The higher proportion (18 reads) of sqr genes in the epsilonproteobacterial 

bin compared to the gammaproteobacterial bin (2 reads) suggests that mainly 

contribution of Epsilonproteobacteria to sulphide oxidation and sulphur accumulation. 

Genera within the largest epsilonproteobacterial family bin, Helicobacteraceae, are 

known to harbour the complete sox pathway, including soxCD (Yamamoto and Takai, 

2011: Grote et al., 2012). This together with the fact that Hugler et al., (2010) could 

show an expression of Epsilonproteobacteria-related soxB genes also points to a direct 

conversion of sulphide and thiosulfate to sulphate by these organisms. 

The deltaproteobacterial bin harboured predominantly sequences of families 

known for sulphate-reduction activity. Consequently a complete gene set for 

dissimilatory sulphate reduction was found, i.e. sulphate adenylyltransferase (sat), 

adenosine-5’-phosphosulfate reductase (aprAB) and dissimilatory sulphite reductase 

(dsrAB). It is proposed that life of incomplete oxidising sulphate-reducing bacteria, such 

as Desulfobulbaceae, which presence is indicated by the deltaproteobacterial bin 

(Table 1), is likely restricted to the organic rich surface sediment layer. These 

organoheterotrophs are able to utilize a wide variety of substrates including organic 

compounds (as fatty acids, alcohols, aromatic compounds and carbohydrates) as 

electron donors for sulphate reduction (Tor et al., 2003) and have been reported to be 

able to respire oxygen as a protective measure (Cypionka, 2000: Lumppio et al., 2001). 

Facultative autotrophic complete oxidising Desulfobacteraceae are likely capable of 

growing in deeper sediment layers where organic matter gets rare, probably also by 

carbon fixation coupled to the oxidation of hydrogen (Strittmatter et al., 2009) diffusing 

upwards from underlying conduits carrying hydrothermal fluids. This is supported by 

the detection of hydrogenase genes in the deltaproteobacterial taxonomic bin (data not 

shown).  

Two key genes for sulphur metabolism, dissimilatory adenosine-5'-phosphosulfate 

reductase (aprA) and the SoxB component of the sulphur oxidation enzyme complex 

(soxB) were amplified by PCR using environmental DNA from the sediment surface of 

Site F as a template. The phylogenetic distribution of detected genes was consistent 

with that of the metagenomic approach (Supplementary Figure 2 and 3).  
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Nitrogen metabolism 

At Site F oxygen got depleted a few millimeters below the sediment surface, due to 

high benthic oxygen consumption rates (Schauer et al. 2011). In this case, nitrate is 

becoming a favourable electron acceptor. 

In the Gammaproteobacteria bin a complete set of genes for denitrification was 

identified (Figure 2). We propose that this is predominantly coupled to the oxidation of 

sulphur compounds as known from the most abundant genus within the most abundant 

gammaproteobacterial family bin Thioalkalivibrio (Sorokin et al., 2001: Sorokin and 

Kuenen, 2005). However, nitrate reduction could also be coupled to the oxidation of 

various reduced inorganic electron donors or heterotrophy as shown for another 

abundant genus within the Ectothiorhodospiraceae bin, Alkalilimnicola (Sorokin and 

Kuenen, 2006).  

The epsilonproteobacterial taxobin also contained all genes necessary for 

denitrifying nitrate reduction (Figure 2). Most of the respective genes were identified on 

short (~1 kb) contigs, but also one larger contig (c04084, 6.8 kb) with genes for nitrate 

reductase (nap) and nitrous oxide reductase (nos) were identified. Their amino acid 

sequences exhibited high similarities (39 - 63%) to the Nap and Nos enzymes of the 

epsilonproteobacterial deep-sea vent species Sulfurovum sp. NBC37-1, which 

harbours the Sox gene cluster for sulphur oxidation as well as the genes for 

denitrification (Nakagawa et al., 2007), and the gene organization was also similar 

(Supplementary Figure 5) underlining the hypothesis that sulphur oxidation is coupled 

to denitrification in Site F Epsilonproteobacteria. Moreover, nifU-related genes that are 

required for full nitrogenase activation (Yuvaniyama et al., 2000) were also detected 

(Figure 2). Since nitrogenase is highly oxygen-sensitive, the respective 

Epsilonproteobacteria likely lived at the sediment’s oxic/anoxic boundary where nitrate 

concentrations are sufficiently high and oxygen concentrations are low. Taken together 

these results indicate the important role of Epsilonproteobacteria in the nitrogen cycle 

at deep-sea hydrothermal vents, which was also supported by KEGG category 

distribution analysis (Supplementary Table 3, Supplementary Figure 6, and 

Supplementary Figure 7).  

The nitrite reduction genes within the deltaproteobacterial taxobin may serve to 

protect sulphate-reducing bacteria from inhibitory nitrite (Kaster et al., 2007: Marietou 

et al., 2009), which is assumed to be predominantly produced by sulphur-oxidising 

nitrate reducing bacteria. It may also be used as an alternative electron acceptor, as 

already reported for Desulfobulbus propionicus (Pfennig and Widdel, 1982), belonging 

to one of the abundant families detected in the dataset. However, only nitrite reduction 
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to ammonia is as yet know for SRB. Denitrification has as not yet been described for 

SRB and the function of the genes for the reduction of nitrite to nitrous oxide remains to 

be elucidated. 

 

Microbial niche adaptations based on carbohydrate-active enzymes 

The metagenome from Site F was analysed for carbohydrate-active enzymes 

(CAZymes) (Cantarel et al., 2009) (Supplementary Table 4). Among the glycoside 

hydrolases (GH) genes, those for α-glucan utilisation of the families GH13 (122), GH57 

(37), GH77 (30) and glycosyl transferase GT35 (92) had the highest abundances. 

Other α-glucan-degrading families like GH31 (21) were also detected. Among the 

carbohydrate binding module (CBM) families CBM20 (6), CBM26 (3), CBM34 (7), 

CBM41 (4) and CBM48 (58) were the most prevalent. Furthermore, genes of the 

glycogen synthase family GT5 (174) were also abundant. Together, this CAZymes 

profile is indicative for active α-glucan turnover at Site F. As previously reported 

(Hutcheson et al., 2011), α-glucans are common organic substances in various aquatic 

environments where they serve as storage compounds and as connective molecules to 

form cell aggregates (Reina-Bueno et al., 2012). The Logatchev CAZyme profile also 

showed a high genetic potential for prokaryotic protein glycosylation (Supplementary 

Table 4), as it contained high proportions of theCAZyme families GH23 (51), GH103 

(19), GH109 (61), GT41 (141), GT51 (75) and GT66 (24). Protein glycosylation is a 

common feature shared by both photosynthetic-based and chemosynthetic-based 

microbial communities (Ong et al., 1994: Moens and Vanderleyden, 1997), although 

the effect of protein glycosylation is only understood to a limited extent. 

 

Habitat-specific adaptations 

In order to reveal habitat specific adaptations, the LHF metagenome was compared 

with three other metagenomes using the MG-RAST metagenome analysis server 

(Reference MG-RAST). For comparison we used two metagenomes from chimney-

associated microbial mats at the deep-sea hydrothermal vent fields Lost City 

(Brazelton and Baross, 2009) and Mothra (Xie et al., 2011), and one from filtered water 

of a deep-sea abyss from the North Pacific Subtropical Gyre as outgroup (DeLong et 

al., 2006) (Supplementary Table 5). According to the taxonomic assignment provided 

by MG-RAST, the microbial diversity of the hydrothermal vent field metagenomes was 

very similar: Proteobacteria (53-78%), Firmicutes (4-11%) and Bacteroidetes (5-7%) 

were the dominant phyla and Gammaproteobacteria constituted the predominant class 

(21-59%) (Supplementary Table 5). 

All three hydrothermal vent field metagenomes were enriched in DNA repair genes 
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when compared to the deep-sea abyss (Table 2). Abundance of such genes has been 

reported for the chimney metagenomes of Lost City and Mothra in previous studies 

(Brazelton and Baross, 2009: Xie et al., 2011). This result underlines that microbial 

communities at hydrothermal vents might need extensive DNA repair, possibly to cope 

with the harsh environmental conditions due to high pressure, high temperature, and 

toxic chemical agents such as hydrogen sulphide and radionuclides (Pruski and Dixon, 

2003). 

The relative abundance of reads matching cell motility genes in the LHF 

metagenome was nearly the same as for the deep abyss metagenome, and much 

lower than those determined for the metagenomes from chimney structures at Lost City 

and Mothra (Table 2). Chemotaxis sensory transduction proteins can play a role in cell 

aggregation and biofilm formation (Hickman et al., 2005: Tran et al., 2008). Therefore, 

these differences might reflect the different physical structures of the microbial mat at 

Logatchev versus microbial biofilms at Lost City and Mothra. 

LGT is a common driver of microbial evolution that allows microbes to adapt to 

extreme environments (Medini et al., 2005). All three hydrothermal vent field 

metagenomes had a higher proportion of transposable elements compared to the 

abyss metagenome. In contrast to the metagenomes from Lost City, Mothra and the 

deep abyss, phage-related genes, genes for proteins involved in conjugation, as well 

as integrons and group II introns were detected in remarkable high relative abundance 

in the LHF metagenome (Table 2). These differences likely indicate different adaptation 

strategies of the individual deep-sea hydrothermal vent microbial communities. The 

much lower reads (0.17%) of the transposable element were identified in our study 

although over 8% of all reads in the Lost City metagenome matched transposase 

protein families (Brazelton et al., 2009). This in consistent would derive from the 

different use of the database: Pfam and SEED subsystem. Furthermore, the mobile 

genetic elements in the Lost City metagenome have been hypothesized to originate 

from small extracellular environmental DNA (Brazelton and Baross, 2009). In contrast, 

in the LHF sediment, such mobile genetic elements are likely delivered by phage 

infections (transduction) and conjugation between cells as well as by uptake of free 

environmental DNA. This hypothesis is supported by the different physical structures 

between these microbial communities. The cell density in the LHF white microbial mat 

at site F (4.2 x 109 cells/g; (Schauer et al., 2011)) is higher than in the chimney biofilm 

at Lost City (5.6 x 106 
~ 8.6 x 107 cells/g; (Schrenk et al., 2004)). The close contact of 

the donor or recipient organisms living at high cell density induces high frequency 

transformation and conjugation rates (Medini et al., 2005). 
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Conclusions 

In this metagenome study we obtained various insights into the microbial carbon, 

sulphur and nitrogen cycling capabilities of the dominant microbial classes at LHF as 

well as their possible adaptation strategies. The combination of metagenomic 

information with experimental results such as microscopic observations, CARD-FISH, 

PCR and incubation experiments turned out to be a suitable approach for uncovering 

not only the metabolic potential but to extrapolate on the spatial organization of 

microbial taxa. 

The metagenomic analysis based on the LGT pointed towards unique 

environmental adaptation strategies of microbial communities inhabiting hydrothermal 

sediments; distinctly different from those described for microbial communities 

associated with hydrothermal chimneys. Viruses are the most abundant biological 

entity and the largest source of genetic material on the planet (Suttle, 2007), and likely 

constitute the major vehicle for mobile elements in the ocean. Thus, the direct 

collection of mobile elemental DNA or RNA (metamobilome approach) will provide 

novel prospect on gene evolution and environmental adaptation of microbial 

community at marine environment. 

 

Experimental procedures 

Sampling site and sample collection 

The LHF is located at the lower, eastern ridge-flank close to the axial valley at 15° N on 

the MAR in about 3,000 m water depth (Gebruk et al., 2000). The south-eastern vent 

field hosts two active smokers (Quest and Irina II) as well as sediment areas covered 

by sulfur-mats (Anya’s Garden and site F). At the times of sampling, site F was 

characterized by a patchy distribution of white mat areas that covered more than 50 m2 

with clumps of vent mussels scattered within the white areas (Schauer et al., 2011). 

Sampling was conducted during the R/V Maria S. Merian cruises MSM04-3 

(HYDROMAR III, 2007) and MSM10-3 (HYDROMAR IV, 2009) as described previously 

(Schauer et al., 2011). In brief, sediment was sampled using remotely operated 

vehicles (Jason II, Woods Hole, USA; Kiel 6000, IFM-GEOMAR Kiel, Germany), 

equipped with push-corers. Aboard, the sampled cores (~8 cm diameter; 20 cm long) 

were sliced into 1 cm layers and directly frozen at -80 °C or directly processed for 

microbial turnover rate measurements as described below. 
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DNA extraction, and DNA sequencing 

Community DNA was extracted from the LHF sample as described previously (Zhou et 

al., 1996). Humic substances were removed by gel purification (Plaque GP Agarose, 

Biozym, Hess. Oldendorf, Germany). The DNA was subsequently sequenced using the 

GS DNA Library Preparation Kit and a 454 GS FLX (454 Life Sciences, Branford, CT, 

USA). The resulting raw dataset comprised 1,152,840 reads amounting to 408 Mb. 

 

Analysis of rRNA gene fragments within the 454 dataset 

The metagenomic 454 pyrosequencing dataset was extracted using sff_extract 

(http://bioinf.comav.upv.es/sff_extract/index.html), applying the –c option in order to clip 

adaptor regions and low quality sequence regions. Subsequently, technical replicates 

(Gomez-Alvarez et al. 2009) were removed applying a cut off 99% sequence identity 

and allowing 3 bp sequence length variation at the 5’-end of the read using a CD-Hit 

based (http://www.bioinformatics.org/cd-hit) replicate filter.  

The resulting dataset was preprocessed (quality control and alignment) by the 

bioinformatics pipeline of the SILVA project (Pruesse et al., 2007). Briefly, reads 

shorter than 200 nucleotides and with more than 2% of ambiguities or 2% of 

homopolymers, respectively, were removed. Remaining reads were aligned against the 

SSU rRNA seed of the SILVA database release 106 (http://www.arb-

silva.de/documentation/background/release-106) (Pruesse et al., 2007) using SINA 

Version 1.1 (Pruesse et al. 2012) whereupon non-aligned reads have not further been 

considered for downstream analysis. Applying this strategy, putative partial SSU rRNA 

gene reads within the data set could be extracted. Subsequently, remaining reads were 

dereplicated, clustered and classified. Dereplication (here: identification of identical 

reads ignoring overhangs) was done with cd-hit-est of the cd-hit package 3.1.2 

(http://www.bioinformatics.org/cd-hit) using an identity criterion of 1.00 and a wordsize 

of 8. Remaining sequences were clustered again with cd-hit-est using an identity 

criterion of 0.97 (same wordsize). The longest read of each cluster was used as a 

reference for taxonomic classification done by a local BLAST search against the SILVA 

SSURef 106 NR dataset (http://www.arb-silva.de/projects/ssu-ref-nr/) using blast-

2.2.22+ (http://blast.ncbi.nlm.nih.gov/Blast.cgi) with standard settings. The full SILVA 

taxonomic path of the best blast hit has been assigned to the reads in case the value 

for (% sequence identity + % alignment coverage)/2 was at least 93.0. In the final step, 

the taxonomic path of each cluster reference read was mapped to the additional reads 

within the corresponding cluster plus the corresponding replicates, identified in the 
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previous analysis step, to finally obtain (semi-) quantitative information (number of 

individual reads representing a taxonomic path). 

 

Sequence assembly 

Two independent assemblies were constructed from the 454 dataset, one using 

Newbler ver. 2.0.01.14 (454 Life Sciences), the other one using and Mira ver. 3.4 

(Chevreux et al., 1999). Both assemblers produced different assemblies with respect to 

average length (Newbler: 499 bp; Mira: 536 bp), N50 value (Newbler: 479 bp; Mira: 

504 bp) and the longest contig (Newbler: 27,079 bp; Mira: 17,938 bp). We combined 

both assemblies to a consensus using the Minimus2 program of the AMOS package 

(Sommer et al., 2007) generating the LHF-454 assembly. This was composed of 

151,746 contigs with an average length of 551 bp, an N50 of 509 bp and a maximum 

contig size of 27,087 bp summing up to 84 Mb assembled sequence information 

(Supplementary Table 1).  

Furthermore, 56 fosmid sequences, 42 draft fosmid sequences generated by 

sequencing of fosmids pools by 454 pyrosequencing, and 12 of finshed quality, 

(Supplementary text) as well as 6,582 fosmid insert end-sequences were assembled 

with the LHF-454 assembly using the Minimus2 program in order to get a better 

assembly for taxonomic classification of the 454 reads (LHF-Meta, Supplementary 

text). All analyses reported in the results section refer to sequences within the 454 

dataset. 

 

Gene prediction, annotation and taxonomic classification 

Gene prediction and functional annotation including carbohydrate-active enzymes were 

carried out as reported previously (Teeling et al., 2012) (Supplementary text). The 

LHF-Meta assembly was partitioned in taxonomically coherent bins using a consensus 

from individual taxonomic prediction tools as described previously (Ferrer et al., 201/), 

less TaxSOM. As a result, a substantial fraction of the contigs could be classified on 

some taxonomic level (contig classification). Subsequently, the reads of the 454 

dataset were mapped on the classified contigs in order to obtain a taxonomic 

classification for each individual read and to allow for quantitative analysis of the data 

(read classification) (superkingdom: 68%; phylum: 63%; class: 57%; order: 53%; 

family: 46%; genus: 47% based on the read classification).  

 

Metabolic pathway analysis 

Within three taxonomic bins (Gammaproteobacteria, Deltaproteobacteria and 

Epsilonproteobacteria), the metabolic pathway for carbon, sulfur and nitrogen 
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compounds were constructed. Annotated ORFs from LHF-454 were classified by the 

EC number. The pathways and EC number of the enzymes were referred from the 

MetaCyc database (Caspi et al., 2012). In order to calculate the number of the 

sequence reads encoding the each gene, the sequence reads were mapped on the 

contigs annotated by GenDB system as described in supplementary text. 

 

Phylogenetic analysis of genes of the sulfur metabolism 

In order to analyze the diversity of two key genes of the sulfur metabolisms, aprA 

(alpha subunit of adenosine phosphosulfate (APS) reductase) and soxB (sulfate 

thiohydrolase), clone libraries were constructed with environmental DNA from Site F as 

template. Subsequently, amplified gene fragments were phylogenetically analyzed 

together with genes detected in the LHF-454 dataset from Site F (Supplementary text).  

 

Microbial mat incubations for sulfide consumption analyses 

Surface sediment or the overlying sulfur mat (0.5 g) was placed in glass serum vials 

filled by one-third with 0.22 µm sterile-filtered bottom seawater. The vials were closed 

with gas-tight rubber stoppers and crimped with aluminum seals. Control vials 

contained either boiled sediment or solely seawater. A Na2S stock solution was added 

to the seawater to a final concentration below 20 µM. All vials were incubated at 4°C on 

a slowly rotating table (~XXX UpM ). Aliquots were taken at time intervals and fixed 

with zinc acetate (2%, w/v). The concentration of the resulting ZnS precipitate was 

measured at 663 nm by spectrophotometry according to (Trüper and Schlegel, 1964). 

All incubations were performed in three replicates. 

 

Analysis of carbonhydrate-active enzymes 

The annotations of carbon hydrate active enzyme from the Logatchev metagenome 

were carried out as described previously (Teeling et al., 2012). In brief, the 

metagenomic sequences were subjected to a pipeline that consists of three 

comparison procedures: BLAST against the CAZy database (Cantarel et al., 2009), 

Hidden Markov Models (pHMM) against Pfam (Sonnhammer et al., 1997) and the 

dbCAN database (Yin et al., 2012). The e-value cutoffs were E-30 for BLAST and E-10 

for the HMM-based methods. Since the CAZy database is just a subset of the nr-

database in NCBI, the best hits returned from the CAZy comparison are locally optimal 

but not necessarily also the globally optimal hits returned from the nr-database 

comparison. To detect such annotation artifacts, it is therefore meaningful to compare 

CAZy annotations with the results from BLAST against NCBI nr and KEGG databases. 
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Annotation artefacts were manually removed and statistics of eachCAZyme family 

were conducted. 

 

Comparative analyses of metagenomes from hydrothermal vent fields 

MG-RAST (Meyer et al., 2008; Glass et al., 2010) was used to compare the LHF 

metagenome with three other metagenomes, namely Mothra (Xie et al., 2011), Lost 

City (Brazelton and Baross, 2009) and a North Pacific Subtropical Gyre deep abyss 

(DeLong et al., 2006) (Supplementary Table 4). Quantitative comparisons of functional 

genes were based on unassembled raw-reads. The dataset of Mothra was obtained 

from the GenBank Sequence Read Archive (SRA009990.1), and the metagenomes of 

Lost City and the deep abyss are publicly available on the MG-RAST servers. Genes 

were searched for similarity against the KEGG database with an expectation value cut-

off of < E-5. 

 

Nucleotide sequence accession numbers 

Sequences reported in this study were deposited at EBI European Nucleotide Archive 

(ENA) under the accession numbers xxx for fosmid sequences. The pyrosequencing 

dataset was deposited at the EBI/ENA metagenome submission pipeline (xxx). 
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Figures and Tables 

Table 1 Microbial diversity and abundance at Site F. 

  

read  
16S rRNA 

metagenome 
23S rRNA 

metagenome 
CARD-
FISH 

16S rRNA 
clone 

libraries 

Archaea 3.6 8.8 7.3 <6.0 n.d. 

Bacteria 65.9 91.2 92.7 ???   

Acidobacteria 0.1 1.4 0.6 n.d. 0.9 

Actinobacteria 1.2 0.0 0.0 n.d. 0.0 

Bacteroidetes 2.1 4.9 3.4 14.0-19.0 18.9 

Chloroflexi 2.1 8.8 1.4 n.d. 4.5 

Cyanobacteria 1.9 0.4 0.0 n.d. 1.8 

Deferribacteres 0.1 4.6 1.1 n.d. 0.9 

Firmicutes 3.5 0.7 0.8 n.d. 0.9 

Planctomycetes 0.9 1.8 2.2 n.d. 1.8 

Proteobacteria 48.3 56.3 80.9 n.d. 60.4 

Alphaproteobacteria 4.6 0.0 0.6 n.d. 0.0 

Rhodobacteraceae 1.9 0.0 0.3 n.d. 1.8 

Betaproteobacteria 4.0 0.0 1.1 n.d. 0.0 

Methylophilaceae  0.0 0.0 1.1 n.d. 0.0 

Gammaproteobacteria 24.7 26.4 43.0 5.0 35.1 

Acidithiobacillaceae  0.0 0.7 2.5 n.d. 0.0 

Chromatiaceae  1.2 4.9 12.9 n.d. 0.0 

                          Allochromatium 0.2 0.0 11.0 n.d. 0.0 

                          Halochromatium 0.0 2.1 0.0 n.d. 0.0 

                          Nitrosococcus 0.9 0.4 2.0 n.d. 0.0 

Crenotrichaceae  0.0 1.4 0.0 n.d. 0.0 

Ectothiorhodospiraceae  12.7 0.0 13.5 n.d. 0.0 

                          Alkalilimnicola 2.0 0.0 1.1 n.d. 0.0 

                          Nitrococcus 0.9 0.0 1.4 n.d. 0.0 

                          Thioalkalivibrio 8.7 0.0 10.7 n.d. 0.0 

Methylococcaceae  1.6 0.7 6.5 n.d. 0.0 

                          Methylobacter 0.1 0.0 6.5 n.d. 0.0 

Piscirickettsiaceae  0.0 1.1 1.4 n.d. 0.9 

Thiotrichaceae  0.6 2.5 0.0 n.d. 0.9 

Deltaproteobacteria 9.6 7.0 11.2 21.0 14.4 

Desulfarculaceae  0.0 0.4 1.4 n.d. 1.8 

Desulfobacteraceae  1.8 3.5 7.0 n.d. 5.4 

                          Desulfatibacillum 1.0 0.0 5.3 n.d. 0.0 

Desulfobulbaceae  0.2 1.1 1.7 n.d. 1.8 

Geobacteraceae 1.6 0.0 0.3 n.d. 0.0 

Nitrospinaceae  0.0 1.4 0.0 n.d. 0.0 

Epsilonproteobacteria 2.2 22.9 25.0 21.0 8.1 
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Helicobacteraceae  0.3 21.8 24.2 n.d. 8.1 

                          Sulfuricurvum 0.0 2.5 0.0 n.d. 0.0 

                          Sulfurimonas 0.2 10.6 11.5 n.d. 5.4 

Sulfurovum 0.9 8.8 12.6 n.d. 2.7

Spirochaetes 0.1 2.1 0.3 n.d. 0.0 

 

The relative abundance of classified 454 reads, 16S rRNA and 23S rRNA gene 

fragments is given in comparision to 16S rRNA clone library and CARD-FISH studies 

on Site F surface sediment by Schauer et al. (2011). Listed are domains, phyla, 

proteobacterial classes, families within the proteobacterial classes, and genera within 

these most abundant families with at least 1% relative abundance in at least one of the 

analyses. Clades without cultured representatives have not been considered.  

 

Table 2 Abundance of genes involved in the environmental adaptation in three 

metagenomes 

 

 
aThe number indicates the relative abundance of reads in each metagenomic data set 

in percent. 

The classification of gene is based on KEGG (DNA repair and Cell motility) and SEED 

Subsystems (Mobile element). 
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Figure 1: Components of the dissimilatory sulfur metabolism pathway identified in this 

study. The doughnut-like chart indicates the proportion of reads in each taxonomic bin. 

The number in the middle of the chart shows the sequence reads matching the 

corresponding gene.  
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Figure 2: Components of the dissimilatory nitrogen metabolism pathway identified in 

this study. The doughnut-like chart indicates the proportion of each taxonomic bin. The 

number in the chart shows the sequence reads of the corresponding enzymes. 
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Figure 3: Model of the energy metabolism and spatial distribution of microorganisms in 

the sediment surface layer of site F. The reduced sulfur diffused from hydrothermal 

vent field is oxidized to sulfate by Gammaproteobacteria and Epsilonproteobacteria. 

Subsequently, deltaproteobacterial autotroph reduces sulfate to sulfide at deeper 

anoxic sediment. Gammaproteobacteria and Epsilonproteobacteria which are mainly 

consists of genus Sulfurovum and accumulate elemental sulfur forming sulfidic mat, 

also oxidize the reduced sulfur compounds at the upper sediment. Sequential sulfate 

reduction by heterotrophic Deltaproteobacteria is also occurred at the top sediment. 
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SUPPLEMENTARY TEXT 

Metagenomic fosmid library construction 

Sediment from site F (0-1 cm) at the Logatchev hydrothermal vent field was used for 

fosmid library construction. DNA was extracted as described previously (Zhou et al., 

1996), followed by gel purification (Plaque GP Agarose, Biozym, Hess. Oldendorf, 

Germany) to remove humic substances. The fosmid library was constructed using the 

EpiFOS CopyControl Fosmid Library Production Kit (Epicentre, Madison, WI) 

according to the manufacturer’s instructions with the modification that the DNA was 

concentrated using MICROCON YM-100 columns (Promega, Mannheim, Germany). 

Size-selection was performed by pulsed-field gel electrophoresis (PFGE) to obtain 

appropriate DNA fragment lengths (approximately 40 kb) for cloning. 

 

Screening for fosmids carrying phylogenetic and metabolic key genes 

2,304 randomly chosen fosmid clones were screened for genes of the 16S rRNA, the 

alpha subunit of the dissimilatory adenosine-5'-phosphosulfate (APS) reductase (aprA), 

and the large hydrogenase subunit (hupL). Fosmids with 16S rRNA genes were 

identified using universal primer sets for Bacteria and Archaea as described previously 

(Schauer et al., 2011). The primer sets AprA-1-FW (TGGCAGATCATGATYMAYGG) 

and AprA-5-RV (GCGCCAACYGGRCCRTA) (Meyer and Kuever, 2007), and HUPLX1 

(5’-GACCCSGTBACSCGNATYGARGG-3’) and HUPLW2 (5’-

RCANGCNAGRCASGGGTCGAA-3’) (Csaki et al., 2001) were used for amplification of 

aprA and hupL genes, respectively. The PCR reaction contained 10 - 100 ng template 

DNA, 0.5 µM of each primer, 10 mM dNTPs, 1 x buffer, 1 x enhancer, and 5 U of the 

Eppendorf-Taq DNA Polymerase (Eppendorf, Hamburg, Germany). After initial 3 min. 

at 94 ˚C each cycle consisted of 1 min. at 94 ˚C, 1 min at 58 ˚C annealing, and 3 min. 

elongation at 72 ˚C. The amplicons were purified using a PCR purification kit (QIAGEN, 

Hilden, Germany), and cloned using the TOPO TA Cloning Kit for sequencing (pCR4-

TOPO) (Invitrogen, Karlsruhe, Germany). Clones with a correct insert size were 

sequenced using the vector primer M13 R. Twelve selected fosmids were Sanger 

sequenced on a 3130xl capillary DNA sequencer (Applied Biosystems, Carlsbad, CA) 

generating 12FOSMID assembly. 

 

Screening for fosmids based on the phylogenic analysis from metagenomic library 

The randomly selected fosmid clones from the library were end-sequenced with 

Sanger-sequencing. This yielded 6,582 bi-directional end-sequence. These were 

taxonomically assigned as described previously (Hanno Teeling et al., 2012). Based on 
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these results, 42 fosmids were selected and subjected to 454 pyrosequencing. 

Assembly and was conducted independently by Newbler and Mira as described in 

materials and methods. We also combined both assemblies to a consensus using the 

Minimus2 program generating 42FOSMID assembly. 

 

Gene prediction, annotation 

Metagenome sequences were analyzed with the GenDB v2.2 annotation system 

(Meyer et al., 2008). Genes were called with the gene prediction programs GLIMMER 

3.02 (Delcher et al., 2007), MetaGene 1.0 (Noguchi et al., 2006), ZCURVE 1.02 (Guo 

et al., 2003), and MED 2.0 (Zhu et al., 2007). All predicted coding open reading frames 

were subjected to similarity searches against sequence databases [NCBI-nr, 

UniPROT/SWISSPROT (Apweiler et al., 2001)], protein family databases [Pfam 

(Sonnhammer et al., 1997), InterPro (Apweiler et al., 2000)], and COG (Tatusov et al., 

1997), KEGG (Kanehisa et al., 2002)], as well as signal peptide [SignalP v2.0, (Nielsen 

et al., 1999)] and transmembrane helix predictions [TMHMM v2.0, (Krogh et al., 2001)]. 

Subsequently, an initial automatic annotation was generated by the use of fuzzy logic-

based MicHanThi (Quast, 2006). Genes of interest were manually curated using 

JCoast v1.6 (Richter et al., 2008). 

 

Taxonomic classification of contigs of the LHF-Meta assembly  

Assembled contigs of the LHF-Meta assembly were taxonomically classified using a 

modified pipeline published elsewhere (Ferrer et al., 2012; Teeling et al., 2012). In 

brief, the taxonomic classification of contigs was predicted as follows: a consensus 

from four individual taxonomic prediction tools was used in order to infer the taxonomic 

affiliation of the contigs: (I) CARMA (Krause et al., 2008) infers taxonomy of sequences 

by post-processing genes with HMMER hits to the Pfam database. (II) KIRSTEN 

(Kinship Relationship Reestablishment unpublished) infers taxonomy of sequences by 

post-processing BLAST hits. (III) analysis of full and partial 16S rRNA genes and (IV) 

mapping of the contigs on a well-chosen set of 339 marine reference genomes taken 

from EnvO-lite environmental ontology (Hirschman et al., 2008). The final logic 

consolidates the individual tool’s taxonomic predictions into a consensus using a 

weighted assessment on all existing 27 ranks of the NCBI taxonomy from 

superkingdom to species.  

KEGG orthology analysis with an expectation value cut-off of < E-15 indicated that 

the majority of genes with KEGG assignment stemmed from Gammaproteobacteria 

(33.4% of total reads mapping on contigs with ORFs with taxonomic assignment), 
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Deltaproteobacteria (15.2%), Epsilonproteobacteria (6.4%), Firmicutes (7.5%) and 

Bacteroidetes (4.6%) (Supplementary Table 2, Supplementary Figure 6). 

 

Issues of microbial community analyses tools  

Several reasons might contribute to the partly large differences between the methods 

used to quantify microbial groups at Site F. Group-level CARD-FISH probes often 

exhibit lower group coverage and more outgroup hits in comparison to domain-specific 

probes (Amann and Fuchs, 2008). Probes targeting Bacteroides (CF319a: outgroup 

hits: 5%) and the Deltaproteobacteria [outgroup hits of DELTA495a: 17%; DELTA495b: 

71%; DELTA495c: 24%; (Lücker et al., 2007)] have many outgroup hits, which can 

result in overestimating the corresponding abundances. In contrast, the 

Gammaproteobacteria probe GAM42a has a low group coverage (76%), as it does for 

example not cover the family Xanthomonadacea (Amann and Fuchs, 2008: Yilmaz et 

al., 2006), which was detected in the LHF metagenome by tag-sequencing analysis (5, 

42, and 6 sequences in tag_gm1, tag_gm3 and tag NR15, data not shown). Different 

results of the taxonomic sequence classification and the 16S rRNA analysis also may 

result from biases, such as the low number of analyzable 16S rRNA reads (0.05% of all 

reads), which is statistically critical, especially for groups of lesser abundance. Also 

varying numbers of rRNA operons in microbial species skew the results of 16S rRNA 

fragment analysis. Moreover, public sequence databases for protein-coding genes 

used for sequence classification are still taxonomically biased, which hampers 

classification of taxa with no sequenced close relative. Finally, the different sample 

preparations for CARD-FISH and metagenome analysis introduced biases at several 

steps (cell dissolution from sediment, cell permeabilization, DNA extraction, DNA 

sequencing), so that CARD-FISH and metagenome analyses essentially shed a 

different light on a sample’s ‘true’ microbial biodiversity. If all methods or at least some 

independent ones, point to the same direction, the chance is high, that the abundance 

of a microbial community has been pretty well assessed. If not, further analyses are 

necessary. Here, likely CARD-FISH with several probes specific for the taxonomic 

group that has to be investigated, may be the most promising but time consuming 

approach.  

 

PCR amplification and phylogenetic analysis of genes for sulfur metabolism  

The genes for the dissimilatory adenosine-5'-phosphosulfate (APS) reductase (aprA) 

and the SoxB component of the sulfur oxidation enzyme complex (soxB) were 

amplified (aprA primers: AprA-1-FW (5’-TGGCAGATCATGATYMAYGG-3’) and AprA-
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5-RV (5’-GCGCCAACYGGRCCRTA-3’) (Meyer and Kuever, 2007); soxB primers: and 

soxB432F (5’-GAYGGNGGNGAYACNTGG-3’) and SoxB1446B (5’-

CATGTCNCCNCCRTGYTG-3’) (Petri et al., 2001). The PCR reaction contained 10 -

 100 ng template DNA, 0.5 µM each primer, 10 mM dNTPs, 1 x buffer, 1 x enhancer, 

and 5 U of Taq DNA Polymerase (Eppendorf, Hamburg, Germany). After an initial 

denaturation step for 3 min. at 94 ˚C, each cycle consisted of 1 min. at 94 ˚C, 1 min at 

58 ˚C (aprA) or 55 ˚C (soxB), and 3 min. at 72˚C. The amplicons were purified using a 

PCR purification kit (QIAGEN, Hilden, Germany), and cloned using the TOPO TA 

Cloning Kit for sequencing (pCR4-TOPO) (Invitrogen, Karlsruhe, Germany). Clones 

with correct insert sizes were sequenced using the vector primer M13 R. The resulting 

sequences were translated and analyzed using the ARB software package (Ludwig et 

al., 2004). 88736. 
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Supplementary Tables and figures 

Supplementary Table 1 General features of the metagenome Logatchev site F 
LHF-454 dataset (Raw reads)  

Total reads   1,152,840 
Total length (Mbp)  408 
Mean reads (bp)   354 
Median reads (bp)  391 

De-replicated dataset 
Total reads   757,646 
Total length (Mbp)  277.5 
16S rRNA genes  369 (0.05%)a 
23S rRNA genes  714 (0.09%)a 

Assembled sequence information 
Total contigs   151,746 
Total length (Mbp)  83.7 
Maximum contig size  27,087 
N50 of contigs   509 

apercentage in the de-replicated total reads 
 

Supplementary Table 2 

Number of LHF-454 sequence reads annotated in autotrophic carbon metabolism. 

   

 

Total 
number 

of 
sequenc
e reads 

Gamma-

proteobacteri
a  

Delta-

proteobacteri
a  

Epsilon-

proteobacteri
a  

     

Calvin-Benson-Bassham cycle     
RuBisCO (ribulose biphosphate 
carboxylase) 83 9 0 0 

phosphoglycerate kinase  94 30 2 7 
glyceraldehyde 3-phosphate 
dehydrogenase 163 61 21 11 

triose-phosphate isomerase  68 17 1 7 

fructose-bisphosphate aldolase / 
sedoheptulose-1,7-bisphosphate aldolase 130 53 19 4 

fructose 1,6-bisphosphatase 22 3 2 0 
D-Fructose 6-phosphate:D-
glyceraldehyde-3-phosphate 
glycolaldehyde transferase  168 73 11 24 

pentose-5-phosphate 3-epimerase 55 15 12 3 

phosphoribulokinase 30 29 0 0 

fructose-bisphosphate aldolase / 
sedoheptulose-1,7-bisphosphate aldolase 93 55 0 0 

D-fructose 1,6-bisphosphatase class 
2/sedoheptulose 1,7-bisphosphatase 22 3 2 0 

glycolaldehydetransferase  168 73 11 24 

ribose-5-phosphate isomerase  71 30 2 6 

     

Reductive TCA cycle     
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isocitrate dehydrogenase 62 19 7  14 

aconitase 158 66 26  11 

ATP-citrate lyase 16 0 0  10 

pyruvate:ferredoxin oxidoreductase 155 7 13  21 

phosphoenolpyruvate synthase 153 28 46  10 

phosphoenolpyruvate carboxylase 9 8 0  0 

malate dehydrogenase 9 12 14  3 

fumarate hydratase 83 21 12  14 

fumarate reductase 250 46 58  55 

succinyl-CoA synthetase 109 29 10  13 

2-oxoglutarate:ferredoxin oxidoreductase 134 0 37  13 

     

reductive acetyl coenzyme A pathway     

formate dehydrogenase (NADP+)  310 120  77  7  

formatetetrahydrofolate ligase  72 3  37  0  

methenyltetrahydrofolate cyclohydrolase  43 11  9  6  
methylenetetrahydrofolate dehydrogenase 
(NADP+)  39 7  2  6  

methylenetetrahydrofolate reductase 33 18  71  1  

CO-methylating acetyl-CoA synthase  224 0  19  0  

     

3-hydroxypropionate cycle     
malony- CoA reductase (malonate 
semialdehyde-forming)  0 0  0  0  
3-hydroxypropionate dehydrogenase 
(NADP+)  0 0  0  0  

3-hydroxypropionyl-CoA synthase 0 0  0  0  

3-hydroxypropionyl-CoA dehydratase  0 0  0  0  

acrylyl-CoA reductase (NADPH)  0 0  0  0  

propionyl-CoA carboxylase  65 0  12  0  

methylmalonyl-CoA epimerase  0 0  0  0  

methylmalonyl-CoA mutase  165 1  39  0  

L-malate CoA transferase 0 0  0  0  

malyl-CoA lyase  0 0  0  0  

acetyl-CoA carboxylase  170 102  12  21  

 

The key enzymes are shown in gray. 
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Supplementary Table 3 

The number of LHF-454 sequence reads in each KEGG classification in taxonomically 

binned LHF metagenome 

 

whol
e 

taxon 

Gamma 
proteobact

eria 

Delta 
proteobact

eria 

Epsilon 
proteobact

eria 
Firmicu

tes 
Bacteroid

etes 

Carbohydrate metabolism 
1916

1 5377 3144 1095 1503 1006 
          Starch and sucrose 
metabolism 1465 695 219 18 46 81 

Amino acid metabolism 
1656

6 5342 2445 1202 1204 866 

Metabolism of Other Amino Acids 3552 1340 533 205 265 184 

Energy Metabolism 
1347

2 4209 2176 947 943 486 

          CO2 Fixation 1588 307 301 171 135 72 

          Sulfur Metabolism 663 239 137 55 79 45 

          Nitrogen Metabolism 2297 556 212 206 138 87 

          Methane Metabolism 3377 765 757 164 249 72 

Nucleotide Metabolism 8824 3092 1288 731 713 478 
Metabolism of Cofactors and 
Vitamins 5579 2084 768 421 476 298 

Lipid Metabolism 4050 1060 584 405 362 206 

          Fatty acid Metabolism 756 144 224 21 105 49 
Glycan Biosynthesis and 
Metabolism 1867 620 301 211 149 112 
Xenobiotics Biodegradation and 
Metabolism 2763 651 438 108 275 124 

          Benzoate Degradation 419 59 116 2 61 14 
Biosynthesis of Other Secondary 
Metabolites 2173 823 316 68 98 113 
Metabolism of Terpenoids and 
Polyketides 1819 584 238 125 116 127 

Enzyme Families 1064 286 289 45 48 44 

Replication and Repair 7793 3158 1136 482 857 328 

Translation 5791 2243 807 405 419 263 

Folding, Sorting and Degradation 3057 1275 509 278 132 92 

Transcription 1253 448 190 83 69 91 

Membrane Transport 5706 1856 698 218 310 82 

Signal Transduction 2217 914 354 134 114 48 

Cell Motility 397 100 81 37 46 3 

Cell Growth and Death 209 109 23 12 15 25 

       

Tatal (%) 
1111

77 
37176 
(33.2) 

16925 
(15.2) 7164 (6.4) 

8290 
(7.5) 5149 (4.6) 
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Supplementary Table 4 

Supplementary Table 5 
 
Metagenomes used for comparative analyses.  

Hydrothermal 
vent field 

Logatchev  Lost City Mothra Deep Abyss 

Mid-Ocean Ridge Mid Atlantic Ridge Mid Atlantic Ridge Juan de Fuca Ridge - 

Geological setting Ultramafic-hosted Ultramafic-hosted Basalt-hosted  - 

Sample 
sediment (0-1cm) 
covered by sulfur-

mat at siteF 

carbonate chimney 
biofilm 

Black smoker sulfide 
chimney 4143-1 

Sea water from 
4,000 m of Hawaii 

Ocean 

Fluid dataa     

          
Temperature (˚C) 

300-350 40-90 300-350 - 

          pH low 9-11 2-3 - 

          chemical 
contents 

hydrogen 
 (up to 3.5 mM)  

methane (up to 19 
mM) 

hydrogen sulfide  
(2.5 mM) 

hydrogen (1-15 mM) 
methane (1-2 mM) 
hydrogen sulfide  

(< 2.8 mM)  
nearly devoid of CO2 

hydrogen (0.1 mM) 
methane (0.05-1 mM) 

hydrogen sulfide  
(2-8 mM) 

- 

DNA bulk genome pUC18 fosmid fosmid 

Accession number  
ACQI01006325-

01026573 
SRA009990.1 DU731018-796676 

Sequencing 
method 

454 Sanger 454 454 

MG-RAST number 4496846.3 4461585.8 4497054.3 4441056.3 

Raw read number 1,152,840 46,360 578,567 11,223 

Total length (Mbp) 241.7 34.6 75.2 11.1 

Predicted ORF 
number 

570,224 45,725 141,258 8,289 

Microbial diversity 
(%)b 

    

   Firmicutes 10.7 11 4 9 

   Bacteroidetes 5.1 7.1 4.7 4.6 

   Proteobacteria 53.4 69.2 77.7 49.6 

     

Gammaproteobact
eria 

20.7  31.2  58.7  16.7  

     
Alphaproteobacteri
a 

6.2  19.8  8.5  21.0  

     
Betaproteobacteri

a 

7.8  7.4  6.4  6.4  

     
Deltaproteobacteri
a 

14.5  5.2  2.7  4.8  

     
Epsilonproteobact

eria 

4.0  4.9  1.0  0.5  
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Supplementary Figure 1: Organization of genes for the Sox enzyme complex detected 

on a contig assigned to Gammaproteobacteria compared to the sox operon in the 

genomes of species to which the deduced amino acid sequence showed best Blast hits 

to. soxB, sulfide thiohydrolase; soxX, heterodimeric c-type cytochrome; soxY, sulfur 

covalently-binding protein; soxZ, sulfur compound chelating protein; soxA 

heterodimeric c-type cytochrome. Numbers given above open reading (ORF) frames of 

related species indicate the amino acid similarity to the respective ORF detected in the 

Site F metagenome. 
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Supplementary Figure 2: Phylogenetic affiliation of AprA from Site F. Sequences 

deduced from the PCR and the metagenomic sequencing indicates LHF siteF (blue) 

and LHF siteF Meta (red), respectively. Sequences retrieved from clone libraries from 

the Site F are indicated in red, and sequences detected in the LHF-Meta assembly in 

blue. Numbers in parentheses indicate the number of identical sequences. Scale bar = 

0.10 estimated substitutions per site. 
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Supplementary Figure 3: Phylogenetic affiliation of SoxB from Site F. Sequences 

deduced from the PCR and the metagenomic sequencing indicates LHF siteF (blue) 

and LHF siteF Meta (red), respectively. Sequences retrieved from clone libraries from 

the Site F are indicated in red, and sequences detected in the LHF-Meta assembly in 

blue. Numbers in parentheses indicate the number of identical sequences. Scale bar = 

0.10 estimated substitutions per site.  
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Supplementary Figure 4: Sulfide uptake and consumption rates in the surface sediment 

layer (0-1 cm) and in the overlying sulfur-mat at LHF. 

 

Supplementary Figure 5: Organization of genes for nitrate reduction detected on a 

contig assigned to Epsilonproteobacteria compared to the sox operon in the genomes 

of species to which the deduced amino acid sequence showed best Blast hits to 

nosDFY, nitrous oxide reductase maturation protein; napA, nitrate reductase; napGH, 

ferredoxin-type protein. Numbers given above open reading (ORF) frames of related 

species indicate the amino acid similarity to the respective ORF detected in the Site F 

metagenome. 
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Supplementary Figure 6 

 

Distribution of abundant KEGG category classes within the taxonomically binned Site F 

metagenome. The number of the sequence reads in each taxonomic bin is shown. 

Categories in parentheses are sub-categories of higher order categories. Colors: blue: 

Gammaproteobacteria; red: Deltaproteobacteria; green: Epsilonproteobacteria; grey: 

Firmicutes and turquoise: Bacteroidetes. 
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Supplementary Figure 7 

 

Distribution of abundant KEGG categories classes within the taxonomically binned Site 

F metagenome. The proportion of the sequence reads in each taxonomic bin is shown. 

The sequence read counts were normalized against the total number of sequence 

reads within each taxobins of the LHF-454 dataset. Categories in parentheses are sub-

categories of higher order categories. Colors: blue: Gammaproteobacteria; red: 

Deltaproteobacteria; green: Epsilonproteobacteria; grey: Firmicutes and turquoise: 

Bacteroidetes.
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2.5 Halorhabdus tiamatea: Complete genome sequencing and 

proteomics identify the first cultivated euryarchaeon from a deep-sea 

anoxic brine lake as polysaccharide degrader 
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more details to the rhodopsin proteins found in this organism. Finally, I participated in 

the discussion of the genomic potential of the organism.  
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3. Discussion 

The explanatory power of CAZyme profiles depends on the accurate identification of 

CAZyme genes. Our incomplete knowledge leads to imperfect classification of 

CAZyme genes in software pipelines. On the one hand, we fail to recognize unknown 

new families. On the other hand, we tend to consistently over-estimate some families 

because of their mis-annotation in databases. Before a discussion of the CAZyme 

results, it is hence important to address these methodical issues so that we can assess 

the margin of error in the results. In addition, understanding the different causes of mis-

identification is the first step towards improvements of software pipelines such as 

Trident. Therefore, the first chapter of this discussion is dedicated to these 

methodological issues. 

The breakdown of polysaccharides represents only a subset of the macromolecule 

turnover in a microbial community. CAZymes represent only a subset of all 

carbohydrate-related enzymes. Sugar transporters, sulfatases and carbohydrate-

binding proteins are necessary supplements to CAZymes. They deserve our attention 

and will be discussed in chapter 3.2. Chapter 3.3 begins with a quick recap of the 

major findings of the MIMAS study and then discusses the microbial interactions based 

on CAZymes. Inspired by the conclusion drawn in chapter 3.3, chapter 3.4 extracts the 

CAZyme results of Ulvibacter, Formosa and Polaribacter from the MIMAS study and 

compares them with eight other Flavobacteriaceae genomes. Based on the 

comparisons, it models the niche-adaptation of Flavobacteriaceae and discusses their 

associations with diatoms and brown algae. Chapter 3.5 focuses on the metagenomes 

of Hot Lake and Logatchev. As summarized in Chapter 3.6, these three studies 

together with the genome characterizations of Halorhabdus tiamatea SARL4BT and 

Formosa agariphila KMM 3901T have demonstrated CAZyme profiling as a useful tool 

in genomic studies. 

3.1 The accuracy of CAZyme identification 

One of the design philosophies of the Trident software pipeline is to identify all 

CAZymes in a given genome by combining three different approaches. However, such 

an approach is vulnerable to false positives. If we define the ratio of false postives as 

P(positive|nonCAZymes) and similarly, the ratio of true positive CAZymes as 

P(positive|CAZymes), then according to the Bayes’ theorem, the probability that a hit is 

a false positive can be calculated as follows: 
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If we assume P(nonCAZymes)=98%, P(CAZymes)=2% and very optimistically 

P(positive|CAZymes)=100% and P(positive|nonCAZymes)=5%, then the false positive 

ratio is at a surprisingly high level of 71%. Using more realistic numbers this could well 

mean that in practice about three fourth of reported CAZymes are in fact non-CAZyme 

false positives. This phenomenon has already been noticed in earlier studies of land 

plant CAZymes [3]. It is due to the low CAZyme frequencies in the genomes (about 1-

2% [1]). Even if all CAZymes would be identified with 100% accuracy, their numbers 

would be small. In contrast, even if small portions of the non-CAZyme genes were 

falsely identified, their numbers would still be substantial. 

There are at least three causes for false positives [3]. First, some query sequences 

align well to non-catalytic parts of the reference sequences. Since the algorithm does 

not distinguish catalytic and non-catalytic sites, it will interpret these sequences as 

close homologues. Second, there are reference genes that are in fact non-CAZymes 

but are annotated as such because they contain domains similar to functional 

CAZymes. The unknown query sequences will also be annotated as CAZymes when 

they match these pseudo-CAZymes. One such example is the chrk1 gene of tobacco, 

which is related to chitinases, but has lost its chitinase catalytic domain and therefore 

this enzymatic activity [3]. The third reason is subtle. Enzymes like soybean 

hydroxyisourate hydrolase have kept both, the catalytic residues and the catalytic 

mechanism of a β-glucosidase, yet they catalyze reactions on a non-carbohydrate 

substrate [3]. 

However, these three kinds of false positives should be treated differently. In the 

first case, false positives can be reduced by careful examination of the alignments. In 

fact, a current follow-up project is to achieve just that. The plan will be discussed in 

more detail in the outlook. In comparison, the second and the third type of wrongful hits 

require much more effort to correct. The wrong CAZyme annotations need to be 

corrected in the reference database. This calls for experiments to elucidate their real 

substrate specificities. However, the biggest challenge is how to identify those pseudo-

CAZymes in the database in the first place. It is hard to estimate how severe these two 

types of errors are in the CAZy database. One possible way to detect these errors is 

comparing results from different databases with different search algorithms. Moreover, 

this approach is considered to be too crude to sensitively identify some highly similar 

pseudo-CAZymes such as the soybean hydroxyisourate hydrolase. A more 

sophisticated and accurate approach would be molecular modeling, which could 
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predict the enzyme-substrate interaction to some extent, but this is currently too time-

consuming and technically demanding for large-scale sequencing projects. 

3.2 The necessity of characterizing carbohydrate metabolism genes other 

than CAZymes 

Although this thesis focuses mainly on CAZymes, the profiling of CAZymes alone is by 

no means sufficient to understand the lifestyle of a microorganism with respect to 

carbohydrates. Sulfatases, the components of TonB-dependent transport systems and 

ABC transporters were for example part of the discussion in the MIMAS study (chapter 

2.2). Also, the distributions of peptidoglycan-binding domains in the Logatchev study 

revealed insightful patterns of prokaryotic protein glycosylation. 

The first obvious reason that CAZymes alone are not enough is that carbohydrate 

degradation involves more enzymes than solely CAZymes. As mentioned in the 

introduction, marine carbohydrates are often decorated with negatively charged 

moieties, in particular sulfate groups. These sulfate groups have to be removed by 

sulfatases before the rest of the carbohydrate molecule can be cleaved and funneled 

into the monosaccharide catabolic pathways. Also, membrane transporters play a 

central role in microbial carbohydrate uptake [119]. Once the carbohydrate substrates 

are in the vicinity of CAZymes, the enzymes need certain mechanisms to recognize 

and bind these substrates. Some of the respective binding domains are better 

formulated in Pfam than in CAZy, as for example the LysM domain [120]. 

The second reason is that CAZymes are not perfectly correlated with the other 

carbohydrate-related genes, even though some of them are functionally connected. For 

example, the susD-like and GH16 gene frequencies in the flavobacterial taxobins and 

reference genomes did not regress well linearly within the MIMAS study (R2=0.31, 

N=18), nor did the regression between sulfatase and GH16 genes (R2=0.48, N=18). 

Such poor correlations between ABC transporters, TonB-dependent transporters and 

trophic strategies have also been observed in a previous study by Tang et al. [119]. 

Tang et al. even pointed out that the frequencies of ABC transporters and TonB-

dependent transporters were negatively correlated. The reasons for such poor 

correlations can be multifold. First, gene frequencies describe the presence of genes in 

a genome or metagenome, but not their expression. In other words, gene frequencies 

are features of the genotype, not of the phenotype. It is the expression of genes that 

dictate different trophic strategies. The actual expression of the genes and their effects 

on the organisms may differ greatly from what the gene copy numbers may indicate. A 

gene's copy number is just one of the factors that influences its expression level. 

Others include promoters, regulatory elements, RNAi to name just a few. Even when 
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genes are expressed, auxiliary proteins, cofactors and substrates can have an impact 

on the effect and the range of the products. Therefore, it is a long way between gene 

frequencies and expressions. A genome's gene frequency pattern is only a blueprint of 

an organism’s lifestyle(s) but not the lifestyle itself. Thus CAZymes are just one facet of 

the metabolism. We also need additional information such as transporters and 

sulfatases to get a more complete picture, and, even more importantly, gene 

expression data for confirmation. 

3.3 CAZymes provided insight into the carbohydrate flow in the 

bacterioplankton bloom in 2009 

The relatively low bacterial biodiversity after the phytoplankton bloom in 2009 

concealed the complex trophic relations underneath. Although highly sensitive 

measurement methods and high-throughput sequencing techniques were used, the 

information revealed were still far from complete, as for example polysaccharides were 

not measured in situ. After the phytoplankton bloom, there were at least three waves of 

bacterioplankton blooms. The first was represented by the genus Ulvibacter. Afterward, 

there were members of Formosa. They appeared about two weeks after the chlorophyll 

peak at 23.03.2009. Since the silica concentrations in the water samples also started to 

rise at the same time, it is reasonable to conclude that the Formosa bloom marked the 

beginning of the diatom downfall. However, the Formosa bloom was short-lived as it 

lasted merely about one week. Members of the genus Formosa were subsequently 

replaced by two other bacterial genera – Polaribacter and Reinekea. They both peaked 

at 14.04.2009. Afterwards, Reinekea disappeared quickly. In comparison, the 

Polaribacter bloom persisted one week longer with a second peak. 

 A diverse microbial community could not have become established without a vast 

molecule exchange network. Polymers such as nucleic acids, proteins, lipids and 

carbohydrates are all intermediates in this network. They can be synthesized, 

converted, degraded or recycled by nucleases, proteases, lipases and CAZymes. The 

concentrations of these intermediates are determined by the abundances and 

productivities of the organisms, which are in turn under the influence of various abiotic 

factors such as light, temperature and salinity. All these factors contribute to the 

dynamics of the community. Although the direct interaction between two factors can be 

straightforward, the whole system is notoriously hard to understand. In fact, all its 

constituents can have so many possible interactions and variations that the outcomes 

are difficult to predict. This is a so-called ‘complex system’ [121]. In such a system, the 

components are highly connected and changes have cascade and multiplying effects. 

In other words, even if the initial status is known, a small parameter change can bring 
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the system into a completely different state. For this reason, it is formidably hard to 

either predict the system based on initial parameters or break it down into the initial 

state. A diverse microbial community has all the characteristics of a complex system.  

A case in point was the microbial succession in spring 2009 in the North Sea. 

Different CAZyme, protease, lipase, sulfatase and transporter profiles of the occurring 

bacterial genera indicated that they interacted differently with various substrates [15]. 

For example, the relatively strong expressions of ABC and TRAP transporters in 

Reinekea sp. at 2009.04.14 and 2009.04.21 emphasized their reliance on peptides, 

phosphate, monosaccharides and other monomers [15]. The SAR92 clade had a clear 

degradation potential for laminarin. The ABC transporter profiling showed that the 

Roseobacter clade had the ability of taking up carbohydrates, while the SAR11 clade 

preferred nitrogen-containing DOC [122]. Even if the abiotic factors were ignored, 

these variations in nutrient preferences of different bacterial clades alone rendered the 

whole event intractable. Despite the complexity, this thesis tries to prove that it was still 

possible to understand a specific route of carbohydrate metabolisms. 

As mentioned before, carbohydrates are only one class of the intermediates in the 

community. The substrates and bacterial clades discussed in this thesis were again 

only samples from the whole population. Nevertheless, it was not a random choice to 

characterize this specific route of carbohydrate metabolism. First, the biodiversity from 

31.03.2009 to 14.04.2009 was relatively low for the communities during the succession 

were dominated by well characterized clades with distinct CAZyme profiles [15]. They 

were the key players. Second, compared to proteases and lipases, the CAZymes 

responsible for the turnover were relatively well characterized. Third, these 

carbohydrates were not only organism-specific, but also important for the growth of the 

diatoms, Formosa spp., Reinekea spp. and Polaribacter spp.. For example, 

chrysolaminarins constitute at least 10-50% of the cellular carbon in diatoms [10, 40, 

41]. This carbohydrate flow could reveal the general trophic connections among the 

key players without too many confounding details. It was the first step towards our 

understanding of the succession mechanism. 

Based on the CAZyme profiles of Formosa from the reference genomes and 

metagenomes, I hypothesize that Formosa acted as primary diatom degrader. The first 

indication for this ecological role is the high sulfatase frequencies in the Formosa spp. 

genomes. Although the chemical structures of diatom TEP are not clear, it is known 

that TEP is sulfated [38]. Therefore, Formosa spp. was likely able to disintegrate the 

extracellular TEP and thereby effectively isolating the diatoms. Once the diatom cells 

were accessible, Formosa cells could begin to degrade the gaskets between the 

frustules. The gasket consists of callose, an insoluble β-1,3-glucan synthesized by 
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GT48 β-1,3-glucan synthases. Members of GT48 are only found in eukaryotes and 

there are three copies of GT48 in the genome of the diatom Thalassiosira pseudonana 

CCMP1335. 

Both callose and chrysolaminarin contain β-1,3-linked glucan chains. Therefore 

they can be both degraded by β-1,3-glucanases. Endo-glucanase activity is spread 

over several CAZyme families including GH16 and GH17. Exo-glucanases can be 

found in GH5. Both types of CAZymes were enriched in all three Formosa spp. 

reference genomes and the Formosa taxobin at 07.04.2009. Within those genomes 

and taxobin, all GH16 genes contained the signature catalytic triad “E-D-E” [29, 123]. 

After the callose was removed, the diatom frustules were ready to be opened. 

However, chrysolaminarin is different from callose since it has β-1,6-linked branches. 

These branches can be cleaved by GH30 CAZymes, which were also detected in low 

frequencies in the Formosa spp. genomes. Experiments also confirmed Formosa’s 

ability to grow on laminarin (R. Hahnke, unpublished data). Furthermore, proteomic 

data confirmed the expression of GH16 enzymes by the Formosa spp. at 07.04.2009. 

The genome contents in the sequenced Formosa (draft) genomes also indicate 

that their ability to synthesize both internal and external α-glucans. The internal α-

glucans are also called glycogens and they are a form of carbon reserves for the 

bacterial cells. The synthesis of internal α-glucans in bacteria is a concerted effort of at 

least five enzymes: ADP glucose pyrophosphorylase, one glycogen synthase (GT5), 

one glycogen phosphorylase (GT35), one branching enzyme (GH13), and one 

debranching enzyme (GH13) [124], and the glucose monomer is delivered by ADP 

glucose. Glycogen synthases were widely spread among Flavobacteriaceae members 

such as Zobellia galactanivorans DsijT [31], Polaribacter MED152 [125] and P. irgensii 

23-P [126]. Evidences of glycogen synthesis were found in Flavobacterium johnsoniae 

A3 [127]. Both GH13 and GT5 could be found abundantly in the Formosa’s genomes 

as well as all Formosa taxobins. But GT35 is absent in the genomes and all its 

taxobins. The external α-glucans are synthesized by amylosucrases from GH13 and 

they are usually bundled with CBM48. Amylosucrase takes the glucose moiety from a 

sucrose molecule and adds it to a α-glucan chain. External α-glucans can be part of 

the extracellular structures in the Formosa cells. There were four copies of GH13 found 

in the Formosa taxobin at 07.04.2009. Three of them had CBM48 modules and one of 

these three carried a signal peptide. The fourth copy was annotated as sucrose 

synthase. GH13 is only detected in Formosa group A’s genome but not in Formosa 

group B’s. The external α-glucans were only experimentally observed around Formosa 

group A cells but not around Formosa group B cells. Together, these results support 

the hypothesis that Formosa can synthesize α-glucans. However, the absence of GT35 
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indicated that the incomplete genomes are still not fully studied. It is also possible that 

Formosa has a novel glycogen metabolic pathway. 

A minimum of four enzymes is needed to degrade glycogen: glycogen 

phosphorylase (GT35), glycogen debranching enzyme (GlgX of GH13), α-1,4-

glucanotransferase (amylomaltase GH77), and maltodextrin phosphorylase (GT35) 

[124]. All these CAZyme families and genes are found in the Reinekea sp. D35 

genome and its taxobin at 14.04.2009. In contrast, the Polaribacter draft genomes only 

contain α-amlyases from GH13. Instead, Polaribacter spp. genomes have higher 

frequencies of α-glucosidases from GH31 than the Reinekea sp. D35 draft genome. 

Also, Polaribacter spp. and Reinekea spp. had different transporter profiles. 

Nevertheless, experiments confirmed that Reinekea sp. D35, Polaribacter sp. 49 and 

Polaribacter sp. 85 could grow on glycogen. Additionally, Reinekea sp. D35 could grow 

on mannitol (R. Hahnke, unpublished data). These results suggest that although these 

two genera employ different biochemical strategies, they both are able to digest 

external α-glucan. And considering that Formosa could synthesize α-glucan earlier in 

the bacterioplankton bloom, I speculate that members from both Reinekea and 

Polaribacter could benefit from this substrate and went into their rapid growth phases. 

This also explains the delay of their blooms until Formosa built up α-glucans. 

Apart from degrading α-glucans, Polaribacter is also equipped with laminarin 

degradation enzymes. Abundant GH16 and GH5 enzymes were found in Polaribacter 

spp. genomes and its taxobin at 14.04.2009. In addition, GH30 enzymes were found in 

all Polaribacter genomes and taxobins. Its laminarin degradation capacity was also 

proven experimentally (R. Hahnke, unpublished data). However, Polaribacter spp. only 

possesses low frequencies of sulfatases. Based on these data, I hypothesize that 

Polaribacter was less able to degrade diatom sulfated extracellular polymers but still 

capable of digesting the diatom chrysolaminarin. These are also the reasons why 

Polaribacter did not appear as early as Formosa but had a longer and more intensive 

bloom than Reinekea in 2009. 

It is also worth mentioning that all genomes and taxobins in this study from 

Formosa and Polaribacter contained both endo- and exo-β-1,3-glucanases. In fact, this 

is also true for four other marine Flavobacteriaceae: Dokdonia sp. MED134, 

Leeuwenhoekiella blandensis MED217, Gramella forsetii KT0803 [85, 128] and 

Zobellia galactanivorans DsijT [31]. These results suggest that these marine 

Flavobacteriaceae have combined the two synergistic types of enzymes to achieve 

high laminarin degradation efficiencies. 

By putting all observations together, a partial picture of the food web in the spring 

bloom 2009 became apparent. Diatoms were the primary producers in this event. The 
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extracellular TEP, the callose strip and the primary storage compound chrysolaminarin 

in diatoms were all substrates that could be degraded by Formosa spp.. Formosa spp. 

on the other hand synthesized α-glucans both internally and externally. Again, these α-

glucans became the substrates for the second wave of bacteria: the Reinekea and 

Polaribacter. In addition to the α-glucans, Polaribacter spp. were able to benefit from 

the chrysolaminarin in diatoms. 

 

Figure 6. A simplified illustration of the food web in the phytoplankton and bacterioplankton 

bloom in the North Sea 2009. The arrow on the left indicates the chronicle appearances of the 

four key players, while the pyramid on the right shows how the energy diminished during the 

transmission. The central boxes represent the four key players. Inside the boxes are CAZyme 

families involved in the syntheses and degradations of carbohydrates that linked the adjacent 

trophic levels. A more detailed description can be found in the main text. 

Prior to this thesis, two possible carbohydrate utilization routes were proposed to 

explain the succession. The first one assumed that different bacterial key players had 

different substrate spectra. Each one of them benefited from its direct predecessor 

because the predecessor makes the substrates available. The predecessor either 

synthesized the substrates or just removed protection layer. As the inorganic or any 

other resource was depleted, the diatom bloom ended. The primary diatom degraders 

also decreased simply because of the resulting substrate limitation. They were soon 

followed by other blooming Bacteria. However, the organic carbon was converted from 

labile to recalcitrant states during this process [122, 129] and fewer and fewer 

biodegradable organic matters were available to sustain the blooms. In contrast, the 
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second hypothesis stated that the key players were able to degrade similar substrates 

and the diatom released enough nutrients into water. This model also considered the 

predecessor as the successor’s competitor. When the predecessor was removed from 

the bacterial population either by predators or by viruses, the successor could rise to fill 

the vacancy. Therefore, under this hypothesis, mortality via predation and viral attack, 

not nutrient limitation, were the cause why the bacterial blooms ended. So far, based 

on the CAZyme data from the key players’ taxobins and reference genomes, the 

succession was better explained by the combination of the two. First, the four key 

players had a nearly linear carbon and energy transmission. Reinekea spp. lacked 

laminarinase and no growth on laminarin could be observed experimentally (R. 

Hahnke, unpublished data). Polaribacter spp. were low in sulfatase frequencies and it 

might hamper their ability to breach the diatom frustules. These observations were 

consistent with the first hypothesis’ premise. However, both Formosa and Polaribacter 

were able to utilize laminarin just as the second model expected. To further test these 

hypotheses, a series of new data is needed, including the densities of predator and 

viral particles, chrysolaminarin concentrations in the water samples and the α-glucan 

concentration in the Formosa cells. Also, expression data can reveal the gene product 

concentrations and help to further clarify the issue. 

The relatively simple (if not simplistic) food web structure in the MIMAS 

metagenome based on CAZyme analyses deserves some attention. Polaribacter spp. 

were the bacteria that displayed broad polysaccharide degradation capability and could 

directly interact with the diatom materials. This adds to the complexity of food web and 

has further implications for this community. Compared with simplistic linear food webs, 

the complex ones are less prone to exhibit chaotic fluctuation and hence more stable 

[130]. However, despite Polaribacter spp. could degrade diatom’s storage compound, I 

speculate that Formosa spp. were still indispensible. Since Polaribacter spp. had 

relatively low frequencies of sulfatases, it was Formosa that cleared the extracellular 

structures of the diatoms, opened the diatom cells and made the internal 

chrysolaminarin accessible. In this model, Formosa played the role as a bioconverter 

from algal polysaccharides to bacterial α-glucans and Reinekea and Polaribacter acted 

as secondary consumers. And, since α-glucans are easy soluble substrates for a wide 

variety of organisms, it was possible that the secondary consumers were rather 

interchangeable. This hypothesis was confirmed by the subsequent observations from 

2010 to 2012 at the same sampling site. In these three years, Reinekea spp. were no 

longer detected to the same extent as in 2009. Instead, other Gammaproteobacteria 

such as Vibrio, Alteromonas and Colwellia had taken Reinekea’s place. CAZyme 

profiling of their sequenced genomes showed that all these Gammaproteobacteria are 
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enriched in GH13 genes and at the same time possess GH31, GH77 and GT35 genes. 

These findings fortify the view that the α-glucans from the primary diatom degraders 

are involved in positive selection for the second wave of bacterioplankton. Any bacteria 

specialized on degrading α-glucans could replace Reinekea and bloom on the carbon 

products from bacteria like Formosa. 

This study was the first time that CAZyme profiling was used to investigate a multi-

level food web. Different organisms have different compositions of carbohydrates and 

therefore different sets of CAZymes. Therefore, the CAZyme compositions of 

organisms within a community could reveal their trophic relations. In practice, the 

community was captured in the form of metagenome and the organisms within are 

represented by taxobins. As exemplified here by the MIMAS project, the frequency 

analyses of the taxobins and reference genomes can connect the dots and generate 

hypotheses that are experimentally provable. Consequently, the bioinformatic results of 

this thesis are currently subjected to further experimental testing. 

 

3.4 The different CAZyme profiles in Flavobacteriaceae reflected their 

niche adaptations 

Proteobacteria and Cytophaga-Flavobacteria-Bacteroides are among the most 

abundant bacteria on Earth [131, 132]. The family Flavobacteriaceae belongs to the 

class Flavobacteria. Ulvibacter, Formosa and Polaribacter, the three genera that 

appeared in the 2009 North Sea bloom, are members of Flavobacteriaceae. As 

indicated earlier in this thesis or in other studies [133-135], Flavobacteria are 

implicated in the degradation of macromolecules in the ocean. 

Ulvibacter, Formosa and Polaribacter did not peak simultaneously after the algal 

bloom in the North Sea in 2009. Ulvibacter spp. appeared first and was followed by 

Formosa and Polaribacter with a one-week delay. This order of succession was 

observed again in 2010 and 2011 in the North Sea [136]. Hence, I hypothesize that 

these members of the Flavobacteriaceae have overlapping but distinct enzyme 

repertoires so that they can adapt to similar but different ecological niches within the 

course of a diatom bloom. To characterize the ecological niches of these genera, this 

thesis compared the gene contents and physiologies of these three genera with a 

broader selection of the Flavobacteriaceae members. In detail, sixteen reference or 

draft genomes of marine Flavobacteriaceae were searched for CAZymes and 

sulfatases. They were carried out within the context of algal chemistry, because the life 

styles of Flavobacteriaceae appear to be in close association with diatoms and brown 

algae. Four enzyme classes for four algal carbohydrates are chosen for comparison, 
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namely sulfatases for sulfated polysaccharides, GH16 CAZymes for chrysolaminarin, 

mannitol dehydrogenases for mannitol and alginate lyases for alginate (Table 3). 

Experimental observations from R. Hahnke (R. Hahnke, unpublished data) and other 

studies confirmed the majority of the genomic results (Table 4). 

Diatoms and bacteria have coexisted in the oceanic habitats for more than 200 

million years. In other words, their interactions, be it synergistic or parasitic, were 

established over evolutionary time scales [11]. Bacteria were also found closely 

associated with brown algae, for example bacterial species such as Formosa algae 

KMM 3553T have been isolated from them [137]. For this reasons, I speculate that the 

functional diversification in Flavobacteriaceae is potentially linked to the stramenopile 

evolution. First, sulfated polysaccharides are found in animals and marine organisms, 

including diatoms and brown algae. Genome comparison indicates that brown algae 

and animals share some ancestral pathways for the syntheses of sulfated 

polysaccharides [138]. Their wide distributions in the marine organisms also suggest 

that polysaccharide sulfatation was an ancient adaptation to the high ionic strength in 

marine environments [35, 139]. This might explain the wide distributions of sulfatases 

in Flavobacteriaceae, with the exception of Croceibacter atlanticus HTCC2559T. 

Compared to sulfated polysaccharides, β-1,3-glucans are limitedly distributed. 

Apart from stramenopiles, they are only found in euglenoids [140, 141], haptophytes 

[142] as storage compound and in land plants as structural compounds [143]. β-1,3-

glucans are found in the form of chrysolaminarin within diatoms and laminarin within 

brown algae. β-1,3-glucans are degraded by β-1,3-glucanases, which are found in 

families GH16, GH17 and GH55. Among the sixteen Flavobacteriaceae compared, C. 

atlanticus HTCC2559T and Ulvibacter sp. SCB49 do not contain any sequence from 

those three families. This is a strong indication that these two bacteria are incapable of 

degrading β-1,3-glucans.  

Alginate and mannitol are found in brown algae but have so far not been observed 

in diatoms. Alginate, an anionic acid that forms viscous gum when it absorbs water, 

can make up to 40% of brown algal dry weight. It is found in the extracellular matrix 

and contributes to the multi-cellularity in brown algae [144]. The mannitol metabolic 

genes were probably laterally transferred to brown algae from the Actinobacteria 

probably after the separation from diatoms [43, 145]. Among those Flavobacteriaceae 

that do contain GH16 and sulfatases, Z. galactanivorans DsijT, F. agariphila KMM 

3901T and the two Cellulophaga species contain genes for alginate and mannitol 

recycling, which are absent in Polaribacter sp. 49, Formosa group A and B. Other 

Flavobacteriaceae have only one of those two genes, for example Dokdonia 

donghaensis MED134 encodes alginate lyases but no mannitol dehydrogenases, while 
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Kordia algicida OT-1 and C. atlanticus HTCC2559T was able to oxidize mannitol in 

growth experiments [146, 147]. 

Table 3. Sulfatases, mannitol dehydrogenases, GH16 glycoside hydrolases and alginate lyases 

in sixteen Flavobacteriaceae. These data have been compiled from this doctoral study and 

others [56, 85, 88, 125, 126, 128, 146-153]. mannitol dh (dehydrogenase) = Mannitol_dh and 

Mannitol_dh_C Pfam domains; GH16 = CAZyme family glycoside hydrolase 16; ALs = alginate 

lyases from CAZyme families PL6, PL7 and PL17. The “+” symbol indicates positive reactions 

or presence of the genes and “-” indicates the opposite results. 

 Sulfatase mannitol dh  GH16 ALs 

Formosa group A + - 5 - 

Formosa group B + - 7 - 

F. agariphila KMM 3901T + + 12 + 

Polaribacter sp. 49 + - 6 - 

Polaribacter sp. 85 + + 3 + 

P. irgensii 23-P + - 4 - 

Polaribacter MED152 + - 5 + 

Z. galactanivorans DsijT + + 15 + 

Cellulophaga lytica DSM 14237 + + 8 + 

C. algicola DSM 7489 + + 8 + 

Gramella forsetii KT0803 + + 7 + 

Ulvibacter sp. SCB49 + - 0 + 

Croceibacter atlanticus HTCC2559T - - 0 + 

Kordia algicida OT-1 + - 3 - 

Dokdonia donghaensis MED134 + - 2 + 

Leeuwenhoekiella blandensis MED217 + + 3 - 
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Table 4. Sulfated polysaccharide, mannitol, laminarin and alginate utilizations in sixteen 

Flavobacteriaceae tested in growth experiments. These data have been compiled from R. 

Hahnke (R. Hahnke, unpublished data) and others [56, 85, 88, 125, 126, 128, 146-153]. The “+” 

symbol indicates positive reactions or presence of the genes and “-” indicates the opposite 

results. The symbol “?” indicates unknown results. 

 mannitol laminarin alginate 

Formosa group A - + ? 

Formosa group B - + ? 

F. agariphila KMM 3901T + + + 

Polaribacter sp. 49 - + ? 

Polaribacter sp. 85 - ? ? 

P. irgensii 23-P - ? ? 

Polaribacter MED152 ? ? ? 

Z. galactanivorans DsijT + + + 

Cellulophaga lytica DSM 14237 + ? ? 

C. algicola DSM 7489 + ? ? 

Gramella forsetii KT0803 ? ? ? 

Ulvibacter sp. SCB49 ? ? ? 

Croceibacter atlanticus HTCC2559T + ? - 

Kordia algicida OT-1 + ? - 

Dokdonia donghaensis MED134 - ? ? 

Leeuwenhoekiella blandensis MED217 - ? ? 
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Figure 7. Hypothetical niche differentiation of Flavobacteriaceae and their associations with 

diatoms and brown algae. This model was based on the carbohydrate compositions of diatoms 

and brown algae as well as the degradation capacities of sixteen Flavobacteriaceae (Table 3 

and Table 4). Four sets of enzymes for the degradation of four algal carbohydrates were 

chosen: sulfatases for sulfated sugar, laminarinases (Lam) for chrysolaminarin, alginate lyases 

for alginate and mannitol dehydrogenases (Mannitol dh) for mannitol. The grey parts represent 

the four algal carbohydrates and their introduction in the evolution of stramenopile. The four 

colored rectangles represent the enzymes possessed by different Flavobacteriaceae in a Venn 

diagram manner.  

In conclusion, these results suggest that these Flavobacteriaceae occupy different 

niches (Figure 7). The genome of Croceibacter atlanticus HTCC2559T shows the least 

algal degradation enzymes and I hypothesize that this organism is the least algae-

dependent among all the Flavobacteriaceae in this comparison. Its small CAZyme 

profile did not reveal any specific substrate. Ulvibacter sp. SCB49 also shows few 

characteristics of algal association. But it contains sulfatases, from which I speculate 

that it could utilize algal sulfated polysaccharides, especially the easily accessible 

extracellular ones. This could be one of the causes why Ulvibacter peaked before 

Formosa during the spring between 2009 and 2011. The rest of Flavobacteriaceae in 

this study are all potential diatom degraders, for they all contain GH16 CAZymes that 

cleave chrysolaminarin (Table 3). However, Z. galactanivorans DsijT, F. agariphila 

KMM 3901T and the two Cellulophaga spp. are more likely to be brown algae-
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associated. First, these four genomes encode enzymes for the degradations of two 

carbohydrates found in brown algae but not in diatoms. Second, these four organisms 

were isolated from algal surfaces [56, 88, 154], whereas P. irgensii 23-P, C. atlanticus 

HTCC2559T, Leeuwenhoekiella blandensis MED217, Dokdonia donghaensis MED134 

and all North Sea isolates were collected from seawater [126, 147, 152, 153] (R. 

Hahnke, unpublished data). Finally, it was observed that mannitol partially represses 

the synthesis of laminarinase in marine Vibrio [155]. Flavobacteriaceae without 

mannitol dehydrogenases can suffer from this repression when they interact with the 

laminarin in brown algae, while the mannitol-converting members can offset this 

negative effect. In effect, the mannitol in brown algae further differentiates the 

members in the family Flavobacteriaceae by repelling those without mannitol 

dehydrogenases. In contrast, K. algicida OT-1 or D. donghaensis MED134 have partial 

brown algae degradation capacities and I speculate that they are likely to interact with 

both diatoms and brown algae. 

This niche adaptation model is not completely correlated with the phylogenetic 

proximity. For example, Formosa group A and B were more likely to be diatom 

degraders, while F. agariphila KMM 3901T had all the genes to degrade the four 

chosen carbohydrates in brown algae. Another example was that Polaribacter sp. 85 is 

more likely to be associated with brown algae than Polaribacter sp. 49. Therefore, this 

model cannot completely reflect the phylogeny of Flavobacteriaceae. I hypothesize that 

the evolution of Flavobacteriaceae is not necessarily parallel to that of the diatoms and 

brown algae. The present-day genomic landscape of Flavobacteriaceae is imprinted 

with their associations with different algal lineages. This can be explained by the 

observation that bacteria can adapt to their habitats fast by limiting their genomes to 

habitat-specific genes [156]. This study shows that through the careful analyses and 

interpretations of the CAZymes in Flavobacteriaceae, it is possible to pick up these 

signals left behind during their adaptation processes. Furthermore, it is possible to 

reversely model the niche separations based on substrate-enzyme relations. However, 

growth experiments are needed to confirm these hypotheses. 

 

3.5 The CAZyme profiles from the Logatchev metagenome showed that 

α-glucans and glycosylation are common among the deep-sea microbes. 

It was once believed that α-glucans such as starch rarely exist in the deep-sea [157]. 

However, more recent studies have indicated that α-glucans are also one of the 

common substrates there [157]. Their metabolic genes are gradually brought to light, 

especially from those productive hydrothermal vent habitats. During this doctoral 
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thesis, two hydrothermal vent studies were conducted. The first was a study of shallow-

sea hydrothermal vents from the Hot Lake near Panarea, Italy (eighth manuscript; 

Appendix 7.3). The analysis of Hot Lake samples revealed that thermally stable 

CAZymes could play a large role in α-glucan recycling. Although GH13 and GT35 

could be found abundantly, GH31 were only detected in low frequencies and no GH77 

could be identified. Instead, the thermostable α-amylases from GH57 were even more 

enriched than GH13 amylases. About one fourth of GH57 CAZymes were from 

Archaea and the rest were bacterial. Most of the enzymes were from extremophilic 

prokaryotes. Being a hydrothermal vent sample as well, the Logatchev hydrothermal 

vent field (LHF) metagenome might share some common characteristics with Hot Lake. 

For this reason, the studies of Hot Lake have provided important hints about the life at 

hydrothermal vents. 

About 1% of the genes in LHF metagenome were encoding CAZymes. Unlike Hot 

Lake metagenomes, LHF metagenome had a higher GH13:GH57 ratio (10:3). This was 

perhaps because the deep-sea LHF had a low temperature (4°C) than Hot Lake (36°C 

and 74°C at two different sites). However, LHF still had a GH57 frequency (0.01%) that 

was higher than the metagenomes from the MIMAS study. This intermediate GH57 

frequency could indicate that the LHF community was a mixture of the hot-adapted and 

cold-adapted microbes. 

The second finding in the LHF CAZymes was that protein glycosylation is also 

common in the deep-sea, which had never been reported before. Several glycosylation 

CAZyme families were identified. Examples included GH109, GT27, GT39, GT41 and 

GT66. GT27 enzymes initiate mucin-type O-glycosylation in animals [158], but they 

were also identified in prokaryotes. GT39 contains dolichyl-phosphate-mannose-

protein mannosyltransferases that are responsible for the O-linked glycosylation of 

proteins. The presences of these CAZyme families hinted that deep-sea prokaryotes 

are also capable of protein glycosylation. Various studies showed that protein 

glycosylation in bacteria could modify the underlying proteins in different ways, such as 

to increase the enzyme heat stability and affinity. 

The presences of α-glucan metabolism and protein glycosylation in the LHF 

metagenome showed that the deep-sea microbial community is not alien in comparison 

to surface water counterparts. However, more research is needed to provide new 

insight into the microbial activities at these deep-sea habitats. 

 



3. Discussion 

206 

3.6 CAZyme profiling as tool for the study of microbial interactions in 

meta-omics 

Field studies are sometimes much harder to conduct than laboratory experiments. 

Because the conditions in the field can hardly be controlled, careful design is needed 

so that the confounding factors can be accounted for. Furthermore, some of the 

powerful laboratory techniques prove to be less useful on a large scale. The tools in a 

field microbiologist’s toolkit are rather limited. Meta-omics studies provide snapshots of 

the biotic elements in a habitat. Complemented by physicochemical measurement, 

they can provide a rather holistic view on a microbial ecosystem. In an ecosystem, 

organisms are not isolated. They interact with each other as well as with their 

surrounding environment. These abilities for interactions are programmed in their 

genomes and implemented by their expressed gene products, such as functional RNAs 

and proteins. Meta-omics studies can potentially capture all these genomic potentials, 

expression patterns and the interactions. However, the raw data from a meta-omic 

study are nothing more than just some sequences and signals. To distill the 

interactions, especially the trophic connections, a higher level of understanding of 

these raw data is needed. Taxonomic classification and functional annotation of 

sequence data lay the foundation for such an understanding. However, among 

thousands of functional proteins, the majority of which is involved in cell maintenance 

and only part of that repertoire is involved in cell-cell trophic interactions. A small 

portion of the genome is dedicated to the carbohydrate metabolism. These CAZymes 

are one of the well-characterized genes. Their substrates, the carbohydrates, are 

ubiquitous and involved in the major biochemical pathways in life. As more and more 

studies have already indicated, carbohydrates are an essential part of the molecule 

exchange network in a microbial community. And CAZyme profiling is the tool to chart 

it. Without doubt, the characterization of CAZyme will remain one of the most 

rewarding and revealing analyses in meta-omic studies. 
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4. Outlook 

Although this thesis describes the trophic connections among four key players in North 

Sea in spring 2009, they are just a small part of a far bigger and much more complex 

food web. Several other bacterial genera were also found abundantly. They include 

Ulvibacter spp., members of the class Flavobacteria that bloomed between the 

chlorophyll a peak and the Formosa bloom. Also, the alphaproteobacterial 

Roseobacter and SAR11 clades accounted for substantial proportions of the bacterial 

population. The two gammaproteobacterial clades SAR86 and SAR92, bloomed about 

three weeks after the Reinekea bloom [15, 136]. Although it was beyond the scope of 

this doctoral thesis, the relations among these organisms have yet to be explored. It is 

also important to realize that exploratory (meta-)genomics and CAZyme profiling 

results “only” in hypotheses, which need further examination. It is for example possible 

to test the α-glucan production of various Formosa strains via a high-throughput 

screening platform based on microarrays populated with well-defined poly- and 

oligosaccharides [159]. To prove the interdependency of Reinekea and Polaribacter on 

Formosa’s α-glucans, crossfeeding experiments in enrichments or defined mixed 

cultures can be conducted. The results can then be visualized by FISH. 

The method described in this thesis – Trident, CAZyme frequency analysis, 

substrate availability study and bioinformatics-guided experiments – represents a first 

attempt to analyze CAZymes in a large genomic dataset. The complete workflow has 

been revised and improved along with the MIMAS Project and the Logatchev study. 

However, the pipeline still has room for improvement. The following two ideas should 

be considered to be included: 

First, neither dbCAN nor BLAST places any emphasis for the catalytic sites of the 

CAZyme hits. The Prosite website has currently listed 41 signature patterns for 

30CAZyme families. Most of those patterns capture the catalytic sites of the families 

and they are vital for the automatic classifications. This information can be incorporated 

into the pipeline to eliminate some false positive results and to highlight the true 

positive results. The Prosite signatures can be coded into Trident as part of the high-

throughput automatic screening pipeline. 

Second, the Phyre2 website offers a good in silico 3D fold prediction of proteins. 

Although Phyre2 by no means can replace X-ray crystallography or NMR for structural 

determination, it does add another layer of insight into enzyme. Besides, it is free, easy 

and relatively fast. It is even recommended to use Phyre2 to validate enzymes before 

they are prepared for laboratory experiments. However fast, Phyre2 is rather 
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computationally intensive and it typically takes more than three hours to complete the 

analysis of one protein. For this exact reason, the server sets limit to the submitted job 

to avoid overload. Phyre2, however, does provide a batch processing capacity for 

academic users. It is thus possible to automatically compile a list of good candidate 

CAZymes after Trident analysis and submit them for batch processing. 

The automatic identification of CAZymes by Trident is considered to be the first 

step in metagenomic studies. It is also an informative process that quickly outlines the 

characteristics of the underlying metagenome. Frequency analyses can point out 

abundant or rare CAZymes that deserve further attention. Any in-depth study should 

not stop on the level of frequency results. The substrates, the related pathways and the 

habitats of the community should be also considered to get a more holistic view of the 

carbohydrate metabolism. 

It is also possible to predict the substrate specificities of CAZymes. For that it is 

assumed that enzymes with similar sequences also have similar substrates. The 

similarities of sequences can be deduced either from the bit scores when they are 

compared through BLAST or from the topologies in phylogenetic analyses. Bit scores 

can be directly read from the BLAST results. Phylogenetic analysis, on the other side, 

requires more dedicated effort. First, candidate sequences are classified into CAZyme 

families. Afterwards, reference sequences of the families with known substrate 

specificities on the CAZy website are collected. Then phylogenetic trees can be 

reconstructed from alignments. The tree algorithm is a matter of choice. It depends on 

factors such as the amount of sequences, time and resource constraint. The 

phylogenetic trees can be visually examined by tools such as iTOL [160] and the 

neighbors of candidate sequences can be determined. Finally, the interpretation of 

CAZyme trees is not different from a 16S phylogenetic tree. The substrate specificities 

can be deduced based on those of the neighbors. Several studies provided good 

examples of CAZyme phylogenetic analyses [51, 55, 82]. 

Aside from these ecological follow-up studies, Trident can also be used as a 

biotechnological data-mining tool for industrial applications. CAZymes attract more and 

more interest as biotechnology develops rapidly. CAZyme shows great promise in the 

next round of technological breakthroughs in fields such as agriculture, the 

manufacturing of products like cosmetics and paper, second generation biofuels, waste 

treatment and medicine. Before any upscale applications, candidate CAZymes should 

be examined in details both in silico and then in vitro. This computational examination 

is the same as in all the studies described in this thesis, except the selection is more 

stringent. In fact, in the genome project of archaeon Halorhabdus tiamatea SARL4BT, 

the pipeline has already been applied for data mining of CAZymes with 



4. Outlook 

209 

biotechnological potential. Among all identified CAZymes, four were selected. There 

are two GH5, one GH43 and one GH13. All these genes were translated and analyzed 

by Phyre2. The protein sequences were aligned with characterized CAZyme 

sequences and afterwards their substrate specificities were determined by 

phylogenetic reconstructions. These four enzymes are currently prepared for cloning. 

Afterwards, the in silico results can be funneled to a medium throughput cloning and 

expression study, which produces soluble candidate proteins for the subsequent 

functional and structural characterization in experiment [161, 162]. The results will 

greatly advance our understanding of the biochemical properties of the enzymes and 

prepare us for the next-stage up-scale production. 

Since the advent of CAZy database, CAZyme studies have evolved from simple 

profiling to the more elaborate and multi-disciplinary research projects involving 

crystallography, informatics, physic, chemistry and biology. These sophisticated 

projects have the potential to much more accurately characterize CAZymes. Their 

results open up more and more opportunities for industrial application. The proposed 

improvements in this chapter are small steps towards a modern analytical pipeline to 

provide high-quality CAZymes profiles. Hopefully, the refined Trident will eventually 

becomes a valuable tool in the metagenomic toolkit. 
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thoroughly investigated by metagenomics and discovery of 

zetaproteobacterial epibionts 
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Abstract 

The shrimp Rimicaris exoculata thrives on deep-sea hydrothermal chimneys along the 

Mid-Atlantic Ridge and harbors a dense community of epibiotic bacteria in its gill 

chamber, dominated by filamentous Epsilon- and Gammaproteobacteria. Using 

metagenomics on shrimp specimens from the Rainbow hydrothermal vent field, we 

showed that both of these epibionts are chemolithoautotrophs that are able to use 

reduced sulfur compounds and hydrogen as electron donors, and oxygen and nitrate 

as electron acceptors. However, these episymbionts are distinct as, for example, they 

employ different CO2 fixation pathways (Epsilonproteobacteria: reductive tricarboxylic 

acid cycle; Gammaproteobacteria: Calvin-Benson-Bassham cycle) and differ in their 

ability for endogenous ammonium production. Such differences likely enable these 

epibionts to avoid direct competition with one another and at the same time enhance 

their host's fitness by allowing it to cope with a broader range of environmental 

conditions in its dynamic habitat. Furthermore, we identified genes that indicate 

possible molecular mechanisms of shrimp-epibiont interactions, as well as genes that 

provide nutritional and detoxification processes to the shrimp that improve its fitness. 

Besides the two main symbionts, the metagenome also contained sequences affiliated 

with Zetaproteobacteria, which could explain the presence of iron oxyhydroxide 

deposits in R. exoculata mouthparts. We confirmed presence of Zetaproteobacteria by 

fluorescence in situ hybridization and could thereby provide the first evidence for a 

Zetaproteobacteria-invertebrate association. 
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7.2 Complete genome sequence of the algae-associated marine 

flavobacterium Formosa agariphila KMM 3901T 
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Abstract 

In recent years, representatives of the marine Bacteroidetes have been increasingly 

recognized as specialists for the degradation of macromolecules. Formosa constitutes 

a Bacteroidetes genus within the class Flavobacteria, whose members have been 

found where high levels of organic matter predominate, such as in association with 

marine algae, invertebrate animals and fish feces. So far, no Formosa representative 

has been sequenced. Here we report on the generation, annotation and analysis of the 

genome of the Formosa agariphila type strain (KMM 3901T). This genome revealed a 

high level of metabolic flexibility, and is characterized by 13 polysaccharide utilization 

loci. The latter are large operon-like structures that comprise genes for TonB-

dependent receptors, SusD proteins, glycoside hydrolases and oftentimes sulfatases, 

and play a crucial role in the biodegradation of complex polysaccharides. 
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7.3 Geomicrobiology of Hot Lake, a shallow-sea hydrothermal vent site 

off Panarea Island, Italy 
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Abstract 

Shallow sea hydrothermal vents are the habitat of unique microbial communities. In 

contrast to deep-sea vents energy can be gained by chemosynthesis as well as 

photosynthesis. An addition to carbon fixation, most deep sea vent systems are based 

on, allochthonous organic matter can contribute significantly to carbon assimilation at 

shallow vents. Although easier to access the biogeochemistry and microbial ecology of 

the more complex shallow sea systems has poorly been studied. Here, we investigated 

how reduced vent fluids impact the composition and function of microbial communities 

at Hot Lake, a strongly hydrothermally influenced, sediment filled depression 18 m 

below sea level off Panarea Island (Sicily, Italy). The temperatures measured at 10 cm 

sediment depth reached from 34°C to 74°C, correlating with distinctly different 

geochemical profiles, as well as with decreasing microbial cell counts and a changing 

microbial community composition with sediment depth and in situ temperature. 

Thermodynamic modelling based on pore water and fluid data revealed sulfur oxidation 

and sulfur reduction as the most favourable energy gaining processes at Hot Lake. 

This was supported by comparative 16S rRNA gene analysis and metagenome 

analysis which indicated (% of sequences affiliated with Epsilonproteobacteria, and 

"% with Deltaproteobacteria and (% sequences related to the anaerobic 

phototrophic genus Chlorobium in the surface sediments. Cultured relatives of the 

detected species are mostly able to catalyze sulfur related metabolism, including 

sulfide oxidation, sulfur reduction or sulfate reduction. Metagenome analysis supported 

the relevance of sulfur metabolism and of the rTCA cycle for autotropic life at Hot Lake. 
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