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Introduction

No pain - no gain.
Athletes’ motto

Input-to-state stability (ISS) has become one of the central concepts for study of the stability
of control systems with respect to external inputs. For time-invariant systems of ordinary
differential equations (ODE systems) of the form

ẋ = f(x, u), x(t) ∈ R
n, u(t) ∈ R

m (0.1)

the notion of ISS was introduced by E. Sontag in his seminal paper [75]. System (0.1) is called
ISS, if for all initial conditions x0 and all admissible inputs u the state of the system at the
moment t is bounded in the following way:

|x(t)| ≤ β(|x(0)|, t) + γ(‖u‖∞), t ≥ 0,

where ‖u‖∞ is a norm of an input u, β is an increasing positive definite function w.r.t the first
argument and decreasing to zero w.r.t. the second and γ, called gain, is an increasing positive
definite function.

Within last two decades it was developed a fairly complete theory of input-to-state stability
of time-invariant ODE systems, which central results are depicted in Figure 1.

The fundamental result, that ISS of the system (0.1) is equivalent to the existence of a
smooth ISS-Lyapunov function, has been proved in [77] on the basis of results from [59]. This
theorem provides the possibility to prove ISS of the system by constructing an ISS-Lyapunov

ISS
Existence of

ISS-Lyapunov function

Characterizations

of ISS
Small-gain theorems

Figure 1: Main results in the ISS theory for ODE systems
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function for it. However, a general method for construction of ISS-Lyapunov functions doesn’t
exist, and search for such a function may be very complicated, especially if the dimension of
the state space is large. Small-gain theorems simplify this problem, providing a design of an
ISS-Lyapunov function for an interconnection of ISS systems if ISS-Lyapunov functions for the
subsystems are known and so-called small-gain condition holds. For interconnections of two
nonlinear systems this theorem has been proved in [44] and in [24] it has been generalized to
the case of arbitrary interconnections of n ∈ N ISS subsystems.

Another type of small-gain theorems (in terms of trajectories) has been proved in [43] and
[22] respectively. Last but not least, various characterizations of the ISS property in terms of
other stability properties have been derived in [77] and [78].

Such a complete theory exists only for ODE systems which are a subclass of finite-dimensional
control systems, i.e. systems with a finite-dimensional state space.

However, many important control systems are infinite-dimensional, in particular, systems
based on partial differential equations (PDEs) and time-delay systems.

In contrast to time-delay systems, for which input-to-state stability has been studied ex-
tensively for more than decade, the ISS theory for PDEs and systems governed by differential
equations in Banach spaces, is a recent field of research. Only few papers have been published
at present.

In [62] ISS of certain classes of semilinear parabolic equations have been studied with the
help of strict Lyapunov functions. In [68] the construction of ISS-Lyapunov functions for certain
time-variant linear systems of hyperbolic equations (balance laws) has been provided. However,
the notion of ISS, used in these papers, differs from the usual definition of ISS, see Remark 2.2.5.

Other results have been obtained for general control systems via vector Lyapunov functions.
In [51] a general vector Lyapunov small-gain theorem for abstract control systems satisfying
weak semigroup property (see also [48], [50]) has been proved. For this class of systems in [49]
the trajectory-based small-gain results have been obtained and applied to a chemostat model.

In [42] the results on relations between circle-criterion and ISS for systems, based on equa-
tions in Banach spaces, have been proved.

These papers deal with different classes of systems and are obtained on the basis of different
mathematical background. In this thesis we are going to develop further the ISS theory for
continuous and impulsive infinite-dimensional systems, which may serve as a basis for a further
research in this field.

Constructions of
ISS-Lyapunov functions ISS-Lyapunov function

Existence of

Dwell-time conditions

ISS

for impulsive systems

Figure 2: The main aims of the thesis

The main goal of the thesis, as depicted in Figure 2, is a development of the Lyapunov-type



CONTENTS 11

sufficient conditions for continuous and impulsive systems as well as methods for construction of
ISS-Lyapunov functions for infinite-dimensional systems. We provide two such methods: Lya-
punov small-gain theorems for interconnections of infinite-dimensional systems and linearization
theorems.

For impulsive systems it is not always possible to prove ISS of the system for all impulse
time sequences, and the additional restrictions on the set of impulse time sequences are required
to guarantee ISS of the system. These conditions are called dwell-time conditions. We prove,
that existence of a Lyapunov function implies ISS of the system provided a dwell-time condition
of certain type is satisfied.

Though the results of Chapter 3 are novel already in context of finite-dimensional systems,
we prove them for the case of systems, based on differential equations in Banach spaces in order
to achieve more generality.

The theoretical results are illustrated on examples of partial and ordinary differential equa-
tions. In the next subsections a more detailed overview of results obtained in this work is
provided.

ISS of systems with continuous behavior

To study continuous systems, we start with the general axiomatic definition of a control system
in Section 1.2, which includes ODE systems, time-delay systems and many classes of partial
differential equations as special cases.

For this class of systems in Section 1.3 we introduce stability notions, in particular ISS. We
prove in Section 1.4 that these definitions are consistent with the existing definitions for ODE
systems and time-delay systems.

In Section 2.2 we define the notion of local ISS-Lyapunov function and prove, that existence
of a local ISS-Lyapunov function implies local ISS (LISS) of the system. The consistency of
definition of LISS-Lyapunov function with the corresponding definition from the ODE theory
is investigated in Section 2.2.

In Chapter 2 we exploit semigroup theory methods and consider infinite-dimensional systems
generated by differential equations in Banach spaces:

ẋ = Ax+ f(x, u),

where x belongs to a Banach space X, A is the generator of a C0-semigroup over X and u is
an external input.

For such systems we develop two methods for a construction of (L)ISS-Lyapunov functions
for the control systems.

To study interconnections of n ISS subsystems
{
ẋi = Aixi + fi(x1, . . . , xn, u), xi(t) ∈ Xi, u(t) ∈ U,
i = 1, . . . , n,

we generalize the small-gain theorem for finite-dimensional systems [21], [24] to the infinite-
dimensional case. This theorem allows a construction of a Lyapunov function for the whole
interconnection if the Lyapunov functions for subsystems are known and the small-gain condi-
tion is satisfied. The ISS of the interconnection follows then from the existence of the Lyapunov
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function for it. The question, whether the small-gain condition, which is only sufficient for ex-
istence of a Lyapunov function for interconnection (small-gain condition) can be relaxed, is
investigated in Section 1.5.4.

The local ISS of nonlinear control systems can be also investigated in an analogous way (for
ODE systems see, e.g., [23]), but also another type of results is possible, namely linearization
technique, well-known for the systems without external inputs [36]. We prove, that a system
is LISS provided its linearization is ISS in two ways. The first proof holds for systems with a
Banach state space, but it doesn’t provide a LISS-Lyapunov function. Another proof is based
on a converse Lyapunov theorem and provides a LISS-Lyapunov function, but needs that the
state space is Hilbert.

The usage of Lyapunov-type sufficient condition as well as of small-gain theorems is illus-
trated on examples of parabolic partial differential equations.

The most part of the thesis is devoted to the Lyapunov methods for verification of ISS. In
order to show that alternative methods can be developed, in Section 2.5 we utilize the notion
of monotone control systems introduced in [3] to show that for certain classes of nonlinear
reaction-diffusion systems the derivation of ISS property can be significantly simplified, if the
system is monotone.

In Section 2.6 we construct a mathematical model of the production network and then
analyze its stability via methods of ISS theory. We construct an ISS-Lyapunov function for an
interconnection of n subsystems, each of which models a node of the production network. To
construct an ISS-Lyapunov function the small-gain theorem is applied.

ISS of abstract impulsive systems

In the modeling of real phenomena often one has to consider systems, which exhibit both
continuous and discontinuous behavior.

The general framework for modeling of such phenomena is a hybrid systems theory [33],
[30]. Impulsive systems are hybrid systems, in which the jumps occur only at certain moments
of time, which do not depend on the state of the system. The first monograph devoted entirely
to impulsive systems is [71]. Recent developments in this field can be found, in particular, in
[33], [79].

Input-to-state stability of impulsive systems has been investigated in recent papers [38]
(finite-dimensional systems) and [11], [60], [89] (time-delay systems).

Chapter 3 is devoted to impulsive systems of the form

{
ẋ(t) = Ax(t) + f(x(t), u(t)), t ∈ [t0,∞)\T,
x(t) = g(x−(t), u−(t)), t ∈ T,

where T is a sequence of impulse times, at which the state x ∈ X of a system is changed by
a jump. The jump is described by the function g which depends on the values of x−(t) =
lim

s→t−0
x(s) and u−(t).

The main tool in the ISS theory of impulsive systems are, as in the continuous theory, ISS-
Lyapunov functions (properly redefined for impulsive systems). However, if either continuous
or discrete dynamics destabilizes the system, the existence of an ISS-Lyapunov function is not
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enough to prove ISS of the system and one has to impose restrictions on the density of impulse
times, which are called dwell-time conditions.

In the current literature only exponential ISS Lyapunov functions (or exponential ISS
Lyapunov-Razumikhin functions, exponential ISS Lyapunov-Krasovskii functionals) have been
exploited for analysis of ISS of impulsive systems. This restrains the class of systems, which can
be investigated by such methods, since an exponential Lyapunov function can be not always
constructed.

Another restrictions arise in the study of interconnections of ISS impulsive systems via
small-gain theorems. Even if ISS-Lyapunov functions for all subsystems are exponential, an
ISS Lyapunov function of the interconnection may be non-exponential, if the gains are nonlinear.
Hence for the most cases tools for verification of ISS of an interconnection of impulsive systems
do not exist. In Chapter 3 we develop such tools.

We prove, that existence of an ISS Lyapunov function (not necessarily exponential) for
an impulsive system implies input-to-state stability of the system over impulsive sequences
satisfying nonlinear fixed dwell-time (FDT) condition. Furthermore, for the case, when an
impulsive system possesses an exponential Lyapunov function, we generalize the result from
[38], by introducing the generalized average dwell-time (gADT) condition and proving, that an
impulsive system, which possesses an exponential ISS Lyapunov function is uniform ISS over
the class of impulse time sequences, which satisfy the gADT condition. We argue, that gADT
condition provides in certain sense tight estimates of the class of impulsive time sequences, for
which the system is ISS.

In Section 3.3 we prove a Lyapunov small-gain theorem for interconnections of impulsive
systems, analogous to corresponding theorem for infinite-dimensional systems with continuous
behavior [19].

Also we prove, that if all subsystems possess exponential ISS Lyapunov functions, and the
gains are power functions, then the exponential ISS Lyapunov function for the whole system
can be constructed. This result generalizes Theorem 4.2 from [18], where this statement for
linear gains has been proved. The relation between small-gain and dwell-time conditions on
the stage of selection of gains is discussed in Section 3.3.2.

Additionally, we have shown, how the exponential LISS Lyapunov functions for certain
classes of control systems can be constructed via linearization method.

At the end of each chapter we discuss the results and provide possible directions for future
research. In Chapter 4 we summarize the results of the whole thesis.

Some of results presented in this work have been already published or submitted for pub-
lication: for continuous systems see [19] and [15], for impulsive systems [18] and [20], for
applications in logistics see [16].
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Chapter 1

System-theoretical framework

In this chapter we introduce the concept of a control system and define stability notions for
control systems, in particular, input-to-state stability. In Section 1.4 we prove consistency of
our definitions with the notions used in ISS theory for ODE systems and time-delay systems.
Then we recall main results from ISS theory of ODE systems, which will serve us as a pattern
for development of ISS theory of infinite-dimensional systems in the Chapters 2 and 3. In
addition to known theorems, which are stated without proofs, we add some new results. We
prove a linearization theorem, which provides a construction of local ISS Lyapunov function
for linearizable systems. Then we investigate tightness of a small-gain condition, which plays
a crucial role in study of ISS of interconnected systems.

1.1 Notation

The notation for vectors, spaces of numbers and classical function spaces see p. 7.
For arbitrary x, y ∈ R

n define the relations ”≥” and ”<” on R
n by

x ≥ y ⇔ xi ≥ yi ∀i = 1, . . . , n,

x < y ⇔ xi < yi ∀i = 1, . . . , n.

By ” 6≥” we understand the logical negation of ”≥”, that is x 6≥ y ⇔ ∃i: xi < yi.

For the formulation of stability properties the following classes of comparison functions are
useful:

P := {γ : R+ → R+ | γ is continuous, γ(0) = 0, and γ(r) > 0 for r > 0}
K := {γ ∈ P | γ is strictly increasing}
K∞ := {γ ∈ K | γ is unbounded}
L :=

{

γ : R+ → R+ | γ is continuous and strictly decreasing with lim
t→∞

γ(t) = 0
}

KL := {β : R+ × R+ → R+ | β(·, t) ∈ K, ∀t ≥ 0, β(r, ·) ∈ L, ∀r > 0}
Functions of class P are called positive definite functions.

Note that for all f ∈ K∞ there exists f−1 ∈ K∞ and for all f, g ∈ K it holds f ◦g ∈ K, where
◦ denotes the composition of the maps f and g. Further properties of comparison functions
can be found in [34, p. 95].

15



16 CHAPTER 1. SYSTEM-THEORETICAL FRAMEWORK

1.2 Concept of control system

We start with the axiomatic definition of a continuous control system.

Definition 1.2.1. The triple Σ = (X,Uc, φ), consisting of

• Normed linear spaces (X, ‖ · ‖X) and (U, ‖ · ‖U), called state space and space of input
values, endowed with the norms ‖ · ‖X and ‖ · ‖U respectively.

• A normed linear space of admissible input functions Uc ⊂ {f : R+ → U} (with the norm
‖ · ‖Uc

).

• A transition map φ : Aφ → X, where Aφ ⊂ R+ × R+ ×X × Uc.

is called a control system, if the following properties hold:

1. Existence: for every (t0, φ0, u) ∈ R+×X×Uc there exists t > t0: [t0, t]×{(t0, φ0, u)} ⊂ Aφ.

2. Identity property: for every (t0, φ0, u) ∈ R+ ×X × Uc it holds φ(t0, t0, φ0, u) = φ0.

3. Causality: for every (t, t0, φ0, u) ∈ Aφ, for every ũ ∈ Uc, such that u(s) = ũ(s), s ∈ [t0, t]
it holds (t, t0, φ0, ũ) ∈ Aφ and φ(t, t0, φ0, u) = φ(t, t0, φ0, ũ).

4. Continuity: for each (t0, φ0, u) ∈ R+ ×X × Uc the map t 7→ φ(t, t0, φ0, u) is continuous.

5. Semigroup property: for all t, s ≥ 0, for all φ0 ∈ X, u ∈ Uc so that (t, s, φ0, u) ∈ Aφ, it
follows

• (r, s, φ0, u) ∈ Aφ, r ∈ [s, t],

• for all r ∈ [s, t] it holds φ(t, r, φ(r, s, x, u), u) = φ(t, s, x, u).

Here φ(t, s, x, u) denotes the state of a system at the moment t ∈ R+, if its state at the
moment s ∈ R+ was x ∈ X and the input u ∈ Uc was applied.

The existence property means, that we can start at each moment of time, at each point of a
state space and with arbitrary input, and the trajectory will exist, at least locally. In particular,
it means that it cannot happen that some input is admissible for one state of a system and is
not admissible for another.

We assume throughout the thesis, that for the control systems BIC property (Boundedness-
Implies-Continuation property) holds (see [50, p. 4], [51]): for all (t0, x0, u) ∈ R+×X×Uc there
exists a maximal time of existence of the solution tm ∈ (t0,∞], such that [t0, tm)×{(t0, x0, u)} ⊂
Aφ and for all t ≥ tm (t, t0, x0, u) /∈ Aφ. Moreover, if tm < ∞, then for all M > 0 there exists
t ∈ [t0, tm): ‖φ(t, t0, x, u)‖X > M .

In other words, the BIC property states that the solution may stop to exist in finite time
only because of blow-up phenomena, when the norm of solution goes to infinity in finite time.
As examples in this thesis we use mostly systems of parabolic partial differential equations, for
which BIC property holds, because of the smoothing action of parabolic systems, see [36].

An important subclass of control systems are time-invariant systems
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Definition 1.2.2. A control system (X,Uc, φ) is called time-invariant if for all φ0 ∈ X, u ∈ Uc,
t2 ≥ t1 and all s ≥ −t1 it holds

φ(t2, t1, x, u) = φ(t2 + s, t1 + s, x, u). (1.1)

In other words, time-invariance means, that the future evolution of a system depends only
on the initial state of the system and on the applied input, but not on the initial time. Since
the trajectories of time-invariant systems, corresponding to the same inputs and initial states
but for different initial times can be obtained one from another by translation in time, one
takes zero as initial time t0 := 0. We denote for short φ(t, φ0, u) := φ(t, 0, φ0, u).

The special cases of abstract control systems are ODE systems, time-delay systems, systems
based on parabolic and hyperbolic partial differential equations.

1.3 Stability concepts

We give a list of different stability properties of control systems which we will deal with.

Definition 1.3.1. An element φ0 ∈ X is called an equilibrium (or fixed point) of a system Σ
if ∀t, t0 : t ≥ t0 it holds φ(t, t0, φ0, 0) = φ0.

Definition 1.3.2. Σ is globally asymptotically stable at zero uniformly with respect to x (0-
UGASx), if ∃β ∈ KL, such that ∀φ0 ∈ X, ∀t0 ≥ 0, ∀t ≥ t0 it holds

‖φ(t, t0, φ0, 0)‖X ≤ β(‖φ0‖X , t− t0). (1.2)

The notion 0-UGASx is also called uniform asymptotic stability in the whole (see [34, p.
174]).

Now we introduce one of the main definitions in this work.

Definition 1.3.3. Σ is called uniformly input-to-state stable (UISS), if there exist β ∈ KL and
γ ∈ K, such that the inequality

‖φ(t, t0, φ0, u)‖X ≤ β(‖φ0‖X , t− t0) + γ(‖u‖Uc
) (1.3)

holds ∀φ0 ∈ X, ∀t0 ≥ 0, ∀t ≥ t0 and ∀u ∈ Uc.

In this definition a uniformity means that the functions β and γ do not depend on the initial
time t0. This terminology has been adopted from [58], where ISS of time-variant ODE systems
has been studied.

The following stability property is important, in particular, for characterizations of uniform
ISS.

Definition 1.3.4. We call Σ uniformly globally stable (UGS) if there exist functions ϕ, γ ∈ K∞,
such that for every initial condition φ0 ∈ X and every input u ∈ Uc and all t, t0 : t ≥ t0 ≥ 0 it
holds

‖φ(t, t0, φ0, u)‖X ≤ ϕ(‖φ0‖X) + γ(‖u‖Uc
) (1.4)
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For time-invariant systems we may assume t0 := 0 and the notion of UISS is reduced to the
ISS:

Definition 1.3.5. A time-invariant system Σ is called input-to-state stable (ISS), if there exist
β ∈ KL and γ ∈ K, such that the inequality

‖φ(t, φ0, u)‖X ≤ β(‖φ0‖X , t) + γ(‖u‖Uc
) (1.5)

holds ∀φ0 ∈ X, ∀t ≥ 0 and ∀u ∈ Uc.

The local version of ISS is defined as follows

Definition 1.3.6. A time-invariant system Σ is called locally input-to-state stable (LISS), if
there exist ρx, ρu > 0, β ∈ KL and γ ∈ K, such that the inequality

‖φ(t, φ0, u)‖X ≤ β(‖φ0‖X , t) + γ(‖u‖Uc
) (1.6)

holds ∀φ0 : ‖φ0‖X ≤ ρx, ∀t ≥ 0 and ∀u ∈ Uc: ‖u‖Uc
≤ ρu.

We consider for time-invariant systems in addition to 0-UGASx the following stability prop-
erty

Definition 1.3.7. Time-invariant control system Σ is globally asymptotically stable at zero
(0-GAS), if it is

1. Locally stable: ∀ε > 0 ∃δ > 0 : ∀x ∈ X : ‖x‖X < δ ⇒ ‖φ(t, x, 0)‖X < ε, ∀t ≥ 0.

2. Globally attractive: ∀x ∈ X ‖φ(t, x, 0)‖X → 0, t→ ∞.

Definition 1.3.8. If in the Definitions 1.3.2 1.3.3, 1.3.5, 1.3.6 the function β can be chosen
as β(r, t) = Me−atr, ∀r, t ∈ R+, for some a,M > 0, then Σ is called exponentially 0-UGASx,
exponentially UISS (eUISS), eISS and eLISS respectively.

1.4 Consistency of the introduced stability notions with

the existing ones

Since our aim is to develop an ISS theory, which generalizes the current theory for ODE systems
and time-delay systems, we have to establish consistency of stability notions introduced in the
previous section with standard definitions used for these classes of systems.

One of the most common choices for Uc is the space Uc := PC(R+, U). In this case one can
use the alternative definition of the UISS property (see, e.g. [51], [38]):

Proposition 1.4.1. Let Uc := PC(R+, U). Then Σ is UISS if and only if there exist β ∈ KL
and γ ∈ K, such that the inequality

‖φ(t, t0, φ0, u)‖X ≤ β(‖φ0‖X , t− t0) + γ( sup
t0≤s≤t

‖u(s)‖U) (1.7)

holds ∀φ0 ∈ X, ∀t0 ≥ 0, ∀t ≥ t0 and ∀u ∈ Uc.
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Proof. Sufficiency is clear, since sup
t0≤s≤t

‖u(s)‖U ≤ sup
t0≤s≤∞

‖u(s)‖U = ‖u‖Uc
.

Now let Σ be UISS. Due to causality property of Σ the state φ(τ, t0, φ0, u), τ ∈ [t0, t] of the
system Σ does not depend on the values of u(s), s > t. For arbitrary t ≥ t0, φ0 ∈ X and u ∈ Uc

consider another input ũ ∈ Uc, defined by

ũ(τ) :=

{
u(τ), τ ∈ [t0, t],
u(t), τ > t.

The inequality (1.3) holds for all admissible inputs, and hence it holds also for ũ. Substituting
ũ into (1.3) and using that ‖ũ‖Uc

= sup
t0≤s≤t

‖u(s)‖U , we obtain (1.7).

The counterparts of this theorem for the cases of ISS and LISS can be easily stated. The
similar property (with ess sup

t0≤s≤t
‖u(s)‖U instead of sup

t0≤s≤t
‖u(s)‖U) holds for the class of strongly

measurable and essentially bounded inputs Uc := L∞(R+, U) (which is the standard choice in
the case of ODE systems and systems with time-delays), for continuous inputs (Uc := C(R+, U))
and many other classes of input functions.

Now we are going to prove consistency of our definitions of UISS, ISS and LISS with the
definitions, used for time-delay systems (for ODE systems it is clear). Consider a time-invariant
time-delay system

ẋ(t) = f(xt, u(t)), t > 0. (1.8)

Here xt ∈ C([−θ, 0];RN) is the state of the system (1.8) at time t, xt(τ) = x(t + τ), τ ∈
[−θ, 0] and f : C([−θ, 0];RN) × R

m satisfies certain assumptions to guarantee existence and
uniqueness of solutions of the system (1.8) (see e.g. [6], [35] and citations therein). System
(1.8) defines a time-invariant control system with the state space X = C([−θ, 0];RN) with the
norm ‖·‖[−θ,0] := ‖·‖C([−θ,0];RN ), input space Uc = L∞(R+,R

m) and the transition map φ(·, ξ, u)
defined as a solution of (1.8) subject to initial condition ξ and input u. We will write in this
section xt = φ(t, ξ, u) for short.

The following proposition shows that the standard definition of LISS for system (1.8) (see
e.g. [66]) is equivalent to the Definition 1.3.6.

Proposition 1.4.2. System (1.8) is LISS if and only if there exist constants ρx, ρu > 0 and
functions β ∈ KL and γ ∈ K such that for every ξ ∈ C([−θ, 0] ,RN): ‖ξ‖[−θ,0] ≤ ρ, every
admissible input ‖u‖∞ ≤ ρu and for all t ∈ R+, it holds that

|x(t)| ≤ β(‖ξ‖[−θ,0] , t) + γ(‖u‖∞). (1.9)

Proof. If the system (1.8) is LISS according to Definition 1.3.6, then (1.9) holds for the same
β, γ, ρx, ρu since |x(t)| ≤ ‖xt‖[−θ,0].

In the other direction, let there exist ρ, ρu > 0, β ∈ KL and γ ∈ K such that (1.9) holds for
every initial condition ξ: ‖ξ‖[−θ,0] ≤ ρ, every external input u : ‖u‖∞ ≤ ρu and for all t ≥ 0.

Then for every ξ: ‖ξ‖[−θ,0] ≤ ρ, every u: ‖u‖∞ ≤ ρu and all t > θ it holds

∥
∥xt

∥
∥
[−θ,0]

= sup
τ∈[−θ,0]

|x(t+ τ)| ≤ sup
τ∈[−θ,0]

β(‖ξ‖[−θ,0] , t+ τ) + γ(‖u‖∞)

= β(‖ξ‖[−θ,0] , t− θ) + γ(‖u‖∞).
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For t ∈ [0, θ] it holds

∥
∥xt

∥
∥
[−θ,0]

= max{ sup
t−θ≤s≤0

|x(s)|, sup
0≤s≤t

|x(s)|} ≤ max{‖ξ‖[−θ,0] , β(‖ξ‖[−θ,0] , 0) + γ(‖u‖∞)}.

Note that for β from (1.9) it holds r ≤ β(r, 0) for all r > 0 (to prove this take in (1.9) u ≡ 0
and ξ such that ‖ξ‖[−θ,0] = |ξ(0)|).

Therefore we obtain for t ∈ [0, θ]

∥
∥xt

∥
∥
[−θ,0]

≤ β(‖ξ‖[−θ,0] , 0) + γ(‖u‖∞).

Define function β̃ for all r ≥ 0 by

β̃(r, t) =

{
β(r, t− θ), t > θ
r(θ − t) + β(r, 0), t ∈ [0, θ].

One can simply check that β̃ ∈ KL. Now, for every initial condition ‖ξ‖[−θ,0] ≤ ρ, every external
input ‖u‖∞ ≤ ρu and for all t ≥ 0 it holds

∥
∥xt

∥
∥
[−θ,0]

≤ β̃(‖ξ‖[−θ,0] , t) + γ(‖u‖∞).

Therefore the system (1.8) is LISS according to Definition 1.3.6.

Similar statement can be proved if we take ISS or UGS instead of LISS.
The definition of ISS as in Proposition 1.4.2 was used, in particular, in [66], where it was

proved, that the existence of a so-called ISS Lyapunov-Krasovskii functional implies ISS of the
system.

Also another definition of ISS is used [80] in the context of time-delay systems, which we
call here ”weak ISS” (as in [81]).

Definition 1.4.1. The system (1.8) is called weakly ISS, if there exists γ ∈ K such that the
following two properties hold:

1. For all ε > 0 there exists δ > 0 such that ‖ξ‖[−θ,0] < δ implies |x(t)| ≤ ε + γ(‖u‖∞), for
all t ≥ 0.

2. For each ε > 0, ηx ∈ R+, ηu ∈ R+ there exists T ≥ 0 such that ‖ξ‖[−θ,0] ≤ ηx and
‖u‖∞ ≤ ηu imply |x(t)| ≤ ε+ γ(‖u‖∞), ∀t ≥ T .

In [80] a theorem was established, which states that the existence of a so-called ISS Lyapunov-
Razumikhin function implies weak ISS.

For ODE systems ISS and weak ISS properties are equivalent, as can be proved, in particular,
with the help of the characterizations of ISS from [78]. But for time-delay systems ISS implies
weak ISS, but the converse implication has not been proved or disproved at the moment, see
[82, 81].

Therefore the usage of ISS Lyapunov-Razumikhin functions for verification of (standard)
ISS of the system (1.8) has to be justified. We are going to prove a characterization of the ISS
property, which will solve this problem.

At first note the following simple fact:
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Lemma 1.4.1. There exist γ ∈ K such that the second property in Definition 1.4.1 holds if
and only if this property holds with ‖xt‖[−θ,0] instead of |x(t)| for the same γ, ε, ηx, ηu and with
T + θ instead of T .

We prove the following characterization of the UISS property

Proposition 1.4.3. The system Σ is UISS if and only if it is

• uniformly globally stable,

• ∃γ ∈ K such that for each ε > 0, ηx ∈ R+, ηu ∈ R+ there exists T ≥ 0 such that
‖x‖X ≤ ηx and ‖u‖Uc

≤ ηu imply ‖φ(t, t0, x, u)‖X ≤ ε+ γ(‖u‖Uc
), ∀t ≥ T + t0.

The proof is similar to the proof of [77, Lemma 2.7].

Proof. We start with necessity. Let Σ be UISS. Then it is UGS with a gain γ and ϕ(·) := β(·, 0).
Take arbitrary ε > 0, ηx ∈ R+. For all x : ‖x‖X ≤ ηx and all u ∈ Uc it holds

‖φ(t, t0, x, u)‖X ≤ β(ηx, t− t0) + γ(‖u‖Uc
), ∀t ≥ t0.

If ε > β(ηx, 0), then we choose T as T := 0. Otherwise take T as a solution (which for a given
ηx is unique) of the equation β(ηx, T ) = ε. The second property is verified.

Let us prove sufficiency. Without loss of generality we take r := ηx = ηu and fix it. From
uniform global stability it follows, that there exist ϕ, γ ∈ K∞, such that for all x ∈ X: ‖x‖X ≤ r
and for all u ∈ Uc it holds

‖φ(t, t0, x, u)‖X ≤ ϕ(r) + γ(‖u‖Uc
), ∀t ≥ t0. (1.10)

Define

T (ε, r) := inf{τ : ‖φ(t, t0, x, u)‖X≤ε+γ(‖u‖Uc
) ∀x, u : max{‖x‖X , ‖u‖Uc

}≤r, ∀t ≥ τ+t0}.
(1.11)

The second assumption of the proposition implies that T (ε, r) exists and is finite for all ε, r > 0.
Note that T (ε1, ·) ≤ T (ε2, ·), if ε1 ≥ ε2 and T (·, r1) ≥ T (·, r2), if r1 ≥ r2.

Define T̄r(s) :=
2
s

∫ s

s/2
T (ε, r)dε. For every fixed r, T̄r is a continuous function with T̄r(s) ≥

T (s, r), ∀s > 0.
For each r > 0, T̄r is a continuous function. Now for each r > 0 and s > 0 define

Tr(s) :=
r

s
+ sup

h≥s
T̄r(h).

For each r > 0, Tr is a strictly decreasing function. Thus, it is invertible. For every r > 0
define ψr(s) := T−1

r (s). We set ψr(0) := ∞. Note that for all r > 0 lims→+0 ψr(s) = ∞.
From (1.11) and from the fact that T (ε, r) ≤ Tr(ε), we obtain that for all r > 0, for all x, u:

max{‖x‖X , ‖u‖Uc
} ≤ r, ∀t ≥ Tr(ε) + t0 it follows

‖φ(t, t0, x, u)‖X ≤ ε+ γ(‖u‖Uc
).
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Since t ≥ Tr(ε) + t0 ⇔ ε ≤ T−1
r (t − t0) = ψr(t − t0), then for all r > 0 and for all x, u:

max{‖x‖X , ‖u‖Uc
} ≤ r it holds

‖φ(t, t0, x, u)‖X ≤ ψr(t− t0) + γ(‖u‖Uc
), ∀t ≥ t0. (1.12)

For all r, t ∈ R+ define ψ̂(r, t) := min{infr≥s ψs(t), φ(r)}, and pick any function β ∈ KL:
β(r, t) ≥ ψ̂(r, t) for all r, t ≥ 0 (see [77, proof of Lemma 2.7] for the argument, why such
function exists). Now ∀r ≥ 0, ∀x, u: max{‖x‖X , ‖u‖Uc

} ≤ r we have

‖φ(t, t0, x, u)‖X ≤ β(r, t− t0) + γ(‖u‖Uc
), ∀t ≥ t0. (1.13)

In particular, (1.13) holds for x, u: max{‖x‖X , ‖u‖Uc
} = r. For such x, u we obtain

‖φ(t, t0, x, u)‖X ≤ β(max{‖x‖X , ‖u‖Uc
}, t− t0) + γ(‖u‖Uc

)

= β(‖x‖X , t− t0) + β(‖u‖Uc
, t− t0) + γ(‖u‖Uc

)

≤ β(‖x‖X , t− t0) + γu(‖u‖Uc
),

where γu(r) := β(r, 0) + γ(r). This proves UISS of Σ.

Remark 1.4.2. In [80, Theorem 1] it was proved that the existence of a Lyapunov-Razumikhin
function for (1.8) implies the properties mentioned in Proposition 1.4.3, which by Proposi-
tion 1.4.3 implies ISS of the system (1.8).

Remark 1.4.3. A variation of the Proposition 1.4.3 has been used in [18] for the investiga-
tion of ISS of impulsive time-delay systems in terms of exponential ISS-Lyapunov-Razumikhin
functions.

Thus, we have proved, that our definition of (L)ISS is equivalent to the standard definition
[66] used in time-delay theory and justified the usage of Lyapunov-Razumikhin framework from
[80] for verification of ISS of the time-delay systems.

1.5 ISS theory for time-invariant ODE systems

Before getting into the stability theory of infinite-dimensional control systems we are going to
recall some central results from ISS theory of time-invariant ODE systems and to prove some
new results extending this theory.

The choice of the results included in this section is oriented to show the similarities and
differences between the infinite-dimensional theory, developed in the next chapter and ISS
theory for time-invariant ODE systems as well as to provide tools needed in the following
exposition.

We do not provide proofs of the known results and give only brief explanations of the
theorems. The reader, who is not acquainted with ISS theory, should not be frightened with
the amount of notions and formulations in this section. The full understanding will come after
development of the infinite-dimensional theory in the next chapter, where the proofs of results,
examples and detailed explanations will be provided.
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1.5.1 ISS of a single system

We consider a special case of control systems, defined by the time-invariant ODE system

{
ẋ = f(x, u), t > 0
x(0) = x0,

(1.14)

with X = R
n, U = R

m and Uc = L∞(R+,R
m).

By solution of (1.14) for a given u ∈ L∞(R+,R
m) we understand an absolutely continuous

function x : t 7→ x(t) ∈ R
n, which satisfies x(0) = x0 and the equation (1.14) hold almost

everywhere.
We assume that f is Lipschitz continuous w.r.t. the first argument uniformly with respect to

the second one. Under this assumption for all u ∈ L∞(R+,R
m) and all initial conditions x0 ∈ R

n

there exists (at least locally) the unique solution φ(·, x0, u) = x(·) of (1.14) (see [1, Paragraph
2.5.]). Note, that absolutely continuous functions are differentiable almost everywhere [54,
p.345].

The triple Σf = (Rn, L∞(R+,R
m), φ) defines a time-invariant control system.

As a starting point note that for a system (1.14) the notions of 0-GAS and 0-UGASx coincide
(see [34, p.109, Theorem 26.3]):

Theorem 1.5.1. System (1.14) is 0-GAS ⇔ ∃β ∈ KL such that ∀x0 ∈ R
n it holds

|φ(t, x0, 0)| ≤ β(|x0|, t), t ≥ 0. (1.15)

In the infinite-dimensional theory the situation is completely different, as we will see in
Section 2.1.

For linear ODE systems (with f(x, u) = Ax+Bu) the following simple fact is well-known

Proposition 1.5.2. For linear system (1.14) the following properties are equivalent: e0-GAS,
eISS, 0-GAS, ISS.

For nonlinear systems an important tool for verification of (L)ISS property are (L)ISS-
Lyapunov functions.

Definition 1.5.1. A smooth function V : D → R+, D ⊂ R
n, 0 ∈ int(D) = D\∂D is called

a local ISS-Lyapunov function (LISS-LF) for (1.14), if ∃ρx, ρu > 0, ψ1, ψ2 ∈ K∞, χ ∈ K and
α ∈ P, such that:

ψ1(|x|) ≤ V (x) ≤ ψ2(|x|), ∀x ∈ D (1.16)

and ∀x ∈ R
n : |x| ≤ ρx, ∀u ∈ R

m : |u| ≤ ρu it holds:

|x| ≥ χ(|u|) ⇒ ∇V · f(x, u) ≤ −α(|x|), (1.17)

The function χ is called Lyapunov gain.
If in the previous definition D = R

n, ρx = ∞ and ρu = ∞, then V is called an ISS-Lyapunov
function.

In [77] Sontag and Wang have proved the following fundamental theorem:
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Theorem 1.5.3. System (1.14) is ISS if and only if there exists a smooth ISS-Lyapunov func-
tion for (1.14).

Construction of ISS-Lyapunov functions is in many cases the only way to prove ISS of
control systems. For linear systems there exists a general effective method for construction of
Lyapunov functions, see [76, p.226]. For nonlinear systems such methods do not exist and often
one has to use intuition or to have a good luck (better - both). However, for some subclasses of
control systems certain general methods can be developed. One of such ways is a construction
of a Lyapunov function for a whole system on the basis of Lyapunov functions for subsystems,
which we consider in the next subsection. Another general method, which works only for local
ISS, is a linearization method explained in Section 1.5.3.

1.5.2 Interconnections of ISS systems

The main question in the study of stability of interconnected systems is whether the system,
which consists of ISS components, is itself ISS. Small-gain theorems play the central role in this
study. They provide sufficient conditions for ISS of an interconnection of n ISS subsystems.

Consider the system given by
{
ẋi = fi(x1, . . . , xn, u),
i = 1, . . . , n.

(1.18)

Here u ∈ L∞(R+,R
m), xi(t) ∈ R

pi , and fi are Lipschitz continuous w.r.t. xi uniform with
respect to external inputs.

Define N := p1 + . . .+ pn.
The solution of the whole system (1.18) is an absolute continuous function. Since globally

bounded absolutely continuous functions belong to the space L∞(R+,R
N), we may consider

that the whole input to the i-th subsystem is from the space L∞(R+,R
N+m−pi). Consequently,

i-th subsystem is the control system similar to the whole system.

Small-gain theorem in terms of Lyapunov functions

For the i-th subsystem of (1.18) the definition of an ISS-Lyapunov function can be written as
follows.

A smooth function Vi : R
pi → R+ is an ISS-Lyapunov function (ISS-LF) for the i-th

subsystem of (1.18), if there exist functions ψi1, ψi2 ∈ K∞, χij, χi ∈ K, j = 1, . . . , n, j 6= i,
χii := 0 and a positive definite function αi, such that:

ψi1(|xi|) ≤ Vi(xi) ≤ ψi2(|xi|), ∀xi ∈ R
pi

and ∀xi ∈ R
pi , ∀u ∈ R

m it holds

Vi(xi) ≥ max{ n
max
j=1

χij(Vj(xj)), χi(|u|)} ⇒ ∇Vi(xi) · fi(x1, . . . , xn, u) ≤ −αi(Vi(xi)). (1.19)

The internal Lyapunov gains χij characterize the interconnection structure of subsystems.
As we will see, the question, whether the interconnection (1.18) is ISS, depends on the properties
of the gain operator Γ : Rn

+ → R
n
+ defined by

Γ(s) :=

(
n

max
j=1

χ1j(sj), . . . ,
n

max
j=1

χnj(sj)

)

, s ∈ R
n
+. (1.20)
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To construct an ISS-Lyapunov function for the whole interconnection we will use the notion
of Ω-path (see [24, 70]).

Definition 1.5.2. A function σ = (σ1, . . . , σn)
T : Rn

+ → R
n
+, where σi ∈ K∞, i = 1, . . . , n is

called an Ω-path (with respect to operator Γ), if it possesses the following properties:

1. σ−1
i is locally Lipschitz continuous on (0,∞);

2. for every compact set P ⊂ (0,∞) there are finite constants 0 < K1 < K2 such that for
all points of differentiability of σ−1

i we have

0 < K1 ≤ (σ−1
i )′(r) ≤ K2, ∀r ∈ P ;

3.

Γ(σ(r)) < σ(r), ∀r > 0. (1.21)

The next theorem provides a construction of an ISS-Lyapunov function for an interconnec-
tion of ISS subsystems, see [21], [24].

Theorem 1.5.4. Let for i-th subsystem of (1.18) Vi be the ISS-Lyapunov function with cor-
responding gains χij, i = 1, . . . , n. If there exists an Ω-path σ = (σ1, . . . , σn)

T corresponding
to the operator Γ defined by (1.20), then the ISS-Lyapunov Lyapunov function for the system
(1.18) can be constructed as

V (x) := max
i

{σ−1
i (Vi(xi))}, (1.22)

The Lyapunov gain of the whole system is

χ(r) := max
i
σ−1
i (χi(r)). (1.23)

In order to apply Theorem 1.5.4 one has to construct the Ω-path or at least prove its
existence. To this end we introduce another notion: we say that Γ satisfies the small-gain
condition if the following inequality holds

Γ(s) 6≥ s, ∀ s ∈ R
n
+\ {0} . (1.24)

Small-gain condition (1.24) can be reformulated in terms of cycles (see [22, p. 16]):

Proposition 1.5.5. Small-gain condition (1.24) holds if and only if for each cycle in Γ (that
is for all (k1, ..., kp) ∈ {1, ..., n}p, where k1 = kp) and for all s > 0 it holds

γk1k2 ◦ γk2k3 ◦ . . . ◦ γkp−1kp(s) < s. (1.25)

Both formulations of small-gain condition are frequently used in theoretical works. For
applications the cyclic formulation seems to be more convenient.

Since often the aim of the analysis is not to construct an ISS-Lyapunov function, but only
to prove ISS of the interconnection, one states the small-gain theorem also in the following form
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Theorem 1.5.6. Let for i-th subsystem of (1.18) Vi be the ISS-Lyapunov function with corre-
sponding gains χij, i = 1, . . . , n. If the corresponding operator Γ defined by (1.20) satisfies the
small-gain condition (1.24), then the whole system (1.18) is ISS and possesses ISS-Lyapunov
function defined by (1.22).

This reformulation is possible because of the Theorem 1.5.3.
The small-gain theorem for ODE systems has been proved also in the form of trajectories.

One can write the definition of ISS for the i-th subsystem of the system (1.18) as follows

Definition 1.5.3. The i-th subsystem of (1.18) is called ISS (in maximum formulation), if
there exist γij, γi ∈ K and βi ∈ KL, such that for all initial values x0i and all inputs ui:
‖ui‖∞ <∞ the inequality

∣
∣xi

(
t, x0i , xj : j 6= i, ui

)∣
∣ ≤ max

{

βi
(∣
∣x0i

∣
∣ , t

)
,max

j 6=i
γij

(
‖xj‖∞

)
, γi (‖ui‖∞)

}

(1.26)

is satisfied ∀t ∈ R+. γij and γi are called (nonlinear) gains.
If instead of inequality (1.26) the inequality

∣
∣xi

(
t, x0i , xj : j 6= i, ui

)∣
∣ ≤ βi

(∣
∣x0i

∣
∣ , t

)
+

∑

j 6=i

γij
(
‖xj‖∞

)
+ γi (‖ui‖∞) (1.27)

holds, then the i-th subsystem of (1.18) is called ISS in summation formulation.

If the system is ISS in summation formulation, then it is ISS also in maximum formulation
and vice versa, however, the gains can be different.

In [22] an ISS small gain theorem for networks in terms of trajectories was proved, namely

Theorem 1.5.7. Let all subsystems of system (1.18) be ISS in maximum formulation. If the
corresponding gain operator satisfies the small gain condition (1.24) then the whole system
(1.18) is ISS.

For a summation formulation the same statement holds, but with a stronger small-gain
condition:

D ◦ Γ(s) 6≥ s, ∀ s ∈ R
n
+\ {0} , (1.28)

for some D = diag(id+ α1, . . . , id+ αn), αi ∈ K∞.

This theorem is a generalization of the small-gain theorem for an interconnection of two
systems, proved in [43].

1.5.3 Linearization method

The linearization method is an important method for investigation of local asymptotic stability
of nonlinear systems in the stability theory of dynamical systems, see e.g. [90, p. 100]. Here we
prove the counterpart of this theorem for ODE systems. A more general result will be proved
in Section 2.3.

By P > 0 we will indicate that matrix P is symmetric and positive definite, and by P < 0
that it is symmetric and negative definite.
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Theorem 1.5.8. Let in equation (1.14)

f(x, u) = Bx+ Cu+ g(x, u), B ∈ R
n×n, C ∈ R

n×m

where g(x, u) = o(|x|+ |u|), for |x|+ |u| → 0. If the system

ẋ = Bx+ Cu (1.29)

is ISS, then (1.14) is LISS.

Proof. System (1.29) is ISS, and consequently 0-GAS, therefore there exists (see, e.g., [76,
Theorem 8, p.231]) a matrix P > 0 such that BTP + PB = Q < 0.

We prove, that V : Rn → R+, defined by V (x) = xTPx is a LISS-Lyapunov function for a
system (1.14) for properly chosen gains. Let us compute the Lie derivative of V with respect
to the system (1.14), using that P = P T and that xTPBx = xTBTP Tx = xTBTPx.

V̇ (x) = (∇V )Tf(x, u) =
(
Px+ (xTP )T

)T
(Bx+ Cu+ g(x, u))

= xT (P TB + PB)x+ 2xTP (Cu+ g(x, u))

≤ xT (PB +BTP )x+ k|x|‖P‖(‖C‖|u|+ |g(x, u)|).

Here k > 0 is some constant, which depends on the chosen norm of the matrices ‖P‖, ‖C‖.
Since g(x, u) = o(|x|+ |u|) for |x|+ |u| → 0, for each w > 0 we can find ρ, such that

|g(x, u)| ≤ w · (|x|+ |u|), ∀x : |x| ≤ ρ, ∀u : |u| ≤ ρ.

Using this inequality, we continue estimates

V̇ (x) ≤ xT (PB +BTP )x+ kw‖P‖|x|2 + k‖P‖(‖C‖+ w)|x||u|.

Take χ(r) :=
√
r. Then for |u| ≤ |x|2 we have:

V̇ (x) ≤ xT (PB +BTP )x+ kw‖P‖|x|2 + k‖P‖(‖C‖+ w)|x|3.

Choosing w and ρ small enough, we will have in the right hand side some negative quadratic
function of |x| (remember that PB + BTP is a negative definite matrix). This proves that V
is a LISS-Lyapunov function, and consequently, (1.14) is LISS.

1.5.4 Tightness of small-gain conditions

Theorem 1.5.7 states, that if all the subsystems are ISS in summation formulation then small-
gain condition (1.28) is sufficient for input-to-state stability of the whole system. However, the
small-gain condition is not necessary for ISS of an interconnection and the question arises, how
tight it is. A partial answer is given by the following theorem

Theorem 1.5.9. Let a gain matrix Γ := (γij), i, j = 1, . . . , n, γii = 0 be given. If the condition
(1.24) is not satisfied, then there exists a function f : Rn × R

m → R
n so that ∀i = 1, . . . , n

estimates (1.27) hold ∀t ≥ 0, but the whole system (1.18) is not 0-GAS.
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Proof. For arbitrary gain matrix Γ, satisfying the assumptions of the theorem, we are going to
construct a corresponding system satisfying (1.27), but which is not 0-GAS.

Let Γ does not satisfy (1.24). According to Proposition 1.5.5, there exists some cycle such
that the condition (1.25) is violated. Let ∃s > 0, such that

γ12 ◦ γ23 ◦ . . . ◦ γr−1r ◦ γr1(s) ≥ s, (1.30)

where 2 ≤ r ≤ n (violation of the small-gain condition on another cycles can be treated in the
same way).

Due to continuity of γij, there exist constants εi ∈ [0, 1), i = 2, . . . , r, such that for functions
χij := (1− εj)γij and the same s it holds that

χ12 ◦ χ23 ◦ . . . ◦ χr−1r ◦ χr1(s) = s. (1.31)

Let us enlarge the domain of definition of functions χij to R, defining χij(−p) = −χij(p)
∀p > 0, i, j = 1, . . . n, i 6= j.

Consider the following system:






ẋ1(t) = −x1(t) + χ12 (x2(t))
ẋ2(t) = −x2(t) + χ23 (x3(t))
. . .
ẋr(t) = −xr(t) + χr1 (x1(t))
ẋr+1(t) = −xr+1(t)
. . .
ẋn(t) = −xn(t)

(1.32)

For the first equation, using variation of constants formula, we obtain the following esti-
mates:

|x1(t)| ≤ |x1(0)| e−t +

∣
∣
∣
∣

∫ t

0

es−tχ12(x2(s))ds

∣
∣
∣
∣
≤ |x1(0)| e−t + e−t

∫ t

0

es |χ12(x2(s))| ds

= |x1(0)| e−t + e−t

∫ t

0

esχ12(|x2(s)|)ds ≤ |x1(0)| e−t + e−t

∫ t

0

esdsχ12 (‖x2‖∞)

≤ |x1(0)| e−t + χ12 (‖x2‖∞)

Similar estimates can be made for all equations. Thus, inequalities (1.27) are satisfied. Now
we are going to prove, that the system (1.32) is not 0-GAS.

Fixed points of the system (1.32) are the solutions (x1, . . . , xn) of the following system:






x1 = χ12 (x2)
x2 = χ23 (x3)
. . .
xr−1 = χr−1r (xr)
xr = χr1 (x1)
xi = 0, i = r + 1, . . . , n

(1.33)

Substituting the i-th equation of (1.33) into the (i − 1)-th, i = r, . . . , 2, we obtain the
equivalent system:
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





x1 = χ12 ◦ χ23 ◦ . . . ◦ χr1 (x1)
x2 = χ23 ◦ χ34 ◦ . . . ◦ χr1 (x1)
. . .
xr−1 = χr−1r ◦ χr1 (x1)
xr = χr1 (x1)
xi = 0, i = r + 1, . . . , n

(1.34)

For all solutions s > 0 of the equation (1.31), the first equation of the system (1.34) is
satisfied with x1 = s, and a point

(x1, . . . , xr−1, xr, . . . , xn)= (s, χ23 ◦ χ34 ◦ . . . ◦ χr−1r ◦ χr1(s), . . ., χr−1r ◦ χr1 (s) , χr1(s), 0, . . . , 0)

is a fixed point for the system (1.32). Hence the system (1.32) has a nonzero fixed point and
therefore it is not 0-GAS.

The counterpart of this result can be proved also for the Lyapunov-type small gain theorem.

Theorem 1.5.10. Let a matrix of Lyapunov gains Γ := (γij), i, j = 1, . . . , n, γii = 0 be given.
Let there exist s > 0, such that for some cycle in Γ it holds

γ12 ◦ γ23 ◦ . . . ◦ γr−1r ◦ γr1(s) > s, (1.35)

where 2 ≤ r ≤ n (we can always renumber the nodes to obtain the cycle of the needed form).
Then there exist a function f : Rn × R

m → R
n, and Lyapunov functions Vi for subsystems (in

maximum formulation), so that ∀i = 1, . . . , n it holds (1.19), but the whole system (1.18) is not
0-GAS.

Proof. Take constants εi ∈ (0, 1), i = 2, . . . , r, such that for the functions χij := (1− εi)γij and
some s > 0 it holds

χ12 ◦ χ23 ◦ . . . ◦ χr−1r ◦ χr1(s) = s.

Consider the system (1.32). Take Vi(xi) = |xi| as Lyapunov functions for i-th subsystem.
For i = 1, . . . , r − 1 if

Vi(xi) ≥ γii+1(xi+1) =
1

1− εi
χii+1(xi+1)

holds, then

V̇i(xi) ≤ −Vi(xi) + (1− εi)Vi(xi) = −εiVi(xi).

Thus, for i = 1, . . . , r − 1 Vi is an ISS Lyapunov function for i-th subsystem. In fact, it holds
also for all i = 1, . . . , n. Moreover, Γ is a matrix of Lyapunov gains for the system (1.32).
According to the proof of the Theorem 1.5.9, (1.32) is not a 0-GAS system.

We discuss the obtained results in the end of the next section.



30 CHAPTER 1. SYSTEM-THEORETICAL FRAMEWORK

1.6 Concluding remarks and open problems

Control-theoretic framework. The axiomatic definition of a control system from Section
1.2 is adopted from [51], but we specialize it to the systems, which satisfy classical semigroup
property. Another axiomatic definitions of the control systems are also used in the literature
(see [76], [86]).

Overview of existing results. Many results playing an important role in ISS theory have
not been mentioned in Section 1.5. In particular, we do not consider characterizations of ISS
property [77], [78], the ISS of time-variant ODE systems [58], [52], [27] and the extensions of
the theory to the case of input-to-output stability (IOS) [43], integral input-to-state stability
(iISS) [4], input-to-state dynamical stability (ISDS) [32] etc. For a survey see [74], [14] and
[41].

In ISS theory for time-delay systems two different Lyapunov-type sufficient conditions have
been proposed: via ISS Lyapunov-Razumikhin functions [80] and by ISS Lyapunov-Krasovskii
functionals [66]. For converse Lyapunov theorems see [47] and [69]. In [51] the general small-gain
theorem for abstract systems has been proved and the small-gain results for finite-dimensional
and time-delay systems have been provided. However, the theory concerning characterizations
of ISS property for time-delay systems is still not complete.

Apart from ODE and time-delay systems another classes of control systems have been
considered in view of input-to-state stability, namely discrete systems [45], [2] as well as hy-
brid, switched and impulsive systems. In papers [8] and [64] different characterizations of ISS
property and small-gain theorems for two hybrid finite-dimensional systems with feedback in-
terconnection have been proved. The interconnections of n hybrid systems have been studied,
in particular, in [55]. In these works the definition of hybrid system from [31] has been used.
The ISS of switched systems was considered in [85]. For a survey of results in stability theory
of switched and hybrid systems see [72].

Interconnections of systems. ISS framework is not the only existing tool to study the
interconnections of the dynamical systems. In particular, small-gain theorems were originally
established within input-output approach to stability of control systems, see [53, Chapter 5].

Another framework is a dissipative systems theory, originated from papers [86], [87] by
J. Willems. An important theorem in this framework is that a feedback interconnection of
dissipative systems is again dissipative. An important special case of dissipative systems are
passive systems [84]. Closely connected to passive systems are port-Hamiltonian systems, widely
used in modeling and analysis of finite and infinite-dimensional control systems [26].

The study of interconnections of control systems plays an important role in behavioral
approach [88], [67] to dynamical systems theory. The small-gain theorems arise also within this
framework, see e.g. [10].

Small-gain theorems. There are several proofs of small-gain theorems in terms of trajec-
tories with maximum formulation for ODE systems. The first proof was given in [22], which
uses the small-gain condition in matrix form (1.24). Later another proof was given [46], where
the small-gain condition in equivalent cyclic form has been used.

Lyapunov small-gain theorems have been proved not only for max-formulation of ISS prop-
erty, but also for sum-formulation and some more general cases [24].

Tightness of small-gain condition. In the Theorem 1.5.9 it was proved, that if all
the subsystems are ISS in summation formulation, but (1.24) does not hold, then one cannot
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guarantee 0-GAS of the whole system. On the other hand, in [22, pp. 20-21] it was constructed
an example of the system for which the gains are such that (1.24) holds and (1.28) does not
hold and which is 0-GAS, but not ISS. Therefore two questions arise:

1. Whether in the case of ISS in summation formulation the condition (1.24) is sufficient for
0-GAS of the interconnection of ISS systems.

2. Whether from violation of (1.28) property for some given gains γij, i, j = 1, . . . , n it will
follow that there exists a system, which is not ISS and which has gains γij, i, j = 1, . . . , n.

Another interesting question is to find the classes of systems for which the small-gain con-
dition is necessary for stability. To this end consider two reasons, why the small-gain condition
is not necessary for ISS of the interconnected system.

Firstly, the gains may be chosen not tightly, and therefore the system may be ISS, but small
gain condition will not hold due to the roughly chosen gains.

Even if the gains are chosen tightly, the small-gain condition is not necessary for ISS of the
interconnection. This can be shown by the following example

ẋ = −x+ y + u,

ẏ = −x− y + u.

The smallest gains for both subsystems is the identity function, and thus the small-gain con-
dition is not satisfied for all possible choices of gains, but the system is ISS. In this case ISS is
reached due to the negative sign of the coefficient of x in the second equation.

To say that the linear dynamical system has positive non-diagonal elements is the same as
saying that the system is cooperative (see [73], [3]). Thus, an interesting question is whether
for general nonlinear systems the small-gain condition becomes necessary, if the system is
cooperative and gains are chosen tightly.
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Chapter 2

ISS of infinite-dimensional systems

with continuous behavior

For the development of the theory of continuous infinite-dimensional systems we will follow the
plan, sketched in Section 1.5, where ISS of time-invariant ODE systems has been considered.

Our first aim is to prove a characterization of input-to-state stability property of linear
systems, corresponding to Proposition 1.5.2.

Then we introduce a concept of ISS-Lyapunov function for abstract control system which
is the main tool for analyzing of ISS of nonlinear systems. We argue, that our definition of
ISS-Lyapunov function is consistent with the standard definition of ISS-Lyapunov function for
finite-dimensional systems.

Then we specialize ourselves to the investigation of differential equations over Banach spaces
and develop two effective methods for the construction of ISS-Lyapunov functions for certain
subclasses of such systems. We will consider throughout this work weak solutions of the equa-
tions if not stated otherwise.

In Section 2.3 we prove two linearization theorems for abstract systems. The first of them
states that a nonlinear control system is LISS provided its linear approximation is ISS. The
second theorem provides us with a form of LISS Lyapunov functions for linearizable nonlinear
systems, if their state space is a Hilbert space.

Next, in Section 2.4 we prove a small-gain theorem, which provides us with a construction
of an ISS Lyapunov function for an interconnected system if the Lyapunov functions for its
subsystems are given, and small-gain condition holds. We show applicability of the small-gain
theorem on examples of linear and semilinear reaction-diffusion systems.

To show how non-Lyapunov methods can be applied, we consider in Section 2.5 semilinear
monotone reaction-diffusion systems with Neumann boundary conditions. For such systems
we apply method of super- and sub-solutions to reduce the proof of ISS of infinite-dimensional
systems to the proof of the ISS of its finite-dimensional counterpart without diffusion.

In Section 2.6 we model a production network and analyze its ISS via small-gain theorems
in Lyapunov formulation.

In the last section we conclude the results of this chapter and sketch possible directions for
future research.

From the reader a basic knowledge of a semigroup theory of bounded operators over Banach
spaces and of a theory of linear and nonlinear evolution equations in Banach spaces is required.

33



34 CHAPTER 2. SYSTEMS WITH CONTINUOUS BEHAVIOR

Main definitions and results are recalled in Appendix. For a substantial treatment of these
questions see the monographs [36], [9], [12], [28]. In the examples we will frequently use Sobolev
spaces. For definitions please refer to Section 5.4.

2.1 Linear systems

For linear normed spaces X, Y let L(X, Y ) be a space of bounded linear operators from X to
Y and L(X) := L(X,X). The norm in these spaces we denote by ‖ · ‖. The spectrum of an
arbitrary closed linear operator A we denote by Spec(A).

Let X be a Banach space and T = {T (t), t ≥ 0} be a C0-semigroup on X with an
infinitesimal generator A = lim

t→+0

1
t
(T (t)x− x), which domain of definition is a set of x ∈ X so

that the lim
t→+0

1
t
(T (t)x− x) exists.

Consider a linear control system with inputs of the form

ṡ = As+ f(u(t)),
s(0) = s0,

(2.1)

where f : U → X is continuous and so that for some γ ∈ K it holds

‖f(u)‖X ≤ γ(‖u‖U), ∀u ∈ U. (2.2)

Remark 2.1.1. In particular, f can be chosen as a bounded linear operator: f(u) = Bu for
some B ∈ L(U,X). Then ‖f(u)‖X ≤ ‖B‖‖u‖U .

We consider weak solutions of the problem (2.1), which are solutions of integral equation,
obtained from (2.1) by the variation of constants formula

s(t) = T (t)s0 +

∫ t

0

T (t− r)f(u(r))dr, (2.3)

where s0 ∈ X.
The space of admissible inputs Uc can be chosen as an arbitrary subspace of the space of

strongly measurable functions f : [0,∞) → U , such that for all u ∈ Uc the integral in (2.3)
exists in the sense of Bochner.

For the examples in this section we will use Uc := C([0,∞), U). In this case the functions
under the sign of integration in (2.3) are strongly measurable according to Proposition 5.2.2
and for all t ≥ 0

∫ t

0

‖T (t− r)f(u(r))‖Xdr < ∞.

Thus according to the criterion of Bochner integrability (Theorem 5.2.1), the integral in (2.3)
is well-defined in the sense of Bochner.

We are going to generalize Proposition 1.5.2 to the case of infinite-dimensional systems. We
need the following lemma:

Lemma 2.1.2. The following statements are equivalent:

1. (2.1) is 0-UGASx.
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2. T is uniformly stable (that is, ‖T (t)‖ → 0, t→ ∞).

3. T is uniformly exponentially stable (‖T (t)‖ ≤Me−ωt for some M,ω > 0 and all t ≥ 0).

4. (2.1) is exponentially 0-UGASx.

Proof. 1 ⇔ 2. At first note that for an input-to-state stable system (2.1) KL-function β from
the definition of 0-UGASx can be always chosen as β(r, t) = ζ(t)r for some ζ ∈ L. Indeed,
consider x ∈ X : ‖x‖X = 1, substitute it into (1.2) and choose ζ(·) = β(1, ·) ∈ L. From linearity
of T we have, that ∀x ∈ X, x 6= 0 it holds ‖T (t)x‖X = ‖x‖X · ‖T (t) x

‖x‖X
‖X ≤ ζ(t)‖x‖X .

Let (2.1) be 0-UGASx. Then ∃ζ ∈ L, such that

‖T (t)x‖X ≤ β(‖x‖X , t) = ζ(t)‖x‖X ∀x ∈ X, ∀t ≥ 0

holds. This means, that ‖T (·)‖ ≤ ζ(·), and, consequently, T is uniformly stable.
If T is uniformly stable, then it follows, that ∃ζ ∈ L: ‖T (·)‖ ≤ ζ(·). Then ∀x ∈ X

‖T (t)x‖X ≤ ζ(t)‖x‖X .
The equivalence 2 ⇔ 3 is well-known, see Lemma 5.1.1.
3 ⇔ 4. Follows from the fact that for some M,ω > 0 it holds that ‖T (t)x‖ ≤ Me−ωt‖x‖X

∀x ∈ X ⇔ ‖T (t)‖ ≤Me−ωt for some M,ω > 0.

Now we are able to prove the infinite-dimensional counterpart of Proposition 1.5.2:

Proposition 2.1.1. For systems of the form (2.1) it holds:

(2.1) is e0-UGASx⇔ (2.1) is 0-UGASx⇔ (2.1) is eISS ⇔ (2.1) is ISS.

Proof. System (2.1) is e0-UGASx ⇔ (2.1) 0-UGASx by Lemma 2.1.2.
From eISS of (2.1) it follows ISS of (2.1), and this implies that (2.1) is 0-UGASx by taking

u ≡ 0. It remains to prove, that 0-UGASx of (2.1) implies eISS of (2.1).
Let system (2.1) be 0-UGASx, then by Lemma 2.1.2, T is an exponentially stable C0-

semigroup, that is, ∃M,w > 0, such that ‖T (t)‖ ≤ Me−wt for all t ≥ 0. From (2.3) and (2.2)
we have

‖s(t)‖X ≤Me−wt‖s0‖X +
M

w
γ(‖u‖Uc

),

and eISS of (2.1) is proved.

For finite-dimensional linear systems 0-GAS is equivalent to 0-UGASx and ISS to eISS,
consequently, Proposition 1.5.2 is a special case of Proposition 2.1.1. However, for infinite-
dimensional linear systems 0-GAS and 0-UGASx are not equivalent. Moreover, 0-GAS in
general does not imply the bounded-input bounded-state (BIBS) property, defined by

∀x ∈ X, ∀u ∈ Uc : ‖u‖Uc
≤M for some M > 0 ⇒ ‖φ(t, x, u)‖X ≤ R for some R > 0.

We show this by the following example (another example, which demonstrates this property,
can be found in [62]).
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Example 2.1.2. Let C(R) be the space of continuous functions on R, and let X = C0(R) be
the Banach space of continuous functions (with sup-norm), that vanish at infinity:

C0(R) = {f ∈ C(R) : ∀ε > 0 ∃ compact set Kε ⊂ R : |f(s)| < ε ∀s ∈ R\Kε}.

For a given q ∈ C(R) consider the multiplication semigroup Tq (for the properties of these
semigroups see [28, pp.24-30]), defined by

Tq(t)f = etqf ∀f ∈ C0(R),

and for all t ≥ 0 we define etq : x ∈ R 7→ etq(x).
Let us take U = X = C0(R) and choose q as q(s) = − 1

1+|s|
, s ∈ R. Consider the control

system, given by
ẋ = Aqx+ u, (2.4)

where Aq is the infinitesimal generator of Tq.
Let us show, that the system (2.4) is 0-GAS. Fix arbitrary f ∈ C0(R). We obtain

‖Tq(t)f‖C0(R) = sup
s∈R

|(Tq(t)f)(s)| = sup
s∈R

e−t 1
1+|s| |f(s)| ≤ sup

s∈R
|f(s)| = ‖f‖C0(R).

This shows that the first axiom of 0-GAS property is satisfied.
To show the global attractivity of the system note that ∀ε > 0 there exists a compact set

Kε ⊂ R, such that |f(s)| < ε ∀s ∈ R\Kε. For such ε it holds, that |(Tq(t)f)(s)| < ε ∀s ∈
R\Kε, ∀t ≥ 0. Moreover, there exists t(ε): |(Tq(t)f)(s)| < ε for all s ∈ Kε and t ≥ t(ε).
Overall, we obtain, that for each f ∈ C0(R) and all ε > 0 there exist t(ε) > 0 such that
‖Tq(t)f‖C0(R) < ε ∀t ≥ t(ε). This proves, that system (2.4) is 0-GAS.

Now take constant with respect to time external input u ∈ C0(R): u(s) = a 1√
1+|s|

, for some

a > 0 and all s ∈ R. The solution of (2.4) is given by:

x(t)(s) = e−t 1
1+|s|x0 +

∫ t

0

e−(t−r) 1
1+|s|

a
√

1 + |s|
dr

= e−t 1
1+|s|x0 − a

√

1 + |s|(e−t 1
1+|s| − 1).

We make a simple estimate, substituting s = t− 1 for t > 1:

sup
s∈R

a
∣
∣
∣

√

1 + |s|(e−t 1
1+|s| − 1)

∣
∣
∣ ≥ a

√
t(1− e−1) → ∞, t→ ∞.

For all x0 ∈ C0(R) holds ‖e−t 1
1+|s|x0‖X → 0, t → ∞. Thus, ‖x(t)‖X → ∞, t → ∞, and the

system (2.4) possesses unbounded trajectories for arbitrary small inputs. In particular, it is not
ISS and according to Proposition 2.1.1 it is not 0-UGASx.

2.1.1 Linear parabolic equations with Neumann boundary condi-

tions

In this subsection we investigate input-to-state stability of a system of parabolic equations with
Neumann conditions on the boundary.
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Let G be a bounded domain in R
p with a smooth boundary ∂G, and let ∆ be a Laplacian

in G. Let also F ∈ C(G× R
m,Rn), F (x, 0) ≡ 0.

Consider a parabolic system







∂s(x,t)
∂t

−∆s = Rs+ F (x, u(x, t)), x ∈ G, t > 0,
s (x, 0) = φ0 (x) , x ∈ G,
∂s
∂n

∣
∣
∂G×R+

= 0.
(2.5)

Here ∂
∂n

is the normal derivative, s(x, t) ∈ R
n, R ∈ R

n×n and u ∈ C(G×R+,R
m) be an external

input.
Define an operator L : C(G) → C(G) by L := −∆ with the domain of definition

D(L) = {f ∈ C2(G) ∩ C1(G) : Lf ∈ C(G),
∂f

∂n

∣
∣
∣
∣
∂G

= 0}.

Define the diagonal operator matrix A = diag(−L, . . . ,−L) with −L as diagonal elements
and D(A) = (D(L))n. The closure A of A is an infinitesimal generator of an analytic semigroup
on X = (C(G))n (see [73, p. 121]).

Define a space of input values by U := C(G,Rm) and the space of input functions by
Uc := C(R+, U).

The problem (2.5) may be considered as an abstract differential equation:

ṡ = (A+R)s+ f(u(t)),

s(0) = φ0,

where u ∈ Uc, u(t)(x) = u(x, t) and f : U → X is defined by f(v)(x) := F (x, v(x)).
One can check, that the map t 7→ f(u(t)) is continuous, and

‖f(u)‖X = sup
x∈G

|f(u)(x)| = sup
x∈G

|F (x, u(x))| ≤ sup
x∈G,y:|y|≤‖u‖U

|F (x, y)| := γ(‖u‖U).

Consequently we have reformulated the problem (2.5) in the form (2.1). Note that A+R also
generates an analytic semigroup, as a sum of infinitesimal generator of analytic semigroup A
and bounded operator R.

The following proposition provides the criterion of eISS of the system (2.5).

Proposition 2.1.3. System (2.5) is eISS ⇔ R is Hurwitz.

Proof. We start with sufficiency. Denote by S(t) the analytic semigroup, generated by A+R.
We are going to find a simpler representation for S(t). Consider (2.5) with u ≡ 0. Substi-

tuting s(x, t) = eRtv(x, t) in (2.5) we obtain a simpler problem for v:







∂v(x,t)
∂t

= Av, x ∈ G, t > 0,
v (x, 0) = φ0 (x) , x ∈ G,
∂v
∂n

∣
∣
∂G×R+

= 0.
(2.6)

In terms of semigroups, this means: S(t) = eRtT (t), where T (t) is a semigroup generated
by A. It is well-known (see, e.g. [36]), that the growth bound of analytic semigroup T (t) is
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given by supℜ(Spec(A)) = supλ∈Spec(A) ℜ(λ), where ℜ(z) is the real part of a complex number
z.

We are going to find an upper bound of spectrum of A in D(A). Note that Spec(A) =
Spec(−L). Thus, it is enough to estimate the spectrum of −L that consists of all λ ∈ C, such
that the following equation has nontrivial solution

{
Ls+ λs = 0, x ∈ G
∂s
∂n

∣
∣
∂G

= 0.
(2.7)

Let λ > 0 be an eigenvalue of −L, and uλ 6≡ 0 be the corresponding eigenfunction. If
uλ attains its nonnegative maximum over G in some x ∈ G, then according to the strong
maximum principle (see [29], p. 333) uλ ≡ const and consequently uλ ≡ 0. Thus, uλ cannot
be an eigenfunction. If uλ attains the nonnegative maximum over G at some x ∈ ∂G, then by
Hopf’s lemma (see [29], p. 330), ∂uλ(x)

∂n
> 0. Consequently, uλ ≤ 0 in G. But −uλ is also an

eigenfunction, thus applying the same argument we obtain that uλ ≡ 0 in G, thus λ > 0 is not
an eigenvalue.

Obviously λ = 0 is an eigenvalue of −L, therefore the growth bound of T (t) is 0 and the
growth bound of S(t) is ω0 = sup{ℜ(λ) : ∃x 6= 0 : Rx = λx}. Thus, if R is Hurwitz, then the
system (2.5) is exponentially 0-UGASxand by Proposition 2.1.1 it is eISS.

To prove necessity note that for constant φ0 and u ≡ 0 the solutions of (2.5) are for arbitrary
x ∈ G the solutions of ṡ = Rs, and to guarantee the stability of these solutions R has to be
Hurwitz.

Remark 2.1.3. In (2.5) the diffusion coefficients are equal to one. In case, when the diffusion
coefficients of different subsystems are not equal to each other the statement of Proposition 2.1.3
is in general not true because of Turing instability phenomenon (see [83], [63]).

2.2 Lyapunov functions for nonlinear systems

To verify both local and global input-to-state stability of nonlinear systems, Lyapunov functions
can be exploited. In this section we provide basic notions and results and illustrate them by
an example.

Definition 2.2.1. A continuous function V : D → R+, D ⊂ X, 0 ∈ int(D) = D\∂D is called
local ISS-Lyapunov function (LISS-LF) for Σ, if there exist ρx, ρu > 0, functions ψ1, ψ2 ∈ K∞,
χ ∈ K and positive definite function α, such that:

ψ1(‖x‖X) ≤ V (x) ≤ ψ2(‖x‖X), ∀x ∈ D, (2.8)

and ∀x ∈ X : ‖x‖X ≤ ρx, ∀u ∈ Uc : ‖u‖Uc
≤ ρu it holds:

‖x‖X ≥ χ(‖u‖Uc
) ⇒ V̇u(x) ≤ −α(‖x‖X), (2.9)

where the Lie derivative of V corresponding to the input u is given by

V̇u(x) = lim
t→+0

1

t
(V (φ(t, x, u))− V (x)). (2.10)
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The function χ is called ISS-Lyapunov gain for (X,Uc, φ).
If in the previous definition D = X, ρx = ∞ and ρu = ∞, then V is called an ISS-Lyapunov

function.

Note, that in general the computation of the Lie derivative V̇u(x) requires knowledge of the
input on some neighborhood of the time instant t = 0.

If it is clear from the context, with respect to which input the Lie derivative V̇u(x) is
computed, then we write simply V̇ (x).

Theorem 2.2.1. Let Σ = (X,Uc, φ) be a time-invariant control system, and x ≡ 0 be its
equilibrium.

Assume, that for all u ∈ Uc and for all s ≥ 0 a function ũ, defined by ũ(τ) = u(τ + s) for
all τ ≥ 0, belong to Uc and it holds ‖ũ‖Uc

≤ ‖u‖Uc
.

If Σ possesses a (L)ISS-Lyapunov function, then it is (L)ISS.

For a counterpart of this theorem for infinite-dimensional dynamical systems (without in-
puts) see, e.g., [36, p. 84].

Proof. Let the control system Σ = (X,Uc, φ) possess a LISS-Lyapunov function and ψ1, ψ2, χ, α, ρx, ρu
be as in Definition 2.2.1. Take an arbitrary control u ∈ Uc with ‖u‖Uc

≤ ρu such that

I = {x ∈ D : ‖x‖X ≤ ρx, V (x) ≤ ψ2 ◦ χ(‖u‖Uc
) ≤ ρx} ⊂ int(D).

Such u exists, because 0 ∈ int(D).
Firstly we prove, that I is invariant w.r.t. Σ, that is: ∀x ∈ I ⇒ x(t) = φ(t, x, u) ∈ I, t ≥ 0.
If u ≡ 0, then I = {0}, and I is invariant, because x = 0 is the equilibrium point of Σ.

Consider u 6≡ 0.
If I is not invariant w.r.t. Σ, then, due to continuity of φ w.r.t. t (continuity axiom of Σ),

∃t∗ > 0, such that V (x(t∗)) = ψ2 ◦ χ(‖u‖Uc
), and therefore ‖x(t∗)‖X ≥ χ(‖u‖Uc

).
The input to the system Σ after time t∗ is ũ, defined by ũ(τ) = u(τ + t∗), τ ≥ 0. According

to the assumptions of the theorem ‖ũ‖Uc
≤ ‖u‖Uc

. Then from (2.9) it follows, that V̇ũ(x(t∗)) =
−α(‖x(t∗)‖X) < 0. Thus, the trajectory cannot escape the set I.

Now take arbitrary x0: ‖x0‖X ≤ ρx. If x0 6∈ I, then V (x) > ψ2 ◦ χ(‖u‖Uc
), which by (2.8)

implies that ‖x‖X > χ(‖u‖Uc
) and by (2.9) we have the following differential inequality (x(t)

is the trajectory, corresponding to the initial condition x0):

V̇ (x(t)) ≤ −α(‖x(t)‖X) ≤ −α ◦ ψ−1
2 (V (x(t))).

From the comparison principle (see [59], Lemma 4.4 for y(t) = V (x(t))) it follows, that ∃ β̃ ∈
KL : V (x(t)) ≤ β̃(V (x0), t), and consequently:

‖x(t)‖X ≤ β(‖x0‖X , t), ∀t : x(t) /∈ I, (2.11)

where β(r, t) = ψ−1
1 ◦ β̃(ψ−1

2 (r), t), ∀r, t ≥ 0.
From the properties of KL functions it follows, that ∃t1:

t1 := inf
t≥0

{x(t) ∈ I}.
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From the invariance of the set I we conclude, that

‖x(t)‖X ≤ γ(‖u‖Uc
), t > t1, (2.12)

where γ = ψ−1
1 ◦ ψ2 ◦ χ ∈ K.

Our estimates hold for an arbitrary control u: ‖u‖Uc
≤ ρu, thus, combining (2.11) and

(2.12), we obtain the claim of the theorem.
To prove, that from existence of ISS-Lyapunov function it follows ISS of Σ, one has to argue

as above but with ρx = ρu = ∞.

Remark 2.2.1. Assumption on the properties of Uc used in the Theorem 2.2.1 holds for many
usual function classes, such as PC(R+, U), Lp(R+, U), p ≥ 1, L∞(R+, U), Sobolev spaces etc.

Remark 2.2.2. In case of input spaces Lp(R+, U) it may be interesting to consider in the defi-
nition of ISS instead of norms in the whole space Lp(R+, U) the norms in the space Lp([0, t], U),
similarly to the Proposition 1.4.1. In this case one could enlarge

2.2.1 Density argument

In this subsection we prove a simple lemma, which turns out to be useful in the theory as well
as in practice.

Let Σ := (X,Uc, φ) be a control system. Let X̂, Ûc be dense linear normed subspaces of
X and Uc respectively, and let Σ̂ := (X̂, Ûc, φ) be the system, generated by the same as in Σ
transition map φ, but restricted to the state space X̂ and space of admissible inputs Ûc.

Assume that φ depends continuously on inputs and on initial states, that is ∀x ∈ X, ∀u ∈
Uc, ∀T > 0 and ∀ε > 0 there exist δ > 0, such that ∀x′ ∈ X : ‖x − x′‖X < δ and ∀u′ ∈ Uc :
‖u− u′‖Uc

< δ it holds

‖φ(t, x, u)− φ(t, x′, u′)‖X < ε, ∀t ∈ [0, T ].

Now we have the following result

Lemma 2.2.3. Let Σ̂ be ISS. Then Σ is also ISS with the same β and γ in the estimate (1.5).

Proof. Since Σ̂ is ISS, we know that there exist β ∈ KL and γ ∈ K∞, such that ∀x̂ ∈ X̂, ∀û ∈ Ûc

and ∀t ≥ 0 it holds

‖φ(t, x̂, û)‖X ≤ β(‖x̂‖X , t) + γ(‖û‖Uc
). (2.13)

Let Σ be not ISS. Then there exist T > 0, x ∈ X, u ∈ Uc:

‖φ(T, x, u)‖X = β(‖x‖X , T ) + γ(‖u‖Uc
) + r, (2.14)

where r = r(T, x, u) > 0.
From (2.13) and (2.14) we obtain

‖φ(T, x, u)‖X − ‖φ(T, x̂, û)‖X ≥ (β(‖x‖X , T )− β(‖x̂‖X , T ))
+ (γ(‖u‖Uc

)− γ(‖û‖Uc
)) + r.

(2.15)
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Since X̂ and Ûc are dense in X and Uc respectively, then we can find the sequences {x̂i} ⊂ X̂:
‖x− x̂i‖X → 0 and {ûi} ⊂ Ûc: ‖u− ûi‖Uc

→ 0. From (2.15) it follows that ∀ε > 0 there exist
x̂i and ûi:

‖φ(T, x, u)− φ(T, x̂i, ûi)‖X ≥ |‖φ(T, x, u)‖X − ‖φ(T, x̂i, ûi)‖X | ≥ r − 2ε. (2.16)

This contradicts to the assumption of continuous dependence of φ on initial states and inputs.
Thus, Σ is ISS.

2.2.2 ISS-Lyapunov functions for systems with piecewise-continuous

inputs

The Definition 2.2.1 differs from the Definition 1.5.1, used in finite-dimensional theory. We are
going to prove, that for the ODE systems (with piecewise-continuous inputs) our definition is
equivalent to the standard one.

Firstly we reformulate the definition of LISS-LF for the case, when Uc = PC(R+, U).

Proposition 2.2.2. A continuous function V : D → R+, D ⊂ X, 0 ∈ int(D) = D\∂D is a
LISS-Lyapunov function for Σ = (X,PC(R+, U), φ) if and only if there exist ρx, ρu > 0 and
functions ψ1, ψ2 ∈ K∞, χ̃ ∈ K and positive definite function α, such that:

ψ1(‖x‖X) ≤ V (x) ≤ ψ2(‖x‖X), ∀x ∈ D

and so that ∀x ∈ X : ‖x‖X ≤ ρx, ∀ξ ∈ U : ‖ξ‖U ≤ ρu it holds, that

‖x‖X ≥ χ̃(‖ξ‖U) ⇒ V̇u(x) ≤ −α(‖x‖X), (2.17)

for all u ∈ Uc: ‖u‖Uc
≤ ρu with u(0) = ξ.

Proof. Let us begin with sufficiency. Let u ∈ Uc = PC(R+, U), ‖u‖Uc
≤ ρu. Take an arbitrary

x ∈ X and assume that ‖x‖X ≥ χ(‖u‖Uc
). Then ‖x‖X ≥ χ(‖u(0)‖U) and according to (2.17)

for this u it holds V̇u(x) ≤ −α(‖x‖X). The implication (2.9) is proved and thus V is a LISS-
Lyapunov function according to Definition 2.2.1.

Let us prove necessity. Take an arbitrary u ∈ Uc, and for arbitrary s > 0 consider the input
us ∈ Uc defined by

us(τ) :=

{
u(τ), τ ∈ [0, s],
u(s), τ > s.

Due to Causality of Σ, φ(t, x, u) = φ(t, x, us) for all t ∈ [0, s], and according to the definition of
the Lie derivative we obtain V̇u(x) = V̇us

(x). Let u ∈ Uc and ‖u‖Uc
≤ ρu. Then also ‖us‖Uc

≤ ρu
and since V is a LISS-Lyapunov function it follows from (2.9) that

‖x‖X ≥ χ(‖us‖Uc
) ⇒ V̇us

(x) ≤ −α(‖x‖X).

Then it holds also
‖x‖X ≥ χ(‖us‖Uc

) ⇒ V̇u(x) ≤ −α(‖x‖X). (2.18)

Since Uc = PC(R+, U), it follows that for arbitrary u ∈ Uc and arbitrary ε > 0 there exists
τ > 0 such that ‖uτ‖Uc

≤ (1 + ε)‖u(0)‖U . Then from (2.18) it follows that

‖x‖X ≥ χ̃(‖u(0)‖U) ⇒ V̇u(x) ≤ −α(‖x‖X),
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where χ̃(r) = χ((1 + ε)r), for all r ≥ 0.
Since u ∈ Uc, ‖u‖Uc

≤ ρu has been chosen arbitrarily, the necessity is proved.

Now consider the ODE system

ẋ(t) = f(x(t), u(t)), x(t) ∈ R
n, u(t) ∈ R

m. (2.19)

Let V : D → R+, D ⊂ R
n, 0 ∈ int(D) = D\∂D be a locally Lipschitz continuous function

(and thus it is differentiable almost everywhere by Rademacher’s theorem). For such systems
V̇u(x) can be computed for almost all x and the implication (2.17) is resolved to

‖x‖X ≥ χ(‖ξ‖U) ⇒ ∇V · f(x, ξ) ≤ −α(‖x‖X).

Using this implication instead of (2.17), we obtain the standard definition of LISS-Lyapunov
function for finite-dimensional systems. Thus, Definition 2.2.1 is consistent with the existing
definitions of LISS-Lyapunov functions for ODE systems.

2.2.3 Example

Consider the following system
{

∂s
∂t

= ∂2s
∂x2 − f(s) + um(x, t), x ∈ (0, π), t > 0,

s(0, t) = s(π, t) = 0.
(2.20)

We assume, that f is locally Lipschitz continuous, monotonically increasing up to infinity,
f(−r) = −f(r) for all r ∈ R (in particular, f(0) = 0), and m ∈ (0, 1].

To reformulate (2.20) as an abstract differential equation we define operator A by As := d2s
dx2

with D(A) = H1
0 (0, π) ∩H2(0, π).

The norm on H1
0 (0, π) we choose as ‖s‖H1

0 (0,π)
:=

(∫ π

0

(
∂s
∂x

)2
dx

) 1
2
. It is well-known (see,

e.g., [36], p.8), that on H1
0 (0, π) this norm is equivalent to the original norm (5.6).

Operator A generates an analytic semigroup on L2(0, π). System (2.20) takes the form

∂s

∂t
= As− F (s) + um, t > 0, (2.21)

where F is defined by F (s(t))(x) := f(s(x, t)), x ∈ (0, π).
Equation (2.21) defines a control system with the state space X = H1

0 (0, π) and input
function space Uc = C(R+, L2(0, π)).

Consider the following ISS-Lyapunov function candidate:

V (s) :=

∫ π

0

(

1

2

(
∂s

∂x

)2

+

∫ s(x)

0

f(y)dy

)

dx. (2.22)

We are going to prove, that V is an ISS-Lyapunov function.
Under the above assumptions about function f it holds that

∫ r

0
f(y)dy ≥ 0 for every r ∈ R.

We have to verify the estimates (2.8) for a function V . The estimate from below is easy:

V (s) ≥
∫ π

0

1

2

(
∂s

∂x

)2

dx =
1

2
‖s‖2H1

0 (0,π)
. (2.23)
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Let us find an estimate from above. We have

V (s) =

∫ π

0

1

2

(
∂s

∂x

)2

dx+

∫ π

0

∫ s(x)

0

f(y)dy dx.

According to the embedding theorem for Sobolev spaces (see [29, Theorem 6, p. 270]), every

s ∈ H1
0 (0, π) belongs actually to C

1
2 (0, π) (Hölder space with exponent 1

2
). Moreover, there

exists a constant C, which does not depend on s ∈ H1
0 (0, π), such that

‖s‖
C

1
2 (0,π)

≤ C‖s‖H1
0 (0,π)

, ∀s ∈ H1
0 (0, π). (2.24)

Define ψ : R+ → R+ by

ψ(r) :=
1

2
r2 + sup

s: ‖s‖
H1
0(0,π)

≤r

∫ π

0

∫ s(x)

0

f(y)dydx.

Inequality (2.24) and the fact that ‖s‖C(0,π) ≤ ‖s‖
C

1
2 (0,π)

for all s ∈ C
1
2 (0, π) imply

ψ(r) =
1

2
r2 + sup

s: C‖s‖
H1
0(0,π)

≤Cr

∫ π

0

∫ s(x)

0

f(y)dydx (2.25)

≤ 1

2
r2 + sup

s: ‖s‖C(0,π)≤Cr

∫ π

0

∫ s(x)

0

f(y)dydx ≤ 1

2
r2 + π

∫ Cr

0

f(y)dy := ψ2(r). (2.26)

Since f , restricted to positive values of the argument, belongs to K∞, ψ2 is also K∞-function.
Finally, for all s ∈ H1

0 (0, π) we have:

1

2
‖s‖2H1

0 (0,π)
≤ V (s) ≤ ψ2(‖s‖H1

0 (0,π)
), (2.27)

and the property (2.8) is verified.
Let us compute the Lie derivative of V

V̇ (s) =

∫ π

0

∂s

∂x

∂2s

∂x∂t
+ f(s(x))

∂s

∂t
dx

=

[
∂s

∂x

∂s

∂t

]x=π

x=0

+

∫ π

0

(

−∂2s

∂x2
∂s

∂t
+ f(s(x))

∂s

∂t

)

dx.

From boundary conditions it follows ∂s
∂t
(0, t) = ∂s

∂t
(π, t) = 0. Thus, substituting expression

for ∂s
∂t
, we obtain

V̇ (s) = −
∫ π

0

(
∂2s

∂x2
− f(s(x))

)2

dx+

∫ π

0

(
∂2s

∂x2
− f(s(x))

)

(−um)dx.

Define

I(s) :=

∫ π

0

(
∂2s

∂x2
− f(s(x))

)2

dx.
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Using the Cauchy-Schwarz inequality for the second term, we have:

V̇ (s) ≤ −I(s) +
√

I(s) ‖um‖L2(0,π). (2.28)

Now let us consider I(s)

I(s) =

∫ π

0

(
∂2s

∂x2

)2

dx− 2

∫ π

0

∂2s

∂x2
f(s(x))dx+

∫ π

0

f 2(s(x))dx

=

∫ π

0

(
∂2s

∂x2

)2

dx+ 2

∫ π

0

(
∂s

∂x

)2
∂f

∂s
(s(x))dx+

∫ π

0

f 2(s(x))dx

≥
∫ π

0

(
∂2s

∂x2

)2

dx.

According to Theorem 5.4.2 for s ∈ H1
0 (0, π) ∩H2(0, π) it holds, that

∫ π

0

(
∂2s

∂x2

)2

dx ≥
∫ π

0

(
∂s

∂x

)2

dx.

Overall, we have:
I(s) ≥ ‖s‖2H1

0 (0,π)
. (2.29)

Let us consider ‖um‖L2(0,π). Using the Hölder inequality, we obtain:

‖um‖L2(0,π) =

(∫ π

0

u2m · 1 dx
) 1

2

≤
(∫ π

0

u2 dx

)m
2
(∫ π

0

1
1

1−mdx

) 1−m
2

= π
1−m

2 ‖u‖mL2(0,π)
. (2.30)

Now we choose the gain as

χ(r) = aπ
1−m

2 rm, a > 1.

If χ(‖u‖L2(0,π)) ≤ ‖s‖H1
0 (0,π)

, we obtain from (2.28), using (2.30) and (2.29):

V̇ (s) ≤ −I(s) + 1

a

√

I(s)‖s‖H1
0 (0,π)

≤ (
1

a
− 1)I(s) ≤ (

1

a
− 1)‖s‖2H1

0 (0,π)
. (2.31)

The above computations are valid for states s ∈ X̂: X̂ := {s ∈ C∞([0, π]) : s(0) = s(π) =
0} and inputs u ∈ Ûc, Ûc := C(R+, C

∞([0, π])).
The system (X̂, Ûc, φ), where φ(·, s, u) is a solution of (2.20)for s ∈ X̂ and u ∈ Ûc, possesses

the ISS-Lyapunov function and consequently is ISS according to Proposition 2.2.2.
It is known, that X̂ is dense in H1

0 (0, π) and Ûc is dense in C(R+, L2([0, π])). According to
the Lemma 2.2.3 the system (2.20) is also ISS (with X = H1

0 (0, π), Uc = C(R+, L2(0, π))).

Remark 2.2.4. In the example we have taken U = L2(0, π) and X = H1
0 (0, π). But in case of

interconnection with other parabolic systems (when we identify input u with the state of the other
system), that have state space H1

0 (0, π) (as our system), we have to choose U = X = H1
0 (0, π).
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In this case we can continue the estimates (2.30), using Friedrichs’ inequality (5.9), which now
takes the form

∫ π

0

s2(x)dx ≤
∫ π

0

(
∂s

∂x

)2

dx

to obtain
‖um‖L2(0,π) ≤ π

1−m
2 ‖u‖mH1

0 (0,π)
(2.32)

and choosing the same gains, prove the input-to state stability of (2.21) w.r.t. spaces X =
H1

0 (0, π), Uc = C(R+, H
1
0 (0, π)).

Remark 2.2.5. The input-to-state stability for semilinear parabolic PDEs has been studied
also in the recent paper [62]. However, the definition of ISS and of ISS-Lyapunov function in
that paper are different from used in our paper. In particular, consider the property of (2.8)
of ISS-Lyapunov function. The corresponding property (2) from [62] is not equivalent to (2.8)
for X := C2([0, L],Rn) equipped with the L2-norm (which is chosen as the state space in [62]),
since the expression in (2) from [62] cannot be bounded by a function of L2-norm of an element
of X in general.

2.3 Linearization

In this section we prove two theorems, stating that a nonlinear system is LISS provided its
linearization is ISS. One of them needs less restrictive assumptions, but it doesn’t provide us
with a LISS-Lyapunov function for the nonlinear system. In the other theorem it is assumed,
that the state space is a Hilbert space. This assumption yields a form of LISS-Lyapunov
function.

Consider the system

ẋ(t) = Ax(t) + f(x(t), u(t)), x(t) ∈ X, u(t) ∈ U, (2.33)

where X is a Banach space, A is the generator of a C0-semigroup, f : X×U → X is defined on
some open set Q, (0, 0) is in interior of Q and f(0, 0) = 0, thus x ≡ 0 is an equilibrium point
of (2.33).

In this section we assume, that f can be decomposed as

f(x, u) = Bx+ Cu+ g(x, u),

where B ∈ L(X), C ∈ L(U,X) and for each constant w > 0 there exist ρ > 0, such that
∀x : ‖x‖X ≤ ρ, ∀u : ‖u‖U ≤ ρ it holds

‖g(x, u)‖X ≤ w(‖x‖X + ‖u‖U). (2.34)

Consider also the linear approximation of a system (2.33), given by

ẋ = Rx+ Cu, (2.35)

where R = A + B is an infinitesimal generator of a C0-semigroup (which we denote by T ), as
the sum of a generator A and bounded operator B.

Our first result of this section:
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Theorem 2.3.1. If (2.35) is ISS, then (2.33) is LISS.

Proof. If the system (2.35) is ISS, then according to Proposition 2.1.1 and Lemma 2.1.2 the
semigroup T is exponentially stable, that is for some K, h > 0 it holds ‖T (t)‖ ≤ Ke−ht.

For a trajectory x(·) it holds

x(t) = T (t)x0 +

∫ t

0

T (t− s) (Cu(s) + g(x(s), u(s))) ds.

We have:

‖x(t)‖X ≤ Ke−ht‖x0‖X +K

∫ t

0

e−h(t−s)(‖C‖‖u(s)‖U + ‖g(x(s), u(s))‖X)ds.

Take w > 0 sufficiently small. Then there exists some r > 0, such that (2.34) holds for all x, u:
‖x‖X ≤ r and ‖u‖U ≤ r. Take an initial condition x0 and an input u such that ‖u‖Uc

< r and
‖x0‖X < r. Then, due to continuity of the trajectory, there exists t∗ > 0 such that ‖x(t)‖X < r,
t ∈ [0, t∗].

For all t ∈ [0, t∗] and every ε < h using ”fading-memory” estimates (see, e.g. [50]) and
(2.34) we obtain

‖x(t)‖X ≤ Ke−ht‖x0‖X +K

∫ t

0

e−ε(t−s)e−(h−ε)(t−s)(‖C‖‖u(s)‖U + w(‖x(s)‖X + ‖u(s)‖U))ds

≤ Ke−ht‖x0‖X +
K

ε
sup
0≤s≤t

e−(h−ε)(t−s) ((‖C‖+ w)‖u(s)‖U + w‖x(s)‖X). (2.36)

Define ψ and v by ψ(t) := e(h−ε)tx(t) and v(t) := e(h−ε)tu(t) respectively. Multiplying (2.36)
by e(h−ε)t, we obtain:

‖ψ(t)‖X ≤ Ke−εt‖x0‖X +
K

ε
(‖C‖+ w) sup

0≤s≤t
‖v(s)‖U +

K

ε
w sup

0≤s≤t
‖ψ(s)‖X . (2.37)

Assume that w is so that 1− K
ε
w > 0. Taking supremum from the both sides of (2.37), we

obtain:

sup
0≤s≤t

‖ψ(s)‖X ≤ 1

1− K
ε
w

(

K‖x0‖X +
K

ε
(‖C‖+ w) sup

0≤s≤t
‖v(s)‖U

)

.

In particular,

‖ψ(t)‖X ≤ 1

1− K
ε
w

(

K‖x0‖X +
K

ε
(‖C‖+ w) sup

0≤s≤t
‖v(s)‖U

)

.

Returning to the variables x, u, we have:

‖x(t)‖X ≤ K

1− K
ε
w

(

e−(h−ε)t‖x0‖X +
(‖C‖+ w)

ε
sup
0≤s≤t

e−(h−ε)(t−s)‖u(s)‖U
)

. (2.38)

Taking ‖u‖Uc
and ‖x0‖X small enough we guarantee that ‖x(t)‖X < r for all t ∈ [0, t∗].

Because of BIC property it is clear, that t∗ can be chosen arbitrarily large. Thus, the last
estimate proves LISS of the system (2.33).

Remark 2.3.1. Inequality (2.38) is a ”fading memory” estimate of a norm of a state. This
shows, that the system is not only ISS, but also ISDS, see [32].
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2.3.1 Constructions of LISS-Lyapunov functions

In this subsection we are going to use linearization in order to construct the LISS-Lyapunov
function for the nonlinear systems.

In addition to assumptions in the beginning of the Section 2.3 suppose that X is a Hilbert
space with a scalar product 〈·, ·〉, and A generates an analytic semigroup on X.

We need the following definitions:

Definition 2.3.1. A self-adjoint operator P ∈ L(X) is positive if 〈Px, x〉 > 0 for all x ∈ X,
x 6= 0.

Definition 2.3.2. A self-adjoint operator P on the Hilbert space X is coercive, if ∃ǫ > 0:

〈Px, x〉 ≥ ǫ‖x‖2X ∀x ∈ D(P ).

The largest of such ǫ is called lower bound of operator P .

Since operator A is an infinitesimal generator of an analytic semigroup and B is bounded,
R = A+B also generates an analytic semigroup.

Let system (2.35) be ISS. Then, according to Proposition 2.1.1, (2.35) is exponentially 0-
UGASx. By Lemma 2.1.2 this implies that R generates exponentially stable semigroup. By
[12, Theorem 5.1.3, p. 217] this is equivalent to the existence of a positive bounded operator
P ∈ L(X), for which it holds that

〈Rx, Px〉+ 〈Px,Rx〉 = −‖x‖2X , ∀x ∈ D(R). (2.39)

If an operator P is coercive, then a LISS-Lyapunov function for a system (2.33) can be
constructed. More precisely, it holds

Theorem 2.3.2. If the system (2.35) is ISS, and there exist a coercive operator P , satisfying
(2.39), then LISS-Lyapunov function of (2.33) can be constructed in the form

V (x) = 〈Px, x〉 . (2.40)

Proof. Since P is bounded and coercive, for some ǫ > 0 it holds

ǫ‖x‖2X ≤ 〈Px, x〉 ≤ ‖P‖‖x‖2X , ∀x ∈ X,

and estimate (2.8) is verified.
Let us compute the Lie derivative of V w.r.t. the system (2.33). Firstly consider the case,

when x ∈ D(R) = D(A). We have

V̇ (x) = 〈Pẋ, x〉+ 〈Px, ẋ〉
= 〈P (Rx+ Cu+ g(x, u)), x〉+ 〈Px,Rx+ Cu+ g(x, u)〉
= 〈P (Rx), x〉+ 〈Px,Rx〉+ 〈P (Cu+ g(x, u)), x〉+ 〈Px,Cu+ g(x, u)〉 .

We continue estimates using the property

〈P (Rx), x〉 = 〈Rx, Px〉 ,
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which holds for positive operators, equality (2.39) and for the last two terms Cauchy-Schwarz
inequality in the space X

V̇ (x) ≤ −‖x‖2X + ‖P (Cu+ g(x, u))‖X‖x‖X + ‖Px‖X‖Cu+ g(x, u)‖X
≤ −‖x‖2X + ‖P‖‖(Cu+ g(x, u))‖X‖x‖X + ‖P‖‖x‖X‖Cu+ g(x, u)‖X
≤ −‖x‖2X + 2‖P‖‖x‖X(‖C‖‖u‖U + ‖g(x, u)‖X).

For each w > 0 ∃ρ, such that ∀x : ‖x‖X ≤ ρ, ∀u : ‖u‖U ≤ ρ it holds (2.34). Using (2.34) we
continue above estimates

V̇ (x) ≤ −‖x‖2X + 2w‖P‖‖x‖2X + 2‖P‖(‖C‖+ w)‖x‖X‖u‖U .

Take χ(r) :=
√
r. Then for ‖u‖U ≤ χ−1(‖x‖X) = ‖x‖2X we have:

V̇ (x) ≤ −‖x‖2X + 2w‖P‖‖x‖2X + 2‖P‖(‖C‖+ w)‖x‖3X . (2.41)

Choosing w and ρ small enough the right hand side can be estimated from above by some
negative quadratic function of ‖x‖X .

These derivations hold for x ∈ D(R) ⊂ X. If x /∈ D(R), then for all admissible u the
solution x(t) ∈ D(R) and t → V (x(t)) is a continuously differentiable function for all t > 0
(these properties follow from the properties of solutions x(t), see Theorem 3.3.3 in [36]).

Therefore, by the mean-value theorem, ∀t > 0 ∃t∗ ∈ (0, t)

1

t
(V (x(t))− V (x)) = V̇ (x(t∗)).

Taking the limit when t→ +0 we obtain that (2.41) holds for all x ∈ X.
This proves that V is a LISS-Lyapunov function with ‖x‖X ≤ ρ, ‖u‖U ≤ ρ and consequently

(2.33) is LISS.

Theorem 2.3.2 provides a relatively simple method to prove LISS of the system: by Propo-
sition 2.1.1, eISS of the system (2.35) is equivalent to exponential stability of a semigroup, gen-
erated by operator A + B, which is (due to analyticity) satisfies spectrum determined growth
assumption (see Definition 5.1.6). Thus, if the spectrum of the operator A + B lies in the left
half-plane of a complex plane, then the system (2.33) is LISS.

2.4 Interconnections of input-to-state stable systems

In this section we study input-to-state stability of an interconnection of n ISS systems and
provide a generalization of Lyapunov small-gain theorem from [21] for the case of infinite-
dimensional systems.

Consider the interconnected systems of the following form
{
ẋi = Aixi + fi(x1, . . . , xn, u), xi(t) ∈ Xi, u(t) ∈ U
i = 1, . . . , n,

(2.42)

where the state space of i-th subsystem Xi is a Banach space and Ai is the generator of C0 -
semigroup on Xi, i = 1, . . . , n. The space Uc we take as Uc = PC(R+, U) for some Banach
space of input values U .
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The state space of the system (2.42) we denote by X = X1 × . . . × Xn, which is Banach
with the norm ‖ · ‖X := ‖ · ‖X1 + . . .+ ‖ · ‖Xn

.
The input space for the i-th subsystem is X̃i := X1× . . .×Xi−1×Xi+1× . . .×Xn×U . The

norm in X̃i is given by

‖ · ‖X̃i
:= ‖ · ‖X1 + . . .+ ‖ · ‖Xi−1

+ ‖ · ‖Xi+1
+ . . .+ ‖ · ‖Xn

+ ‖ · ‖U .

The elements of X̃i we denote by x̃i = (x1, . . . , xi−1, xi+1, . . . , xn, ξ) ∈ X̃i.
The transition map of the i-th subsystem we denote by φi : R+ ×Xi × PC(R+, X̃i) → Xi.

The i-th subsystem of a system(3.38) is a control system Σi = (Xi, PC(R+, X̃i), φi).
For xi ∈ Xi, i = 1, . . . , n define x = (x1, . . . , xn), f(x, u) = (f1(x, u), . . . , fn(x, u)). By A

we denote the diagonal operator A := diag(A1, . . . , An), i.e.:

A =








A1 0 . . . 0
0 A2 . . . 0
...

...
. . .

...
0 0 . . . An








Domain of definition of A is given by D(A) = D(A1)× . . . ×D(An). Clearly A is a generator
of C0-semigroup on X.

We rewrite the system (2.42) in the vector form:

ẋ = Ax+ f(x, u). (2.43)

Since the inputs are piecewise continuous functions, then according to Proposition 2.2.2 a
function Vi : Xi → R+ is an ISS-Lyapunov function for the i-th subsystem, if there exist
functions ψi1, ψi2 ∈ K∞, χ ∈ K and positive definite function αi, such that

ψi1(‖xi‖Xi
) ≤ Vi(xi) ≤ ψi2(‖xi‖Xi

), ∀xi ∈ Xi (2.44)

and ∀xi ∈ Xi, ∀x̃i ∈ X̃i, for all v ∈ PC(R+, X̃i) with v(0) = x̃i it holds the implication

‖xi‖Xi
≥ χ(‖x̃i‖X̃i

) ⇒ V̇i(xi) ≤ −αi(Vi(xi)), (2.45)

where

V̇i(xi) = lim
t→+0

1

t
(Vi(φi(t, xi, v)))− Vi(xi)).

We are going to rewrite the implication (2.45) in a more suitable form.

Lemma 2.4.1. A function Vi : Xi → R+ is an ISS-Lyapunov function for the i-th subsystem if
and only if there exist functions ψi1, ψi2 ∈ K∞, χi, χij ∈ K, j = 1, . . . , n and a positive definite
function αi, such that (2.44) holds and ∀xi ∈ Xi, ∀x̃i ∈ X̃i, for all v ∈ PC(R+, X̃i) with
v(0) = x̃i it holds the implication

Vi(xi) ≥ max{ n
max
j=1

χij(Vj(xj)), χi(‖ξ‖U)} ⇒ V̇i(xi) ≤ −αi(Vi(xi)). (2.46)
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Proof. Using (2.44), we have

ψ−1
i1 (Vi(xi)) ≥ ‖xi‖Xi

≥ χ(‖x̃i‖X̃i
) = χ

(
n∑

j=1,j 6=i

‖xj‖Xj
+ ‖ξ‖U

)

≥ 1

n+ 1
max{ n

max
j=1,j 6=i

{χ(‖xj‖Xj
)}, χ(‖ξ‖U)}

Therefore ‖xi‖Xi
≥ χ(‖x̃i‖X̃i

) implies

Vi(xi) ≥ max{ n
max
j=1

χij(Vj(xj)), χi(‖ξ‖U)}

with

χij(r) := ψi1

(
1

n+ 1
χ(ψ−1

i2 (r))

)

, χi(r) := ψi1

(
1

n+ 1
χ(r)

)

, i 6= j, r ≥ 0.

And from (2.45) it follows that ∀xi ∈ Xi, ∀x̃i ∈ X̃i, for all v ∈ PC(R+, X̃i) with v(0) = x̃i it
holds the implication (2.46).

Now let (2.46) holds. Then using (2.44) we obtain

ψi2(‖xi‖Xi
) ≥ Vi(xi) ≥ max{ n

max
j=1

χij(Vj(xj)), χi(‖ξ‖U)} ≥ max{ n
max
j=1

χij(ψj1(‖xj‖Xj
)), χi(‖ξ‖U)}

(2.47)
Define χ(r) := max{maxnj=1 ψ

−1
i2 (χij(ψj1(r))), ψ

−1
i2 (χi(r))}. Thus from (2.47) it follows

‖xi‖Xi
≥ max{ n

max
j=1

χ(‖xj‖Xj
), χ(‖ξ‖U)} ≥ χ(‖x̃i‖X̃i

).

At last, from (2.46) it follows that ∀xi ∈ Xi, ∀x̃i ∈ X̃i, for all v ∈ PC(R+, X̃i) with v(0) = x̃i
it holds the implication (2.45).

Remark 2.4.2. Note that we have used in our derivations the certain norm on the space
X̃i. For finite-dimensional X̃i such derivations can be made for arbitrary norm in X̃i due
to equivalence of the norms in a finite-dimensional space. However, for infinite-dimensional
systems it is not always true.

In the following we will use the implication form as in (2.46). Assume, that for all i =
1, . . . , n for Lyapunov function Vi of the i-th system the gains χij, j = 1, . . . , n and χi are given.
In the next theorem we generalize Theorem 1.5.6 to the case of systems in Banach spaces (2.42).
The main idea of the proof is similar to that of Theorem 1.5.6, but more abstract notion of Lie
derivative for the systems (2.42) needs additional arguments.

Theorem 2.4.1. Let for each subsystem of (2.42) Vi be the ISS-Lyapunov function with cor-
responding gains χij. If the corresponding operator Γ defined by (1.20) satisfies the small-gain
condition (1.24), then the whole system (2.43) is ISS and possesses ISS-Lyapunov function de-
fined by (1.22) where σ = (σ1, . . . , σn)

T is an Ω-path. The corresponding Lyapunov gain is as
in (1.23).
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Proof. In order to prove that V is a Lyapunov function it is suitable to divide its domain of
definition into subsets on which V takes a simpler form. Thus, for all i ∈ {1, . . . , n} define a
set

Mi =
{
x ∈ X : σ−1

i (Vi(xi)) > σ−1
j (Vj(xj)), ∀j = 1, . . . , n, j 6= i

}
.

From the continuity of Vi and σ
−1
i , i = 1, . . . , n it follows that all Mi are open. Also note that

X = ∪n
i=1M i and for all i 6= j holds Mi ∩Mj = ∅. Define

γ(r) :=
n

max
j=1

σ−1
j ◦ γj(r).

Take some i ∈ {1, . . . , n} and pick any x ∈ Mi. Assume that V (x) ≥ γ(‖ξ‖U) holds. Then we
obtain

σ−1
i (Vi(xi)) = V (x) ≥ γ(‖ξ‖U) =

n
max
j=1

σ−1
j ◦ γj(‖ξ‖U) ≥ σ−1

i (γi(‖ξ‖U)).

Since σ−1
i ∈ K∞ it holds

Vi(xi) ≥ γi(‖ξ‖U). (2.48)

On the other hand, from the condition (1.21) we obtain that

Vi(xi) = σi(V (x)) ≥ n
max
j=1

χij (σj (V (x))) =
n

max
j=1

χij

(
σj

(
σ−1
i (Vi (xi))

))

>
n

max
j=1

χij

(
σj

(
σ−1
j (Vj (xj))

))
=

n
max
j=1

χij (Vj (xj)) .

Combining with (2.48) we obtain

Vi(xi) ≥ max

{
n

max
j=1

χij (Vj (xj)) , γi(‖ξ‖U)
}

(2.49)

Hence condition (2.46) implies that for all x the following estimate holds

d

dt
V (x) =

d

dt
(σ−1

i (Vi(xi))) =
(
σ−1
i

)′
(Vi(xi))

d

dt
Vi(xi(t))

≤ −
(
σ−1
i

)′
(Vi(xi))αi(Vi(xi)) = −

(
σ−1
i

)′
(σi(V (x)))αi(σi(V (x))).

We set

α(r) :=
n

min
i=1

{(
σ−1
i

)′
(σi(r))αi(σi(r))

}

.

Function α is positive definite, because σ−1
i ∈ K∞ and all αi are positive definite functions.

Overall, for all x ∈ ∪n
i=1Mi holds

d

dt
V (x) ≤ −

n

min
i=1

(
σ−1
i

)′
(σi(V (x)))αi(σi(V (x))) = −α(V (x)).

Now let x /∈ ∪n
i=1Mi. From X = ∪n

i=1M i it follows that x ∈ ∩i∈I(x)∂Mi for some index set
I(x) ⊂ {1, . . . , n}, |I(x)| ≥ 2.

∩i∈I(x)∂Mi = {x ∈ X : ∀i ∈ I(x), ∀j /∈ I(x) σ−1
i (Vi(xi)) > σ−1

j (Vj(xj)),
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∀i, j ∈ I(x) σ−1
i (Vi(xi)) = σ−1

j (Vj(xj))}.
Due to continuity of φ we have, that for all u ∈ PC(R+, U), u(0) = ξ there exists t∗ > 0,

such that for all t ∈ [0, t∗) it follows φ(t, x, u) ∈
(
∩i∈I(x)∂Mi

)
∪
(
∪i∈I(x)Mi

)
.

Then, by definition of the Lie derivative we obtain

V̇ (x) = lim
t→+0

1

t
(V (φ(t, x, u)))− V (x))

= lim
t→+0

1

t

(

max
i∈I(x)

{σ−1
i (Vi(φi(t, x, u)))} − max

i∈I(x)
{σ−1

i (Vi(xi))}
)

(2.50)

From the definition of I(x) it follows that

σ−1
i (Vi(xi)) = σ−1

j (Vj(xj)) ∀i, j ∈ I(x),

and therefore the index i, on which we maximum of maxi∈I(x){σ−1
i (Vi(xi))} is reached, may be

always set equal to the index on which the maximum maxi∈I(x){σ−1
i (Vi(φi(t, x, u)))} is reached.

We continue the estimates (2.50)

V̇ (x) = lim
t→+0

max
i∈I(x)

{1
t

(
σ−1
i (Vi(φi(t, x, u)))− σ−1

i (Vi(xi))
)
}

Using Lemma 5.5.1 we obtain

V̇ (x) = max
i∈I(x)

{ lim
t→+0

1

t

(
σ−1
i (Vi(φi(t, x, u)))− σ−1

i (Vi(xi))
)
} = max

i∈I(x)

d

dt
(σ−1

i (Vi(xi))) ≤ −α(V (x)).

Overall, we have that for all x ∈ X holds

d

dt
V (x) = max

i
{
(
σ−1
i

)′
(Vi(xi))

d

dt
Vi(xi(t))} ≤ −α(V (x)),

and the ISS-Lyapunov function for the whole interconnection is constructed. ISS of the whole
system follows by Proposition 2.2.2 and Theorem 2.2.1.

Remark 2.4.3. In the recent paper [51] it was proved a general vector small-gain theorem,
that states roughly speaking that if an abstract control system possesses a vector ISS Lyapunov
function, then it is ISS. The authors have also shown how from this theorem the small-gain
theorems for interconnected systems of ODEs and retarded equations can be derived. It is
possible, that the small-gain theorem, similar to the proved in this section, can be derived from
the general theorem from [51]. However, it seems, that the constructions in [51] can be provided
only for maximum formulation of ISS-Lyapunov functions (as in (2.46)). If the subsystems
possess the ISS-Lyapunov functions in terms of summations, i.e. instead of (2.46) one has

Vi(xi) ≥
n∑

j=1

χij(Vj(xj)) + χi(‖ξ‖U) ⇒ V̇i(xi) ≤ −αi(Vi(xi)), (2.51)

then it is not clear, how the proofs from [51] can be adapted for this case. In contrast to it, the
counterpart of the Theorem 2.4.1 in the summation case can be proved with the method, similar
to the used in the proof of the Theorem 2.4.1, see [24]. However, the small-gain condition will
have slightly another form.
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2.4.1 Interconnections of linear systems

The construction of ISS-Lyapunov function for the interconnections of finite-dimensional input-
to-state stable linear systems (see [24]) can be generalized to the case of interconnections of
linear systems over Banach spaces.

Consider the following interconnected system

ẋi = Aixi(t) +
n∑

j=1

Bijxj(t) + Ciu(t), i = 1, . . . , n, (2.52)

where xi(t) ∈ Xi, Ai : Xi → Xi is a generator of an analytic semigroup over Xi defined on
D(Ai) ⊂ Xi, i = 1, . . . , n. Moreover, Bij ∈ L(Xj, Xi), i, j ∈ {1, . . . , n} are bounded operators,
u ∈ Uc = PC(R+, U) for some Banach space of input values U . We assume, that Bii = 0,
i = 1, . . . , n. Otherwise we can always substitute Ãi = Ai +Bii.

Let us denote X = X1× . . .×Xn and introduce the matrix operators A = diag(A1, . . . , An) :
X → X, B = (Bij)i,j=1,...,n : X → X and C = (C1, . . . , Cn) : U → X. Then the system (2.52)
can be rewritten in the following form

ẋ(t) = (A+B)x(t) + Cu(t). (2.53)

Now we apply Lyapunov technique developed in this section to the system (2.52). From
Theorem 2.1.1 and Lemma 2.1.2 we have, that i-th subsystem of (2.52) is ISS iff the analytic
semigroup generated by Ai is exponentially stable. This is equivalent (see Theorem 5.1.2 and
Remark 5.1.3) to existence of a positive operator Pi, for which it holds that

〈Aixi, Pixi〉+ 〈Pixi, Aixi〉 ≤ −‖xi‖2Xi
, ∀xi ∈ D(Ai). (2.54)

Consider a function Vi defined by

Vi(xi) = 〈Pixi, xi〉 , xi ∈ Xi. (2.55)

We assume in what follows that Pi is a coercive operator. This implies that

a2i ‖xi‖2Xi
≤ Vi(xi) ≤ ‖Pi‖‖xi‖2Xi

, (2.56)

for some ai > 0.
Differentiating Vi w.r.t. the i-th subsystem of (2.52), we obtain for all xi ∈ D(Ai)

V̇i(xi) = 〈Piẋi, xi〉+ 〈Pixi, ẋi〉

≤ (〈PiAixi, xi〉+ 〈Pixi, Aixi〉) + 2‖xi‖Xi
‖Pi‖

(
∑

i 6=j

‖Bij‖‖xj‖Xj
+ ‖Ci‖‖u‖U

)

.

Operator Pi is self-adjoint, hence it holds that 〈PiAixi, xi〉 = 〈Aixi, Pixi〉 and by (2.54) we
obtain

V̇i(xi) ≤ −‖xi‖2Xi
+ 2‖xi‖Xi

‖Pi‖
(
∑

i 6=j

‖Bij‖‖xj‖Xj
+ ‖Ci‖‖u‖U

)

.
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Now take ε ∈ (0, 1) and let

‖xi‖Xi
≥ 2‖Pi‖

1− ε

(
∑

i 6=j

‖Bij‖‖xj‖Xj
+ ‖Ci‖‖u‖U

)

. (2.57)

Then we obtain for all xi ∈ D(Ai)

V̇i(xi) ≤ −ε‖xi‖2Xi
.

To verify this inequality for all xi ∈ Xi we use the same argument, as in the end of the proof
of Theorem 2.3.2 (here we use analyticity of a semigroup).

In order to apply Theorem 2.4.1, we replace inequality (2.57) with the following one

Vi(xi) ≥ ‖Pi‖3
(

2

1− ε

)2
(
∑

i 6=j

‖Bij‖
aj

√

Vj(xj) + ‖Ci‖‖u‖U
)2

. (2.58)

It is easy to see that (2.58) together with (2.56) imply (2.57).
Thus, gains can be defined by:

γij(s) =

(
2‖Pi‖3/2
1− ε

‖Bij‖
aj

)√
s, (2.59)

for all i 6= j, i = 1, . . . , n. If the small-gain condition for this choice of gains holds, we can
conclude the ISS of the system (2.53).

Now we are going to show, how this technique can be applied for the interconnected linear
reaction-diffusion systems.

Example 2.4.2. Consider the following system






∂s1
∂t

= c1
∂2s1
∂x2 + a12s2, x ∈ (0, d), t > 0,

s1(0, t) = s1(d, t) = 0;
∂s2
∂t

= c2
∂2s2
∂x2 + a21s1, x ∈ (0, d), t > 0,

s2(0, t) = s2(d, t) = 0.

(2.60)

We choose the state space as X1 = X2 = L2(0, d). The operators Ai = ci
d2

dx2 with D(Ai) =
H1

0 (0, d)∩H2(0, d), i = 1, 2 are infinitesimal generators of analytic semigroups for corresponding
subsystems.

We are going to prove, that the system(2.60) is 0-UGASx. To this end we construct the
ISS-Lyapunov functions V1, V2 for both subsystems and apply Theorem 2.4.1.

Note that Spec(Ai) = {−ci
(
πn
d

)2 | n = 1, 2, . . .}, i = 1, 2.

Take Pi =
1
2ci

(
d
π

)2
I, where I is the identity operator on Xi. We have

〈Ais, Pis〉+ 〈Pis, Ais〉 =
1

ci

(
d

π

)2

〈Ais, s〉

=

(
d

π

)2 ∫ d

0

∂2s

∂x2
sdx = −

(
d

π

)2 ∫ d

0

(
∂s

∂x

)2

dx

≤ −‖s‖2L2(0,d)
.
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In the last estimate we have used Friedrichs’ inequality (5.9).
The Lyapunov functions for subsystems are defined by

Vi(si) = 〈Pisi, si〉 =
1

2ci

(
d

π

)2

‖si‖2L2(0,d)
, for si ∈ Xi.

We have the following estimates for derivatives

V̇1(s1) ≤ −‖s1‖2L2(0,d)
+

1

c1

(
d

π

)2

|a12|‖s1‖L2(0,d)‖s2‖L2(0,d),

V̇2(s2) ≤ −‖s2‖2L2(0,d)
+

1

c2

(
d

π

)2

|a21|‖s1‖L2(0,d)‖s2‖L2(0,d).

We choose the gains in the following way

γ12(r) =
c2
c31

(
d

π

)4 ∣
∣
∣
∣

a12
1− ε

∣
∣
∣
∣

2

· r, γ21(r) =
c1
c32

(
d

π

)4 ∣
∣
∣
∣

a21
1− ε

∣
∣
∣
∣

2

· r.

We have

V1(s1) ≥ γ12 ◦ V2(s2) ⇔
√
c1
c2
γ12(1)‖s2‖L2(0,d) ≤ ‖s1‖L2(0,d)

⇔ 1

c1

(
d

π

)2

|a12|‖s2‖L2(0,d) ≤ (1− ε)‖s1‖L2(0,d).

Analogously,

V2(s2) ≥ γ21 ◦ V1(s1) ⇔ 1

c2

(
d

π

)2

|a21|‖s1‖L2(0,d) ≤ (1− ε)‖s2‖L2(0,d).

Overall, we have the following implications:

V1(s1) ≥ γ12 ◦ V2(s2) ⇒ V̇1(s1) ≤ −ε‖s1‖2L2(0,d)
,

V2(s2) ≥ γ21 ◦ V1(s1) ⇒ V̇2(s2) ≤ −ε‖s2‖2L2(0,d)
.

The small-gain condition (1.25) for the case of two interconnected systems is reduced to
γ12 ◦ γ21 < Id. It holds

γ12 ◦ γ21 < Id ⇔ 1

c21c
2
2

(
d

π

)8 |a12a21|2
(1− ε)4

< 1,

for arbitrary ε > 0. Thus, if

|a12a21| < c1c2

(π

d

)4

(2.61)

is satisfied, then the whole system (2.60) is 0-UGASx.
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2.4.2 A nonlinear example

Let us show the applicability of the Theorem 2.4.1 to nonlinear systems. Consider a quasilinear
system







∂s1
∂t

= c1
∂2s1
∂x2 + s22, x ∈ (0, d), t > 0,

s1(0, t) = s1(d, t) = 0;
∂s2
∂t

= c2
∂2s2
∂x2 − bs2 +

√

|s1|, x ∈ (0, d), t > 0,
s2(0, t) = s2(d, t) = 0.

(2.62)

We assume, that c1, c2, b are positive constants and c2 is close to zero.
We choose the state space and space of input values for the first subsystem as X1 = L2(0, d),

U1 = L4(0, d) and for the second subsystem as X2 = L4(0, d), U2 = L2(0, d). The state of the
whole system (2.62) is denoted by X = X1 ×X2.

Define operators Bi = ci
d2

dx2 . These operators (together with Dirichlet boundary conditions)
generate an analytic semigroup on L2(0, d) and L4(0, d) respectively (see, e.g. [65, Chapter 7]).

For both subsystems we take the set of input functions as Uc,i := C([0,∞), Ui). We consider
the mild solutions of the subsystems, that is the solutions si, given by the formula (2.3).

Note that s2 ∈ C([0,∞), L4(0, d)) ⇔ s22 ∈ C([0,∞), L2(0, d)) and s1 ∈ C([0,∞), L2(0, d))
⇔ √

s1 ∈ C([0,∞), L4(0, d)).
Under made assumptions the solution of the first subsystem (when s2 is treated as input)

belongs to C([0,∞), H1
0 (0, d) ∩ H2(0, d)) ⊂ C([0,∞), L2(0, d)) and the solution of the second

one belongs to C([0,∞),W 4,1
0 (0, d) ∩W 4,2(0, d)) ⊂ C([0,∞), L4(0, d)).

This implies, that the solution of the whole system is from the space C([0, T ], X) for all T
such that the solution of the whole system exists on [0, T ]. The existence and uniqueness of
the solution for all times will be proved for the values of parameters which establish ISS of the
whole system, since this excludes the possibility of the blow-up phenomena.

To show ISS of both subsystems of (2.62) we choose Vi, i = 1, 2 as follows

V1(s1) =

∫ d

0

s21(x)dx = ‖s1‖2L2(0,d)
,

V2(s2) =

∫ d

0

s42(x)dx = ‖s2‖4L4(0,d)
.

as ISS-Lyapunov functions for the first and second subsystem respectively.
Consider the Lie derivative of V1. Using in the second estimation Cauchy-Schwarz inequality,

we have:

d

dt
V1(s1) = 2

∫ d

0

s1(x, t)

(

c1
∂2s1
∂x2

(x, t) + s22(x, t)

)

dx

≤ −2c1

∥
∥
∥
∥

ds1
dx

∥
∥
∥
∥

2

L2(0,d)

+ 2‖s1‖L2(0,d)‖s2‖2L4(0,d)

By the Friedrichs’ inequality, we obtain the estimation

d

dt
V1(s1) ≤ −2c1

(π

d

)2

‖s1‖2L2(0,d)
+ 2‖s1‖L2(0,d)‖s2‖2L4(0,d)

= −2c1

(π

d

)2

V1(s1) + 2
√

V1(s1)
√

V2(s2) (2.63)
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We choose the following gains

χ12(r) :=
1

c21
(
π
d

)4
(1− ε1)2

r, ∀r > 0,

where ε1 ∈ (0, 1) - arbitrary constant. Using this gain we obtain from (2.63) that

V1(s1) ≥ χ12(V2(s2)) ⇒ d

dt
V1(s1) ≤ −2ε1c1

(π

d

)2

V1(s1).

Consider the Lie derivative of V2:

d

dt
V2(s2) = 4

∫ d

0

s32(x, t)

(

c2
∂2s2
∂x2

(x, t)− bs2(x, t) +
√

|s1(x, t)|
)

dx

≤ −12c2

∫ d

0

s22

(
∂s2
∂x

)2

dx− 4bV2(s2) + 4

∫ d

0

s32(x, t)
√

|s1(x, t)|dx

Applying for the last term the Hölder inequality (5.7) we obtain

d

dt
V2(s2) ≤ −4bV2(s2) + 4(V2(s2))

3/4(V1(s1))
1/4

Let

χ21(r) :=
1

b4(1− ε2)4
r, ∀r > 0,

where ε2 ∈ (0, 1) - arbitrary constant. It holds the implication

V2(s2) ≥ χ21(V1(s1)) ⇒ d

dt
V2(s2) ≤ −4bε2V2(s2).

The small-gain condition (1.25) leads us to the following condition

χ12 ◦ χ21 < Id ⇔ c21

(π

d

)4

(1− ε1)
2b4(1− ε2)

4 > 1 ⇔ c1

(π

d

)2

b2 > 1.

This condition guarantees that the system (2.62) is 0-UGASx.

2.5 Method of super- and subsolutions

Lyapunov functions are the powerful method for verification of stability of the system. How-
ever, the construction of ISS-Lyapunov functions for infinite-dimensional systems may be very
sophisticated. Hence the development of the alternative tools is also important.

In this section we are going to show, how the monotonicity of certain classes of infinite-
dimensional control systems, namely, reaction-diffusion systems with Neumann boundary con-
ditions can be used to simplify verification of the ISS property. We start with the basic defini-
tions.

A subset K ⊂ X of a Banach space X is called a positive cone if ∀a ∈ R+, ∀x, y ∈ K
ax ∈ K; x+ y ∈ K and K ∩ (−K) = {0}.

A Banach space X together with a cone K ⊂ X is called an ordered Banach space (see
[56]), which we denote (X,K) with an order ≤ given by x ≤ y ⇔ y − x ∈ K. Analogously
x ≥ y ⇔ x− y ∈ K.
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Definition 2.5.1. We call a control system S = (X,Uc, φ) ordered, if X and Uc are ordered
Banach spaces.

An important for applications subclass of control systems are monotone control systems,
introduced in 2003 in the paper [3]. The concept of monotone control system was inspired
by the theory of monotone dynamical systems developed by M. Hirsch in 1980-s in a series of
papers, beginning with [40] and by H. Smith in his monograph [73].

Definition 2.5.2. Ordered control system S = (X,Uc, φ) is called monotone, if ∀t0 ∈ R+, for
all t ≥ t0, u1, u2 ∈ Uc : u1 ≤ u2, ∀φ1, φ2 ∈ X : φ1 ≤ φ2 it holds φ(t, t0, φ1, u1) ≤ φ(t, t0, φ2, u2).

Let G be a bounded domain in R
p with a smooth boundary and ∆ be a Laplacian on G.

Consider the following reaction-diffusion system







∂s(x,t)
∂t

= c2∆s+ f(s, t, u(x, t)), x ∈ G, t > t0,
s (x, t0) = φ0 (x) , x ∈ G,
∂s
∂n

∣
∣
∂G×R≥t0

= 0.
(2.64)

In the following exposition we identify R
n with (Rn,Rn

+) and choose the state space X =
(C(G,Rn), C(G,Rn

+)). It is clear that C(G,R
n
+) is a positive cone in C(G,Rn). As input space

we take Uc = (C(G× R≥t0 ,R
m), C(G× R≥t0 ,R

m
+ )).

We assume that f : Rn × G × R≥t0 × R
m → R

n satisfies certain regularity properties (see,
e.g. [57]) such that there exists a unique classical solution s of the problem (2.64) which belongs
to C(G× [t0, T ],R

n)∩C2,1(G× [t0, T ],R
n), and has bounded first and second order derivatives

with respect to x in G.
Here we have defined a space

C2,1(M × [t0, T ],R
n) := {s :M × [t0, T ] → R

n|sx, sxx, st ∈ C(M × [t0, T ],R
n)}.

We consider the asymptotic behavior of the solutions s for a problem (2.64), thereby we need
their existence and uniqueness for all T > t0.

Under made assumptions (2.64) defines a control system (X,Uc, φ).
Consider also the corresponding to (2.64) system without diffusion:

{
ds(t)
dt

= f(s, t, u(t)), t > t0,
s (t0) = s0.

(2.65)

Here s(t) ∈ R
n and u ∈ Uf := C(R≥t0 ,R

m). Equations (2.65) define a control system
(Rn, Uf , φf ), where φf (·, t0, s0, u) is a solution of (2.65) corresponding to the input u ∈ Uf .

We assume that f(0, t, 0) = 0 ∀t ≥ t0, thus, s ≡ 0 is an equilibrium point for a system
(2.64) as well as for (2.65) (in this case 0 means zero-vector).

Also we assume that the system (2.64) is forward-complete. The following theorem shows,
that for monotone system (2.64) the UISS of the local dynamics (i.e. of the system (2.65))
implies the UISS of the system (2.64).

Theorem 2.5.1. Let system (2.64) be monotone. If (2.65) is UISS, then (2.64) is also UISS.
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Proof. For arbitrary φ0 ∈ X we define constant vectors φ+ = (φ1
+, . . . , φ

n
+)

T , φ− = (φ1
−, . . . , φ

n
−)

T

by:

φi
+ = sup

x∈G
φi
0(x), φi

− = inf
x∈G

φi
0(x), i = 1, . . . , n. (2.66)

Analogously, for every u ∈ Uc define the functions u+, u− ∈ Uf by

ui+(t) = sup
x∈G

ui(x, t), ui−(t) = inf
x∈G

ui(x, t), i = 1, . . . ,m, t ≥ t0. (2.67)

Consider problem (2.64) with initial conditions and inputs of the following form:

φ0(x) = φ+, u(x, t) = u+(t), ∀x ∈ G, ∀t ≥ t0,

φ0(x) = φ−, u(x, t) = u−(t), ∀x ∈ G, ∀t ≥ t0,

Solutions of these problems we denote by s+(x, t) and s−(x, t) respectively.
Using that f , u− and u+ do not depend on x, we see that s+(x, t) ≡ s∗+(t) ∀x ∈ G, where

s∗+ is a solution of the problem

{ ds∗+(t)

dt
= f(s∗+(t), t, u(t)), t > t0,

s∗+ (t0) = φ+.
(2.68)

Thus ‖s+(·, t)‖X = |s∗+(t)|. Similarly, ‖s−(·, t)‖X = |s∗−(t)|, where s∗− is a solution of (2.68)
with φ− instead of φ+.

The system (2.65) is UISS, therefore ∃β∗ ∈ KL, γ∗ ∈ K, such that ∀φ−, φ+ ∈ R
n, ∀t0,

∀u−, u+ ∈ Uf , ∀t ≥ t0 it holds

‖s−(·, t)‖X =
∣
∣s∗−(t)

∣
∣ ≤ β∗(|φ−| , t− t0) + γ∗(‖u−‖Uf

). (2.69)

‖s+(·, t)‖X =
∣
∣s∗+(t)

∣
∣ ≤ β∗(|φ+| , t− t0) + γ∗(‖u+‖Uf

). (2.70)

From the assumption of monotonicity of (2.64) and from definitions (2.66) and (2.67) we know
that for any admissible φ0 for the corresponding solution s(x, t) of the problem (2.64) it holds

s−(·, t) ≤ s(·, t) ≤ s+(·, t), ∀t ≥ t0.

Note that if a ≤ x ≤ b for some a, b, x ∈ R
n, then

|x| =

√
√
√
√

n∑

i=1

x2i ≤

√
√
√
√

n∑

i=1

(a2i + b2i ) ≤

√
√
√
√

n∑

i=1

a2i +

√
√
√
√

n∑

i=1

b2i = |a|+ |b|.

Thus,

‖s(·, t)‖X ≤ ‖s−(·, t)‖X + ‖s+(·, t)‖X .
The following simple inequalities will be useful for us:

|φ−| ≤
√
n‖φ0‖X , |φ+| ≤

√
n‖φ0‖X , ‖u−‖Uf

≤ ‖u‖Uc
, ‖u+‖Uf

≤ ‖u‖Uc
.
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Using these estimates and inequalities (2.69) and (2.70) we have (in the second inequality
we use the monotonicity of γ∗)

‖s(·, t)‖X ≤ β∗(|φ−| , t− t0)+β∗(|φ+| , t− t0) + γ∗(‖u−‖Uf
) + γ∗(‖u+‖Uf

)

≤ 2β∗(
√
n‖φ0‖X , t− t0) + 2γ∗(‖u‖Uc

).

Taking β(r, t) := 2β∗(
√
nr, t), r ∈ R≥0, t ≥ 0 and γ := 2γ∗, we obtain that for solution

s(x, t) of the problem (2.64) it holds

‖s(·, t)‖X ≤ β(‖φ0‖X , t− t0) + γ(‖u‖Uc
)

for all initial functions φ0 ∈ X and external inputs u ∈ Uc.

Thus, for monotone systems of the form (2.64) we are able to prove ISS simply by proving the
ISS of its counterpart without diffusion, which is much easier task, since the finite-dimensional
ISS theory is already well-developed.

We have obtained such a result due to the fact that for the system (2.64) the solution,
corresponding to space-independent input and space-independent boundary conditions, is also
space-independent. For other boundary conditions the proof will not work. It is an interesting
task to investigate, how can we use the monotonicity of the systems for investigation of ISS for
more general classes of systems.

2.6 Application to stability analysis of production net-

works

In this section we are going to apply the methods developed in this work to analysis of ISS of
production networks.

By definition, production network (or supply chain) is a network of suppliers that produce
goods, both, for one another and for generic customers [13].

The dynamics of production network is subject to different perturbations due to changes
on market, changes in customers behavior, information and transport congestions, unreliable
elements of the network etc.

Typical examples of unstable behavior are unbounded growth of unsatisfied orders or un-
bounded growth of the queue of the workload to be processed by a machine. This causes a
loss of customers and high inventory costs, respectively. To avoid such effects, one needs to
investigate stability of a network in advance.

In this chapter we model the production networks with the help of ODE systems and
analyze its stability with the help of ISS framework. In the end of the section we discuss
possible extensions of results to the cases of time-delay systems (when the time, needed to
transport the goods is taken into account) and PDEs.

2.6.1 Description and modeling of a general production network

We consider a production network, consisting of n market entities, which can be raw material
suppliers (e.g., extracting or agricultural companies), producers, distributors and consumers
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etc. Each entity is understood as a subsystem of the whole network. For simplicity we assume
that there is only one unified type of material, i.e., all primary products, used in the production
network, can be measured as a number of units of this unified material.

The state of the i-th subsystem at time t ∈ R+ is the quantity of unprocessed material
within the i-th subsystem at time t. It will be denoted by xi(t). The state of the whole network
at time t is denoted by x(t) = (x1(t), . . . , xn(t))

T . A subsystem can get material from an
external source, which is denoted by ui, and from subsystems of the network (internal inputs).

Let the i-th subsystem processes the raw material from its inventory with the rate f̃ii(t, x(t)) ≥
0 and sends the produced goods (measured in units of unified material) to the j-th subsystem
with rate f̃ji(t, x(t)). Thus, the total rate of the distribution from the i-th subsystem to other
subsystems is

∑n
j=1 f̃ji(t, x(t)) and the rest is sent to some customers not considered in the

network.
For general functions f̃ji it is hard (if possible) to derive stability conditions. Therefore we

will investigate the special case f̃ji(t, x(t)) = cji(x(t))f̃i(xi(t)), cji(x) ∈ R+ and f̃ii(t, x(t)) =
c̃ii(x(t))f̃i(xi(t)), c̃ii(x) ∈ R+, where f̃i(xi(t)) ∈ K∞ is proportional to the processing rate of
the system, cji(x(t)), i 6= j are some positive distribution coefficients and c̃ii(x(t)) ≥ 0.

Under these assumptions the dynamics of the i-th subsystem is described by ordinary dif-
ferential equations

ẋi(t) =
n∑

j=1,j 6=i

cij(x(t))f̃j(xj(t)) + ui(t)− c̃ii(x(t))f̃i(xi(t)), i = 1, . . . , n. (2.71)

Denoting cii := −c̃ii we can rewrite the above equations in a vector form

ẋ(t) = C(x(t))f̃(x(t)) + u(t), (2.72)

where f̃(x(t)) = (f̃1(x1(t)), ..., f̃n(xn(t)))
T , u(t) = (u1(t), . . . , un(t))

T and C(x) ∈ R
n×n.

In the next subsection we perform a stability analysis of this model.

2.6.2 Stability analysis

In order to analyze the stability of the system (2.72) we are going to exploit Theorem 1.5.6. We
consider network as a composition of n single market entities, construct ISS-Lyapunov functions
Vi(xi) and corresponding gains χij for each subsystem (which ensures, that the subsystems are
ISS), and seek for conditions, guaranteeing, that the small-gain condition (1.24) holds.

Note that the assumptions that f̃i ∈ K∞ and that for all x > 0 cii(x) < 0 and cij(x) ≥
0, i 6= j imply that if x(0) ≥ 0 (that is xi(0) ≥ 0 for all i = 1, . . . , n) and u(t) ≥ 0, for all t > 0,
then x(t) ≥ 0 for all t > 0.

Thus, Rn
+ = [0,∞)n is invariant under the flow of internal and external inputs (if the external

inputs are positive). Since we are interested in the stability analysis of production networks it
is enough to perform the analysis in R

n
+.

We choose function Vi(xi) = |xi| as an ISS-Lyapunov function for i-th entity. Evidently,
Vi(xi) satisfies the condition (1.16).

To prove that the condition (1.17) holds, we choose the functions γij, γi, (see (1.19)) as

γij(s) := f̃−1
i

(
ai
aj

1
1+δj

f̃j(s)
)

, γi(s) := f̃−1
i

(
1
ri
s
)

, (2.73)
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where δj, aj, j = 1, . . . , n and ri are positive reals. It follows from (2.73) that

xi ≥ γij (xj) ⇒ f̃j(xj) ≤ aj
ai
(1 + δj)f̃i(xi),

xi ≥ γi (|ui|) ⇒ |ui| ≤ rif̃i(xi).

Using the inequalities from the right hand side of the implications above and assuming that
the following condition holds

n∑

j=1,j 6=i

cij(x)
aj
ai
(1 + δj) + cii(x) + ri ≤ −hi, ∀x ∈ R

n
+, for some hi > 0, (2.74)

we obtain that for all xi ∈ R+ : Vi(xi) ≥ max {maxj 6=i γij (Vj(xj)) , γi (|ui|)} it holds that

dVi(xi(t))

dt
=

n∑

j=1

cij(x(t))f̃j(xj(t)) + ui(t)

≤
(

n∑

j=1,j 6=i

cij(x(t))
aj
ai
(1 + δj) + cii(x(t)) + ri

)

f̃i (xi(t)) ≤ −µi(Vi(xi(t))),

where µi(r) := hif̃i(r) and thereby condition (1.17) is satisfied. Thus, under the condition
(2.74), Vi(xi) = |xi| is an ISS Lyapunov function for the i-th entity with the gains, given by
(2.73).

To check whether the interconnected system (2.72) is ISS we need to verify the small-gain
condition (we will use cyclic formulation, see Proposition 1.5.5).

Consider a composition γk1k2 ◦ γk2k3 . It holds

γk1k2 ◦ γk2k3 = f̃−1
k1

(
ak1
ak2

1
1+δk3

f̃k2

(

f̃−1
k2

(
ak2
ak3

1
1+δk3

f̃k3 (s)
)))

= f̃−1
k1

(
ak1
ak3

1

(1+δk3)(1+δk2)
f̃k3 (s)

)

.

In the same way we obtain the expression for the cycle condition in (1.25) (here we use that
k1 = kp):

γk1k2 ◦ γk2k3 ◦ ... ◦ γkp−1kp(s) = f̃−1
k1

(
1∏p

i=2 (1+δki )
f̃k1 (s)

)

< s.

Thus, the small gain condition (1.25) holds for all δi > 0 and by Theorem 1.5.6 the whole
system is ISS.

If we assume that the cij are bounded, i.e., there exists M > 0 such that for all x ∈ R
n
+:

cij(x) ≤ M for all i, j = 1, . . . , n, i 6= j, then the inequality (2.74) can be simplified. To this
end note that

∀wi > 0 ∃δj > 0, j = 1, . . . , n :
n∑

j=1,j 6=i

cij(x)
aj
ai
δj ≤M

(
n∑

j=1,j 6=i

aj
ai
δj

)

< wi.

Using these estimates, we can rewrite (2.74) as

n∑

j=1,j 6=i

cij(x)aj ≤ −cii(x)ai − ǫi,
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where ǫi = ai(ri + hi + wi). In matrix notation, with a = (a1, . . . , an)
T , ǫ = (ǫ1, . . . , ǫn)

T , it
takes the form

C(x)a < −ǫ. (2.75)

We summarize our investigations in the following proposition.

Proposition 2.6.1. Consider a network as in (2.71) and assume that the cij are bounded for
all i, j = 1, . . . , n, i 6= j. If there exist a ∈ R

n, ǫ ∈ R
n, ai > 0, ǫi > 0, i = 1, . . . , n such that

the condition C(x)a < −ǫ holds for all t > 0, then the whole network (2.72) is ISS.

Remark 2.6.1. If C is a constant matrix, then the condition Ca < −ǫ is equivalent to Ca < 0
(with a, ǫ as in the proposition above).

Remark 2.6.2. Recall, that for the case, when C is a constant matrix with negative elements
on the main diagonal and all other elements are nonnegative, C is diagonal dominant (see,
e.g., [7]), if it holds cii +

∑

j 6=i cij < 0 for all i = 1, . . . , n. In this case, one can easily prove
with help of Gershgorin circle theorem (see [7], Fact 4.10.17), that C is Hurwitz. Similarly,
the previous condition can be replaced with another one: there are n numbers ai > 0 such that
ciiai+

∑

j 6=i cijaj < 0 for all i = 1, . . . , n (which is equivalent to the existence of a positive vector
a such that Ca < 0). In this case the matrix is also Hurwitz (see, e.g., [25]). This shows that
Proposition 2.6.1 is consistent with the fact, that linear systems are ISS if and only if matrix
C is Hurwitz.

2.6.3 Possible extensions

Models with time-delays. We have considered the basic model of production networks,
based on ODEs and where it is assumed that the production rates are K∞-functions. Similar
argument can be used for more general classes of models.

In particular, consider the model with transportation times. Let the time needed for the
transportation of material from the j-th to the i-th entity be τij ∈ R+. Then the dynamics of
the i-th subsystem can be described by retarded differential equations similar to (2.71):

ẋi(t) =
n∑

j=1,j 6=i

cij(x(t))f̃j(xj(t− τij)) + ui(t)− c̃ii(x(t))f̃i(xi(t)), i = 1, . . . , n. (2.76)

Here, the external input and the processing rate do not depend on time-delays, but the internal
inputs from other subsystems do. This means that the input of subsystem i at time t from
subsystem j is the amount of material sent by the j-th subsystem at the time t− τij.

Such systems can be analyzed using Lyapunov-Razumikhin approach, see [16], and similar
results have been obtained.

One can consider the equations (2.71) for production rates which are K-functions. In this
case we may ask for LISS of the system (ISS cannot be achieved in general), and therefore
small-gain theorem for interconnection of LISS subsystems [23], [16] must be used.

Modeling of a transport process. In the model (2.76) a very simple model of transport
of goods is used: all the transported goods, which have been sent from i-th node to the j-th
node, arrive to the node j after some time τji. Of course, during a transport of goods some of
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the goods can be lost or spoiled, and the transportation rate of the goods between the nodes
is bounded. To include these effects into the model, one can model the transportation via
transport equations, see [5], [61] and references therein.

Reaction-diffusion models. A model, developed in this section, can be used also for
modeling of chemical reaction networks (for such models see [25]). One can easily check, that
the system (2.71) is a monotone (cooperative) control system (see [3]). One could extend a
model (2.71) by adding diffusion of chemical components:

∂xi(t, y)

∂t
= ci∆xi(t, y) +

n∑

j=1,j 6=i

cij(x(t, y))f̃j(xj(t, y)) + ui(t, y)− c̃ii(x(t, y))f̃i(xi(t, y)), (2.77)

where i = 1, . . . , n, y ∈ G, G is some region in R
p. If we use Neumann conditions on the

boundary, and if we can prove, that the system (2.77) is monotone control system (for reaction-
diffusion system without inputs see [73]), then we can with the help of the theory, developed in
Section 2.5 reduce the question of ISS of the system (2.77) to the problem of ISS of a system
(2.71), which we have already solved.

2.7 Concluding remarks and open questions

In this chapter we have developed tools for analysis of ISS of abstract control systems.
However, many questions remain to be solved. The first group of questions is a generalization

of the results from the finite-dimensional theory to the abstract control systems, in particular:

1. In the papers [77] and [59] the converse ISS Lyapunov theorem has been proved. For
abstract systems without inputs of the form (2.33) the converse Lyapunov theorem has
been proved in [36]. The fundamental question in ISS theory is to prove the converse ISS
Lyapunov theorem for systems of the form (2.33).

2. Important results in the finite-dimensional theory are different characterizations of ISS
property [77], [78]. The generalization of all these results (or the counterexamples, if the
equivalences do not hold anymore) was not provided even for time-delay systems, see [81].

3. The current proofs of the small-gain theorems in terms of trajectories (for finite-dimensional
systems) use explicitly the equivalence between ISS and (Global stability + Asymptotic
gain property), which has been proved only for finite-dimensional systems [78]. Therefore
the solution of the previous problem will possibly provide the key to the proof of the
small-gain theorems in terms of trajectories for systems (2.33).

Another group of problems is ”internal” to infinite-dimensional theory:

1. In Section 2.1 we developed linear ISS theory for the case if the function f in (2.1) is
bounded for bounded inputs. But for infinite-dimensional systems the more complicated
case, when f(u) = Cu for unbounded operator C is also of importance.

2. Most part of the theory, developed in this chapter as well as the results from [51] assume,
that inputs are piecewise continuous w.r.t. time. However, often this class is too restrictive
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and one studies the weak solutions of the systems of the form (2.33) with the inputs which
are from Lp class w.r.t. time, see e.g. [12]. In particular, small-gain theorems for such
systems have to be developed.

3. Applications of ISS framework to different classes of systems, in particular to production
networks and chemical reaction networks, see Section 2.6.3.
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Chapter 3

ISS of infinite-dimensional impulsive

systems

In this chapter we extend results of the previous chapter to the case of impulsive systems based
on differential equations in Banach spaces.

Impulsive systems combine a continuous and discontinuous dynamics, where the discontin-
uous dynamics is modeled by an instantaneous jump of the state of the system at some given
moments of time, which do not depend on the state of the system.

If both continuous and discontinuous dynamics of the system (taken separately from each
other) are ISS, then the resulting dynamics of an impulsive system is also ISS for all impulse
time sequences (it is even strongly uniformly ISS, see [38, Theorem 2]).

More interesting is the study of the systems for which continuous or discrete dynamics
is not ISS. In this case ISS of the impulsive system cannot be achieved for all sequences of
impulse times, and one has to introduce restrictions on the class of impulse time sequences for
which ISS can be verified. These conditions are called dwell-time conditions. The study of ISS
of finite-dimensional impulsive systems was done in [38], where it was proved that impulsive
systems, which possess an exponential ISS-Lyapunov function are uniformly ISS over impulse
time sequences, which satisfy so-called average dwell-time (ADT) condition.

In [11] a sufficient condition in terms of Lyapunov-Razumikhin functions is provided, which
ensures the uniform ISS of impulsive time-delay systems over impulse time sequences satisfying
fixed dwell-time (FDT) condition.

In this chapter we are going to extend the existing results for finite-dimensional impulsive
systems in the following directions:

1. We consider not only exponential, but also nonexponential Lyapunov functions, and use
the corresponding nonlinear FDT condition.

2. For exponential Lyapunov functions we introduce generalized average dwell-time (gADT)
condition.

3. We provide two ways for construction of ISS-Lyapunov functions for impulsive systems
(via small-gain theorems and linearization).

4. The results are proved for impulsive systems in Banach spaces.

67
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Our first aim in this chapter is to extend the results of [38] concerning ISS of a single
impulsive system in two directions.

We prove, that existence of an ISS Lyapunov function (not necessarily exponential) for an
impulsive system implies input-to-state stability of the system over impulsive time sequences
satisfying nonlinear FDT condition. Under slightly weaker FDT condition we prove uniform
global stability of the system over corresponding class of impulse time sequences.

Furthermore, for the case, when an impulsive system possesses an exponential ISS Lyapunov
function, we generalize the result from [38], by introducing the generalized average dwell-time
(gADT) condition and proving, that an impulsive system, which possesses an exponential ISS
Lyapunov function is ISS for all impulse time sequences, which satisfy generalized ADT condi-
tion. We argue that generalized ADT condition provides in certain sense tight estimates of the
class of impulsive time sequences, for which the system is ISS.

Then we show, how exponential LISS Lyapunov functions for linearizable control systems
can be constructed via linearization method.

Afterwards we investigate ISS of interconnected impulsive systems via small-gain theorems.
The first small-gain theorem is analogous to small-gain theorem for continuous systems and
states that if subsystems possess ISS-Lyapunov functions (with corresponding gains) and the
small-gain condition holds, then an ISS-Lyapunov function for an interconnection can be con-
structed.

The second small-gain theorem states that if all subsystems possess exponential ISS Lya-
punov functions, and gains are power functions, then an exponential ISS Lyapunov function for
the whole system can be constructed (and consequently a stronger result concerning ISS of the
interconnection can be obtained). This generalizes Theorem 4.2 from [18], where this theorem
for linear gains has been proved.

Remember that a construction of an ISS-Lyapunov function does not guarantee automati-
cally ISS of the interconnected system, because the dwell-time condition of certain type has to
be fulfilled.

We investigate relations between different types of dwell-time conditions in the Section 3.2.2
and a relation between small-gain and dwell-time condition on the step of selection of gains is
clarified in the Section 3.3.2.

3.1 Preliminaries

Let X and U denote a state space and a space of input values respectively, and let both of
them be Banach. Take the space of admissible inputs as Uc := PC([t0,∞), U), i.e. the space
of piecewise right-continuous functions from [t0,∞) to U equipped with the norm

‖u‖Uc
:= sup

t≥t0

‖u(t)‖U .

Let T = {t1, t2, t3, . . .} be a strictly increasing sequence of impulse times without finite
accumulation points.

Consider a system of the form

{
ẋ(t) = Ax(t) + f(x(t), u(t)), t ∈ [t0,∞)\T,
x(t) = g(x−(t), u−(t)), t ∈ T,

(3.1)
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where x(t) ∈ X, u(t) ∈ U , A is an infinitesimal generator of a C0-semigroup on X and f, g :
X × U → X.

Equations (3.1) together with the sequence of impulse times T define an impulsive system.
The first equation of (3.1) describes the continuous dynamics of the system, and the second
describes the jumps of the state at impulse times.

We assume that for each initial condition a solution of the problem (3.1) exist and is unique.
Note that from the continuity assumptions on the inputs u it follows that x(t) is piecewise-
continuous, and x−(t) = lim

s→t−0
x(s) exists for all t ≥ t0.

For a given set of impulse times by φ(t, t0, x, u) we denote the state of (3.1) corresponding
to the initial value x ∈ X, the initial time t0 and to the input u ∈ Uc at time t ≥ t0.

Note that the system (3.1) is not time-invariant, that is, φ(t2, t1, x, u) = φ(t2+s, t1+s, x, u)
doesn’t hold for all φ0 ∈ X, u ∈ Uc, t2 ≥ t1 and all s ≥ −t1.

However, it holds

φ(t2, t1, x, u) = φs(t2 + s, t1 + s, x, u), (3.2)

where φs is a trajectory corresponding to the system (3.1) with impulse time sequence Ts :=
{t1 + s, t2 + s, t3 + s, . . .}.

This means that the trajectory of the system (3.1) with initial time t0 and impulse time
sequence T is equal to the trajectory of (3.1) with initial time 0 and impulse time sequence
T−t0 . Therefore we will assume in this chapter that t0 is some fixed moment of time and will
investigate the stability properties of the system (3.1) w.r.t. this initial time.

We assume throughout this chapter that x ≡ 0 is an equilibrium of the unforced system
(3.1), that is f(0, 0) = g(0, 0) = 0.

Let us introduce the stability properties for system (3.1) which we deal with.

Definition 3.1.1. For a given sequence T of impulse times we call a system (3.1) locally input-
to-state stable (LISS) if there exist ρ > 0 and β ∈ KL, γ ∈ K∞, such that ∀x ∈ X : ‖x‖X ≤ ρ,
∀u ∈ Uc : ‖u‖Uc

≤ ρ, ∀t ≥ t0 it holds

‖φ(t, t0, x, u)‖X ≤ β(‖x‖X , t− t0) + γ(‖u‖Uc
). (3.3)

System (3.1) is input-to-state stable (ISS), if (3.3) holds for all x ∈ X, u ∈ Uc.
System (3.1) is called uniformly ISS over a given set S of admissible sequences of impulse

times if it is ISS for every sequence in S, with β and γ independent of the choice of the sequence
from the class S.
Definition 3.1.2. For a given sequence T of impulse times we call system (3.1) globally stable
(GS) if there exist ξ, γ ∈ K∞, such that ∀x ∈ X, ∀u ∈ Uc, ∀t ≥ t0 it holds

‖φ(t, t0, x, u)‖X ≤ ξ(‖x‖X) + γ(‖u‖Uc
). (3.4)

The impulsive system (3.1) is uniformly GS over a given set S of admissible sequences of
impulse times if (3.4) holds for every sequence in S, with β and γ independent of the choice of
the sequence.

In the next section we are going to find certain sufficient conditions for an impulsive system
of the form (3.1) to be ISS.
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3.2 Lyapunov ISS theory for an impulsive system

For analysis of (L)ISS of impulsive systems we exploit (L)ISS-Lyapunov functions.

Definition 3.2.1. A continuous function V : D → R+, D ⊂ X, 0 ∈ int(D) is called a
LISS-Lyapunov function for (3.1) if ∃ ψ1, ψ2 ∈ K∞, such that

ψ1(‖x‖X) ≤ V (x) ≤ ψ2(‖x‖X), x ∈ D (3.5)

holds and ∃ρ > 0, χ ∈ K∞, α ∈ P and continuous function ϕ : R+ → R with ϕ(x) = 0 ⇔
x = 0, such that ∀x ∈ X : ‖x‖X ≤ ρ, ∀ξ ∈ U : ‖ξ‖U ≤ ρ it holds

V (x) ≥ χ(‖ξ‖U) ⇒
{
V̇u(x) ≤ −ϕ(V (x))
V (g(x, ξ)) ≤ α(V (x)),

(3.6)

for all u ∈ Uc, ‖u‖Uc
≤ ρ and u(0) = ξ. For a given input value u ∈ Uc the Lie derivative V̇u(x)

is defined by

V̇u(x) = lim
t→+0

1

t
(V (φc(t, 0, x, u))− V (x)), (3.7)

where φc is a transition map, corresponding to continuous part of the system (3.1), i.e. φc(t, 0, x, u)
is a state of the system (3.1) at time t, if the state at time t0 := 0 was x, input u was applied
and T = ∅.

If D = X and (3.6) holds for all x ∈ X and ξ ∈ U , then V is called ISS-Lyapunov function.
If in addition

ϕ(s) = cs and α(s) = e−ds (3.8)

for some c, d ∈ R, then V is called exponential ISS-Lyapunov function with rate coefficients
c, d.

If both c and d are positive, then V decreases along the continuous flow and at each jump.
In this case an impulsive system is ISS w.r.t. to all impulse time sequences. If both c and d
are negative, then we cannot guarantee ISS of (3.1) w.r.t. any impulse time sequence. We are
interested in the case of cd < 0, where stability properties depend on T . In this case input-to-
state stability can be guaranteed under certain restrictions on T . Intuitively, the increase of
either c or d leads to less restrictions on T .

Remark 3.2.1. We would like to emphasize that the solution φ(·, 0, x, u) depends on an impulse
time sequence T , but if we take t small enough, then φ(s, 0, x, u), s ∈ [0, t] does not depend on T
because the impulse times do not have finite accumulation points. Therefore the value of V̇u(x)
and the Lyapunov function V itself do not depend on the impulse time sequence.

Note that our definition of ISS-Lyapunov function is given in the implication form. The
next proposition shows another way to introduce an ISS Lyapunov function, which is frequently
used in the literature on hybrid systems, see e.g. [64]. We will use it for the formulation of
the small-gain theorem in Section 3.3. It is a counterpart of [55, Proposition 2.2.19] where an
analogous result for hybrid systems has been proved.

Definition 3.2.2. Function g : X × U → X is called bounded on bounded balls, if for each
ρ > 0 there exists K > 0, so that supx∈X:‖x‖X≤ρ, u∈U :‖u‖U≤ρ ‖g(x, u)‖X ≤ K.
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Proposition 3.2.1. Let for a continuous function V : X → R+ there exist ψ1, ψ2 ∈ K∞, such
that (3.5) holds and ∃γ ∈ K∞, α ∈ P and continuous function ϕ : R+ → R, ϕ(0) = 0 such that
for all ξ ∈ U and all u ∈ Uc with u(0) = ξ it holds

V (x) ≥ γ(‖ξ‖U) ⇒ V̇u(x) ≤ −ϕ(V (x)) (3.9)

and ∀x ∈ X, ξ ∈ U it holds

V (g(x, ξ)) ≤ max{α(V (x)), γ(‖ξ‖U)}. (3.10)

Then V is an ISS Lyapunov function. If g is bounded on bounded balls, then also the converse
implication holds.

Proof. ”⇒” Pick any ρ ∈ K∞ such that α(r) < ρ(r) for all r > 0. Then for all x ∈ X and
ξ ∈ U from (3.10) we have

V (g(x, ξ)) ≤ max{ρ(V (x)), γ(‖ξ‖U)}.

Define χ := max{γ, ρ−1 ◦ γ} ∈ K∞. For all x ∈ X and ξ ∈ U such that V (x) ≥ χ(‖ξ‖U) it
follows ρ(V (x)) ≥ γ(‖ξ‖U) and hence

V (g(x, ξ)) ≤ ρ(V (x)).

Since χ(r) ≥ γ(r) for all r > 0, it is clear, that (3.6) holds. Thus, V is an ISS-Lyapunov
function.

”⇐” Let g be bounded on bounded balls and let V be an ISS-Lyapunov function for a
system (3.1). Then ∃χ ∈ K and α ∈ P such that for all x ∈ X and ξ ∈ U from V (x) > χ(‖ξ‖U)
it follows V (g(x, ξ)) ≤ α(V (x)).

Let V (x) ≤ χ(‖ξ‖U). Then ‖x‖X ≤ ψ−1
1 ◦ χ(‖ξ‖U). Define S(r) := {x ∈ X : ‖x‖X ≤

ψ−1
1 ◦ χ(r)} and ω(r) := sup

‖ξ‖U≤r, x∈S(r)

ψ2(‖g(x, ξ)‖X). This supremum exists since g is bounded

on bounded balls. Clearly, ω is nondecreasing and ω(0) = ψ2(‖g(0, 0)‖X) = 0. Pick any
γ ∈ K: γ ≥ max{ω, χ}. Then for all x ∈ X and ξ ∈ U inequality (3.10) holds and for all x :
‖x‖X ≥ γ(‖ξ‖U) estimate (3.9) holds.

Similarly one can prove the following proposition (which is not a consequence of a Propo-
sition 3.2.1):

Proposition 3.2.2. Let for a continuous function V : X → R+ there exist ψ1, ψ2 ∈ K∞, such
that (3.5) holds and ∃γ ∈ K∞ and c, d ∈ R such that for all ξ ∈ U and all u ∈ Uc with u(0) = ξ
it holds

V (x) ≥ γ(‖ξ‖U) ⇒ V̇u(x) ≤ −cV (x)

and ∀x ∈ X, ξ ∈ U it holds

V (g(x, ξ)) ≤ max{e−dV (x), γ(‖ξ‖U)}.

Then V is an exponential ISS-Lyapunov function. If g is bounded on bounded balls, then also
the converse implication holds.
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Now we provide a combination of dwell-time and Lyapunov-type conditions that guarantees
that system (3.1) is ISS. In contrast to continuous systems the existence of an ISS-Lyapunov
function for (3.1) does not automatically imply ISS of the system with respect to all impulse
time sequences. In order to find the set of impulse time sequences for which the system is ISS
we use the FDT condition (3.11) from [71], where it was used to guarantee global asymptotic
stability of finite-dimensional impulsive systems without inputs.

For θ > 0 define the set Sθ := {{ti}∞1 ⊂ [t0,∞) : ti+1 − ti ≥ θ, ∀i ∈ N}, consisting of
impulse time sequences with distance between impulse times not less than θ.

Theorem 3.2.3. Let V be an ISS-Lyapunov function for (3.1) and ϕ, α are as in the Definition
3.2.1 and ϕ ∈ P. Let for some θ, δ > 0 and all a > 0 it hold

∫ α(a)

a

ds

ϕ(s)
≤ θ − δ. (3.11)

Then (3.1) is ISS for all impulse time sequences T ∈ Sθ.

Proof. Fix arbitrary u ∈ Uc, φ0 ∈ X and choose the sequence of impulse times T = {ti}∞i=1,
T ∈ Sθ. Our aim is to prove ISS of the system (3.1) w.r.t. impulse time sequence T by a direct
construction of the functions β and γ from Definition 3.1.1.

For the sake of brevity we denote x(·) = φ(·, t0, φ0, u) and y(·) := V (x(·)).
At first assume that u ≡ 0. We are going to bound trajectory from above by a function

β ∈ KL.
Since u ≡ 0 the following inequalities hold

ẏ(t) ≤ −ϕ(y(t)), t /∈ T, (3.12)

y(t) ≤ α(y−(t)), t ∈ T. (3.13)

Take arbitrary pair ti, ti+1 ∈ T . There are two possibilities: either y(t) > 0 for all t ∈
[ti, ti+1) or there exists certain time t̂ ∈ [ti, ti+1): y(t̂) = 0 and, since x = 0 is an equilibrium
point of the system (3.1), y(t) = 0 for all t ≥ t̂.

Let us consider the first case. Integrating, we obtain

∫ t

ti

dy(τ)

ϕ(y(τ))
≤ −(t− ti), t ∈ (ti, ti+1). (3.14)

Fix any r > 0 and define

F (q) :=

∫ q

r

ds

ϕ(s)
, ∀q > 0.

Note that F : (0,∞) → R is a continuous strictly increasing function. Thus, it is invertible on
(0,∞) and F−1 : R → (0,∞) is also an increasing function.

Changing variables in (3.14) (which is possible since y is bijective on (ti, ti+1)), we can
rewrite (3.14) as

F (y(t))− F (y(ti)) ≤ −(t− ti). (3.15)

Consequently, for t ∈ [ti, ti+1) it holds

y(t) ≤ F−1 (F (y(ti))− (t− ti)) . (3.16)
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Taking in (3.15) a limit t→ ti+1 and recalling that ti+1 − ti ≥ θ, we obtain

F (y−(ti+1))− F (y(ti)) ≤ −θ. (3.17)

Using that y(ti+1) ≤ α(y−(ti+1)), we obtain the estimate

F (y(ti+1))− F (y(ti)) ≤
(
F (α(y−(ti+1)))− F (y−(ti+1))

)
+

(
F (y−(ti+1))− F (y(ti))

)
.

By (3.11) and (3.17) we obtain

F (y(ti+1))− F (y(ti)) ≤ (θ − δ)− θ = −δ.

From this inequality we have

y(ti+1) ≤ F−1(F (y(ti))− δ). (3.18)

In particular, y(t) < y(ti), t ∈ (ti, ti+1].
From (3.18) we obtain

y(ti+1) ≤ F−1(F (F−1(F (y(ti−1))−δ))−δ) = F−1(F (y(ti−1))−2δ) ≤ F−1(F (y(t1))−iδ). (3.19)

The estimate (3.19) is valid for all i: F (y(t1)) − iδ ≥ limq→+0 F (q). Let us denote the
maximum of such i by î (we set î := ∞ if such maximum doesn’t exist).

Let us construct a function β̃ : R+ × R+ → R+, which provides a bound for a function y.
Define

β̃(r, t1 − t0) = max{y(t1), α(y(t1))}, r ≥ 0.

For all 1 ≤ i ≤ î define

β̃(r, ti+1 − t0) := F−1(F (β̃(r, t1 − t0))− iδ), r ≥ 0.

For any r > 0, for all i ≤ î define β̃(r, ·) on (ti−1 − ti, ti − ti+1) as an arbitrary continuous
decreasing function, which lies above every solution y(·) of (3.12) with (3.13), corresponding to
initial condition y(t0) = r.

If î is finite, then define β̃(r, ·) on [t̂i − t0,∞) as a continuous decreasing to 0 function.
By construction, for all t it holds that

y(t) ≤ β̃(y0, t− t0),

where β̃ : R+ × R+ → R+ is continuous and decreasing w.r.t. the second argument and
β̃(0, t) ≡ 0 for all t ≥ 0. We are going to prove, that for all r ≥ 0 it holds β̃(r, t) → 0 as soon
as t→ ∞. If î <∞, then it follows from the construction. Thus, let î = ∞.

To prove this it is enough to prove, that for all r > 0 it holds zr(ti) = β̃(r, ti − t0) → 0,
i→ ∞.

Let it be false, then due to monotonicity of zr for some r > 0 ∃ lim
i→∞

zr(ti) = br > 0.

Define c := minb≤s≤zr(0) ϕ(s) and observe by the middle-value theorem that

δ ≤ F (zr(ti))− F (zr(ti+1)) =

∫ zr(ti)

zr(ti+1)

ds

ϕ(s)
≤ 1

c
(zr(ti)− zr(ti+1)).
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Hence for all i it holds
zr(ti)− zr(ti+1) ≥ cδ,

and the sequence zr(ti) does not converge to a positive limit. We obtained a contradiction to
br > 0, thus zr(ti) → 0, i→ ∞. Thus, ∀r > 0 β̃(r, ·) ∈ L.

For all r, t ≥ 0 define β1(r, t) := sup0≤h≤r β̃(h, t). Clearly, β1 is nondecreasing w.r.t. the

first argument and β1(r, t) ≥ β̃(r, t) for all r, t ≥ 0.

Define now β2(r, t) := 1
r

∫ 2r

r
β1(s, t)ds + re−t, ∀r > 0, t ≥ 0. Function β2 ∈ KL and

β2(r, t) ≥ β1(r, t), ∀r, t ≥ 0. Hence if u ≡ 0 then it holds that

V (x(t)) ≤ β2(V (φ0), t− t0), ∀t ≥ 0.

Now let u be an arbitrary admissible input. Define

I1 := {x ∈ X : V (x) ≤ χ(‖u‖Uc
)}.

For all t : x(t) /∈ I1 according to (3.6) the estimates (3.12) and (3.13) hold and consequently

V (x(t)) ≤ β2(V (φ0), t− t0), ∀t : x(t) /∈ I1.

Let t∗ := inf{t : x(t) ∈ I1}. From (3.5) we obtain

‖x(t)‖X ≤ β(‖φ0‖X , t− t0), t ≤ t∗, (3.20)

where β(r, t) = ψ−1
1 (β2(ψ2(r), t)).

At first note that a trajectory can leave I1 only by a jump. If ‖u‖Uc
= 0, then I1 is invariant

under continuous dynamics, because x ≡ 0 is an equilibrium. Let ‖u‖Uc
> 0 and let for some

t > t∗ we have x(t) ∈ ∂I1, i.e. y(t) = χ(‖u‖Uc
). Then according to the inequality (3.6) it holds

ẏ(t) ≤ −ϕ(y(t)) < 0 and thus y(·) cannot leave I1 at time t.
Define function α̃ : R+ → R+ by

α̃(x) := max{ max
0≤s≤χ(x)

α(s), χ(x)}, x ∈ R+.

Also let us introduce the set

I2 := {x ∈ X : V (x) ≤ α̃(‖u‖Uc
)} ⊇ I1.

We are going to prove, that x(t) ∈ I2 for all t ≥ t∗.
Now let for some tk ∈ T , tk ≥ t∗ it holds x(tk) /∈ I1 and for some ε > 0 x(t) ∈ I1 for all

t ∈ (tk − ε, tk). Then x(tk) ∈ I2 by construction of the set I2.
But we have proved, that y(t) < y(tk) as long as t > tk and x(t) /∈ I1. Consequently,

x(t) ∈ I2 for all t > t∗.
Thus, for t > t∗ it holds

V (x(t)) ≤ α̃(‖u‖Uc
)

which implies
‖x(t)‖X ≤ ψ−1(α̃(‖u‖Uc

)) := γ̃(‖u‖Uc
).

Function γ̃ is positive definite and nondecreasing, thus, it may be always majorized by a K-
function γ. Recalling (3.20) we obtain

‖x(t)‖X ≤ β(‖φ0‖X , t− t0) + γ(‖u‖Uc
), ∀t ≥ t0. (3.21)
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Remark 3.2.2. We haven’t proved the uniform ISS of the system (3.1) w.r.t. Sθ. Although the
function γ by construction does not depend on the impulse time sequence T ∈ Sθ, the function
β does depend. However, pick any periodic impulse time sequence T = {t1, . . . , tn, . . .} ∈ Sθ,
that is ti+1 = ti + d for some d > 0. Then from the construction of the function β it is clear
that (3.1) is uniformly ISS over the class W = {Ti, i ≥ 1}, where Ti = {ti, . . . , tn, . . .}.
Remark 3.2.3. If the discrete dynamics does not destabilize the system, i.e. α(a) ≤ a for all
a 6= 0, then the integral on the right hand side of (3.11) is non-positive for all a 6= 0, and the
dwell-time condition (3.11) is satisfied for arbitrary small θ > 0, that is the system is ISS for
all impulse time sequences without finite accumulation points.

We illustrate the application of our theorem on the following example. Let T be an impulse
time sequence. Consider the system Σ, defined by

{
ẋ = −x3 + u, t /∈ T

x(t) = x−(t) + (x−(t))3 + u−(t), t ∈ T.
(3.22)

Consider a function V : R+ → R
+, defined by V (x) = |x|. We are going to prove, that V is an

ISS Lyapunov function of the system (3.22).

The Lyapunov gain χ we choose by χ(r) =
(
r
a

)1
3 , r ∈ R

+, for some a ∈ (0, 1).
Condition |x| ≥ χ(|u|) implies

V̇ (x) ≤ −(1− a)(V (x))3,

V (g(x, u)) ≤ V (x) + (1 + a)(V (x))3.

Let us compute the integral on the left hand side of (3.11):

I(y, a) =

∫ y+(1+a)y3

y

dx

(1− a)x3
=

1 + a

2(1− a)

2 + (1 + a)y2

(1 + (1 + a)y2)2
≤ 1 + a

(1− a)
.

For every ε > 0 there exist aε such that I(y, a) ≤ 1 + 2ε.
Thus, for arbitrary ε > 0 we can choose θ := 1 + ε. Note, that the smaller θ we take,

the larger are the gains. This demonstrates the trade-off between the size of gains and the
density of allowable impulse times. This dependence plays an important role in the application
of small-gain theorems. See Section 3.3.2 for details.

A counterpart of Theorem 3.2.3 can be proved also for the GS property.

Theorem 3.2.4. Let all the assumptions of the Theorem 3.2.3 hold with δ := 0. Then the
system (3.1) is globally stable uniformly over Sθ.

Proof. The proof goes along the lines of the proof of the Theorem 3.2.3 up to the inequality
(3.18), which holds with δ = 0. Then instead of β̃ we introduce ξ̃ ∈ K∞ by ξ̃(r) = max{r, α(r)},
and instead of estimate (3.20) we have

‖x(t)‖X ≤ ψ−1
1 (ξ̃(ψ2(‖φ0‖X))) := ξ(‖φ0‖X). (3.23)

Thus, for all t ≥ t0 we obtain

‖x(t)‖X ≤ ξ(‖φ0‖X) + γ(‖u‖Uc
), (3.24)

Note, that the functions ξ and γ do not depend on t0 and on the sequence of impulse times T ,
which implies uniformity.
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Now consider the case, when continuous dynamics destabilizes the system and the discrete
one stabilizes it. We only state the results since the proofs are similar to those of Theorems
3.2.3 and 3.2.4.

Define S̃θ := {{ti}∞1 ⊂ [t0,∞) : ti+1 − ti ≤ θ, ∀i ∈ N}.

Theorem 3.2.5. Let V be an ISS-Lyapunov function for (3.1) and ϕ, α are as in the Definition
3.2.1 with −ϕ ∈ P. Let for some θ, δ > 0 and all a > 0 it hold

∫ a

α(a)

ds

−ϕ(s) ≥ θ + δ. (3.25)

Then (3.1) is ISS w.r.t. every sequence from S̃θ.

Theorem 3.2.6. Let the assumptions of the Theorem 3.2.5 hold with δ := 0. Then the system
(3.1) is GS uniformly over S̃θ.

3.2.1 Sufficient condition in terms of exponential ISS-Lyapunov func-

tions

Theorem 3.2.3 can be used, in particular, for systems possessing exponential ISS-Lyapunov
functions, but for this particular class of systems even stronger result can be proved.

For a given sequence of impulse times denote by N(t, s) the number of jumps within the
interval (s, t].

Theorem 3.2.7. Let V be an exponential ISS-Lyapunov function for (3.1) with corresponding
coefficients c ∈ R, d 6= 0. For arbitrary function h : R+ → (0,∞), for which there exists g ∈ L:
h(x) ≤ g(x) for all x ∈ R+ consider the class S[h] of impulse time-sequences, satisfying the
generalized average dwell-time (gADT) condition:

− dN(t, s)− c(t− s) ≤ lnh(t− s), ∀t ≥ s ≥ t0. (3.26)

Then the system (3.1) is uniformly ISS over S[h].

Proof. Pick any h as in the statement of the theorem. Fix arbitrary u ∈ Uc, φ0 ∈ X, choose
the increasing sequence of impulse times T = {ti}∞i=1 ∈ S[h] and denote x(t) = φ(t, t0, φ0, u) for
short.

Due to the right-continuity of x(·) the interval [t0,∞) can be decomposed into subintervals
as [t0,∞) = ∪∞

i=0[t
∗
i , t

∗
i+1) (the case, when this decomposition is finite, can be treated in the

same way), so that ∀k ∈ N ∪ {0} the following inequalities hold

V (x(t)) ≥ χ(‖u‖Uc
) for t ∈ [t∗2k, t

∗
2k+1), (3.27)

V (x(t)) < χ(‖u‖Uc
) for t ∈ [t∗2k+1, t

∗
2k+2). (3.28)

Let us estimate V (x(t)) on the time-interval I2k = (t∗2k, t
∗
2k+1] for arbitrary k ∈ N ∪ {0}.

Within the interval I2k there are rk := N(t∗2k, t
∗
2k+1) jumps at times tk1, . . . , t

k
rk
. To simplify

the notation, we denote also tk0 := t∗2k.



3.2. ISS OF A SINGLE IMPULSIVE SYSTEM 77

For t ∈ (tki , t
k
i+1], i = 0, . . . , rk we have V (x(t)) ≥ χ(‖u‖Uc

), thus from (3.6) and (3.8) we
obtain

V̇ (x(t)) ≤ −cV (x(t)), t ∈ (tki , t
k
i+1] (3.29)

and thus
V (x−(tki+1)) ≤ e−c(tki+1−tki )V (x(tki )).

At the impulse time t = tki+1 we know from (3.6) and (3.8) that

V (x(tki+1)) ≤ e−dV (x−(tki+1))

and consequently
V (x(tki+1)) ≤ e−d−c(tki+1−tki )V (x(tki )).

For all t ∈ I2k from (3.29) and previous inequality we obtain the following estimate

V (x(t)) ≤ e−d·N(t,t∗2k)−c(t−t∗2k)V (x(t∗2k)).

Dwell-time condition (3.26) implies

V (x(t)) ≤ h(t− t∗2k)V (x(t∗2k)), t ∈ I2k. (3.30)

Take τ := inf{t ≥ t0 : V (x(t)) ≤ χ(‖u‖Uc
)}. We are going to find an upper bound of the

trajectory on [t0, τ ] as a KL-function.
Taking in (3.30) t∗2k := t0 we obtain

V (x(t)) ≤ h(t− t0)V (φ0). (3.31)

According to assumptions of the theorem, ∃g ∈ L: h(x) ≤ g(x) for all x ∈ R+. Using (3.5), we
obtain that ∀t ∈ [t0, τ ] it holds

‖x(t)‖X ≤ ψ−1
1 (g(t− t0)ψ2(‖φ0‖X)) =: β(‖φ0‖X , t− t0).

On arbitrary interval of the form [t∗2k+1, t
∗
2k+2), k ∈ N ∪ {0} we have already the bound on

V (x(t)) by (3.28). Since t∗2k+2 can be an impulse time, we have the estimate

V (x(t∗2k+2)) ≤ max{1, e−d}χ(‖u‖Uc
).

From the properties of h it follows, that ∃Cλ = supx≥0{h(x)} < ∞. Hence for arbitrary t > τ
we obtain with the help of (3.30) the estimate

V (x(t)) ≤ Cλ max{1, e−d}χ(‖u‖Uc
).

Overall, for all t ≥ t0 we have

‖x(t)‖X ≤ β(‖φ0‖X , t− t0) + γ(‖u‖Uc
),

where γ(r) = ψ−1
1 (Cλ max{1, e−d}χ(r)). This proves, that the system (3.1) is ISS. The uni-

formity is clear since the functions β and γ do not depend on the impulse time sequence.
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Remark 3.2.4. Theorem 3.2.7 generalizes Theorem 1 from [38], where this result for the
function h with h(x) = eµ−λx has been proved.

The condition (3.26) is tight, i.e., if for some sequence T the function N(·, ·) does not satisfy
the condition (3.26) for every function h from the statement of the Theorem 3.2.7, then one
can construct a certain system (3.1) which will not be ISS w.r.t. the impulse time sequence T .

This one can see from the following simple example. Consider

{
ẋ = −cx, t /∈ T,
x(t) = e−dx−(t), t ∈ T

with initial condition x(0) = x0. Its solution for arbitrary time sequence T is given by

x(t) = e−dN(t,t0)−c(t−t0)x0.

If T does not satisfy the gADT condition, then e−dN(t,t0)−c(t−t0) cannot be estimated from above
by L-function, and consequently, the system under consideration is not GAS.

We state also the local version of Theorem 3.2.7:

Theorem 3.2.8. Let V be an exponential LISS-Lyapunov function for (3.1) with corresponding
coefficients c ∈ R, d 6= 0. For arbitrary function h : R+ → (0,∞), s.t. ∃g ∈ L: h(x) ≤ g(x)
for all x ∈ R+ there exist a constant ρ(h), such that the system (3.1) is uniformly LISS with
this ρ over the class S[h] of impulse time-sequences, satisfying (3.26).

Proof. The proof of this result is similar to the proof of Theorem 3.2.7. The only difference is
that one has to choose ρ small enough to guarantee that the system evolves on the domain of
definition of ISS-Lyapunov function V .

3.2.2 Relations between different types of dwell-time conditions

For the system (3.1) which possesses an exponential ISS-Lyapunov function we have introduced
two different types of dwell-time conditions: generalized ADT condtion (3.26) and fixed dwell-
time condition (3.11). In this section we are going to find a relation between these conditions
as well as between ADT condition from [38].

Taking in the gADT (3.26) h(x) = eµ−λx for some µ, λ > 0, we obtain the ADT condition
from [37], [38]:

− dN(t, s)− (c− λ)(t− s) ≤ µ, ∀t ≥ s ≥ t0. (3.32)

The set of impulse time sequences, which satisfies this condition we denote S[µ, λ] := S[eµ−λ·].
The gADT condition (3.26) provides for a system (3.1) in addition to jumps, allowed by

ADT (3.32) the possibility to jump infinite number of times (on the time-interval of the infinite
length), however, these jumps must be ”not too close” to each other. Of course, the more extra
jumps we allow, the larger are the gain γ and function β, which can be seen from the proof.

For a given sequence of impulse times denote by N∗(t, s) the number of jumps within the
time-interval [s, t]. The set of impulse time sequences, for which (3.32) holds with N∗(t, s)
instead of N(t, s), denote by S∗[µ, λ]. We need the following lemma (see [18, Lemma 3.12.]):

Lemma 3.2.5. Let c, d ∈ R, d 6= 0 be given. Then S[µ, λ] = S∗[µ, λ] for all µ, λ > 0.
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Let us show the relation between ADT and FDT conditions.

If the system (3.1) possesses an exponential ISS Lyapunov function with rate coefficients
c, d ∈ R, d < 0 then Theorem 3.2.3 guarantees, that for all δ > 0 and θ > 0, such that

∫ α(a)

a

ds

ϕ(s)
=

−d
c

≤ θ − δ (3.33)

holds the system (3.1) is ISS for the time-sequences from the class Sθ.

Clearly, for all positive numbers θ, δ, satisfying (3.33) there exists λ > 0, such that the
following condition holds with the same θ

1

θ
≤ c− λ

−d , (3.34)

and vice versa.

For a given λ the smallest θ (which corresponds to the largest Sθ) is given by θ∗ =
−d
c−λ

.

Next lemma provides an equivalent representation of the set Sθ∗ .

Lemma 3.2.6. Let c > 0 and d < 0 be given. Then it holds Sθ∗ = S[−d, λ].

Proof. Clearly, for arbitrary T ∈ Sθ∗ it holds

N∗(t, s) ≤ 1 +
c− λ

−d (t− s), ∀t ≥ s ≥ t0,

or

− dN∗(t, s)− (c− λ)(t− s) ≤ −d, ∀t ≥ s ≥ t0. (3.35)

On the contrary, let (3.35) hold. Then for t − s = kθ∗ we obtain N∗(t, s) ≤ k + 1 and for
t− s ∈ ((k− 1)θ∗, kθ∗) it follows N

∗(t, s) ≤ k (since N∗(t, s) is a natural number). This proves
that Sθ∗ = S∗[−d, λ]. From Lemma 3.2.5 the claim of the lemma follows.

In other words, Theorem 3.11, applied to the exponential ISS Lyapunov functions, states
that if the system (3.1) possesses an exponential ISS Lyapunov function V with rate coefficients
c, d, then for all λ > 0 the system (3.1) is ISS for all sequences from the class S[−d, λ].

Remark 3.2.7. Note that for µ ∈ (0,−d) the set of the impulse time sequences, which are
allowed by ADT condition are S[µ, λ] = ∅. Indeed, by the ADT condition for small enough t−s
we obtain

N(t, s)− c− λ

−d (t− s) ≤ µ

−d < 1,

i.e. N(t, s) = 0. Covering [0,∞) by small enough intervals, we obtain that N(t0,∞) = 0, and
the impulses are not allowed.

The relations between different types of dwell-time conditions are summarized in Figure 3.1.
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generalized ADT

−dN(t, s)− c(t− s) ≤ lnh(t− s)

h(x) := eµ−λx

average DT

−dN(t, s)− (c− λ)(t− s) ≤ µ

fixed DT
∫ α(a)
a

ds
ϕ(s) ≤ θ − δ

µ := −d

1
θ ≤ c−λ

−d

Figure 3.1: Relations between different types of dwell-time conditions

3.2.3 Constructions of exponential LISS Lyapunov functions via lin-

earization

Consider an impulsive system (3.1) on a Hilbert space X with a scalar product 〈·, ·〉, and let
A be the infinitesimal generator of an analytic semigroup on X with the domain of definition
D(A). Let a function f : X × U → X be defined on some open set Q, (0, 0) ∈ Q.

In [19, Theorem 3] it was proved that for the system (3.1) with T = ∅ (when only continuous
behavior is allowed) under certain conditions a LISS-Lyapunov function can be constructed.

In this section we prove a counterpart of [19, Theorem 3] for impulsive systems, which
allows us to construct an exponential LISS-Lyapunov function for linearizable systems of the
form (3.1).

Let us assume, that f and g can be decomposed in the following way

f(x, u) = Bx+ Cu+ f1(x, u),

g(x, u) = Dx+ Fu+ g1(x, u),

where C, F ∈ L(U,X), B,D ∈ L(X). Here we denote by L(U,X) a space of linear bounded
operators from U to X, L(X) := L(X,X).

Let also for each constant w > 0 there exists ρ > 0, such that ∀x : ‖x‖X ≤ ρ, ∀u : ‖u‖U ≤ ρ
it holds

‖f1(x, u)‖X ≤ w(‖x‖X + ‖u‖U),

‖g1(x, u)‖X ≤ w(‖x‖X + ‖u‖U).
We recall that a self-adjoint operator P on the Hilbert space X is coercive, if ∃ǫ > 0, such

that

〈Px, x〉 ≥ ǫ‖x‖2X ∀x ∈ D(P ).

The largest of such ǫ is called the lower bound of an operator P .
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Consider a linear approximation of continuous dynamics of a system (3.1):

ẋ = Rx+ Cu, (3.36)

where R = A+ B is the infinitesimal generator of an analytic semigroup (which we denote by
T ), as a sum of the generator of an analytic semigroup A and bounded operator B.

We have the following theorem:

Theorem 3.2.9. If the system (3.36) is ISS and if there exists a bounded coercive operator P ,
satisfying

〈Rx, Px〉+ 〈Px,Rx〉 = −‖x‖2X , ∀x ∈ D(A),

then a LISS-Lyapunov function of (3.1) can be constructed in the form

V (x) = 〈Px, x〉 . (3.37)

Proof. Since P is bounded and coercive, for some ǫ > 0 it holds

ǫ‖x‖2X ≤ 〈Px, x〉 ≤ ‖P‖‖x‖2X , ∀x ∈ X,

and the estimate (3.5) is verified.
Define χ ∈ K∞ by χ(r) =

√
r, r ≥ 0. In [19, Theorem 3] it was proved, that for small

enough ρ1 > 0, ∀x : ‖x‖X ≤ ρ1, ∀u : ‖u‖U ≤ ρ1 it holds

‖x‖X ≥ χ(‖u‖U) ⇒ V̇ (x) ≤ −r‖x‖2X ≤ − r

‖P‖V (x)

for some r > 0.
Now we estimate V (g(x, u)):

V (g(x, u)) = 〈P (Dx+ Fu+ g1(x, u)), Dx+ Fu+ g1(x, u)〉
≤ ‖P‖

(
‖D‖2‖x‖2X + ‖F‖2‖u‖2U + 2‖D‖‖F‖‖x‖‖u‖U

+2(‖D‖‖x‖X + ‖F‖‖u‖U)w(‖x‖X + ‖u‖U) + w2(‖x‖X + ‖u‖U)2
)
.

One can verify, that ∃r2, ρ2 > 0, such that ∀x : ‖x‖X ≤ ρ2, ∀u : ‖u‖U ≤ ρ2

‖x‖X ≥ χ(‖u‖U) ⇒ V (g(x, u)) ≤ r2‖x‖2X ≤ r2
ε
V (x).

Taking ρ := min{ρ1, ρ2}, we obtain, that V is an exponential LISS Lyapunov function for a
system (3.1).

3.3 ISS of interconnected impulsive systems

In the previous subsection we have developed a linearization method for construction of LISS-
Lyapunov functions for impulsive systems (3.1). Now we are going to provide a method for
construction of ISS-Lyapunov functions for interconnected systems which is based on the knowl-
edge of ISS-Lyapunov functions for subsystems.
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Let a Banach space Xi be the state space of the i-th subsystem, i = 1, . . . , n, and U and
Uc = PC(R+, U) be the space of input values and of input functions respectively.

Define X = X1 × . . . × Xn, which is a Banach space, which we endow with the norm
‖ · ‖X := ‖ · ‖X1 + . . .+ ‖ · ‖Xn

.
The input space for the i-th subsystem is X̃i := X1× . . .×Xi−1×Xi+1× . . .×Xn×U . The

norm in X̃i is given by

‖ · ‖X̃i
:= ‖ · ‖X1 + . . .+ ‖ · ‖Xi−1

+ ‖ · ‖Xi+1
+ . . .+ ‖ · ‖Xn

+ ‖ · ‖U .

The elements of X̃i we denote by x̃i = (x1, . . . , xi−1, xi+1, . . . , xn, ξ) ∈ X̃i.
Also let T = {t1, . . . , tk, . . .} be a sequence of impulse times for all subsystems (we assume,

that all subsystems jump at the same time).
Consider the system consisting of n interconnected impulsive subsystems:







ẋi(t) = Aixi(t) + fi(x1(t), . . . , xn(t), u(t)), t /∈ T,
xi(t) = gi(x

−
1 (t), . . . , x

−
n (t), u

−(t)), t ∈ T,
i = 1, n

(3.38)

Here Ai is the generator of a C0 - semigroup on Xi, fi, gi : X × U → Xi, and we assume
that the solution of all subsystems exists, is unique and forward-complete.

For xi ∈ Xi, i = 1, . . . , n define x = (x1, . . . , xn)
T , f(x, u) = (f1(x, u), . . . , fn(x, u))

T ,
g(x, u) = (g1(x, u), . . . , gn(x, u))

T .
By A we denote the diagonal operator A := diag(A1, . . . , An), i.e.:

A =








A1 0 . . . 0
0 A2 . . . 0
...

...
. . .

...
0 0 . . . An








Domain of definition of A is given by D(A) = D(A1)× . . .×D(An). Clearly, A is the generator
of C0-semigroup on X.

We rewrite the system (3.38) in the vector form:
{
ẋ(t) = Ax(t) + f(x(t), u(t)), t /∈ T
x(t) = g(x−(t), u−(t)), t ∈ T.

(3.39)

According to the Proposition 3.2.1 for the i-th subsystem of a system (3.38) the definition of
an ISS-LF can be written as follows. A continuous function Vi : Xi → R+ is an ISS-Lyapunov
function for i-th subsystem of (3.38), if three properties hold:

1. There exist functions ψi1, ψi2 ∈ K∞, such that:

ψi1(‖xi‖Xi
) ≤ Vi(xi) ≤ ψi2(‖xi‖Xi

), ∀xi ∈ Xi

2. There exist χij, χi ∈ K, j = 1, . . . , n, χii := 0 and ϕi ∈ P , so that for all xi ∈ Xi, for all
x̃i ∈ X̃i and for all v ∈ PC(R+, X̃i) with v(0) = x̃i from

Vi(xi) ≥ max{ n
max
j=1

χij(Vj(xj)), χi(‖ξ‖U)}, (3.40)
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it follows
V̇i(xi(t)) ≤ −ϕi (Vi(xi(t))) , (3.41)

where

V̇i(xi) = lim
t→+0

1

t
(Vi(φi,c(t, 0, xi, v)))− Vi(xi)),

and φi,c : R+ × R+ ×Xi × PC(R+, X̃i) → Xi is the solution (transition map) of the i-th
subsystem of (3.38) for the case if T = ∅.

3. There exists αi ∈ P , such that for gains defined above and for all x ∈ X and for all ξ ∈ U
it holds

Vi(gi(x, ξ)) ≤ max{αi(Vi(xi)),
n

max
j=1

χij(Vj(xj)), χi(‖ξ‖U)}. (3.42)

If ϕi(y) = ciy and αi(y) = e−diy for all y ∈ R+, then Vi is called an exponential ISS-
Lyapunov function for the i-th subsystem of (3.38) with rate coefficients ci, di ∈ R.

Now we prove a small-gain theorem for nonlinear impulsive systems. The technique for
treatment of the discrete dynamics is adopted from [64] and [17].

Theorem 3.3.1. Consider the system (3.38). Let Vi be the ISS-Lyapunov function for i-th
subsystem of (3.38) with corresponding gains χij. If the corresponding operator Γ defined by
(1.20) satisfies the small-gain condition (1.24), then an ISS-Lyapunov function V for the whole
system can be constructed as in (1.22) where σ = (σ1, . . . , σn)

T is an Ω-path. The Lyapunov
gain of the whole system can be chosen as in (1.23).

Proof. The part of the proof related to continuous behavior is identical to the proof of [19,
Theorem 5]. There it was proved, that ∀x ∈ X, ξ ∈ U from V (x) ≥ χ(‖ξ‖U) it follows

d

dt
V (x) ≤ −ϕ(V (x)),

for

ϕ(r) :=
n

min
i=1

{(
σ−1
i

)′
(σi(r))ϕi(σi(r))

}

. (3.43)

Function ϕ is positive definite, because σ−1
i ∈ K∞ and all ϕi are positive definite functions.

Thus, implication (3.9) is verified and it remains to check (3.10) (the estimation of ISS-
Lyapunov function on the jumps). With the help of inequality (3.42) we make for all x ∈ X
and ξ ∈ U the following estimates

V (g(x, ξ)) = max
i

{σ−1
i (Vi(gi(x, ξ)))}

≤ max
i

{σ−1
i

(

max{αi(Vi(xi)),
n

max
j=1

χij(Vj(xj)), χi(‖ξ‖U)}
)

}

= max{max
i

{σ−1
i ◦ αi(Vi(xi))},max

i,j 6=i
{σ−1

i ◦ χij(Vj(xj))},max
i

{σ−1
i ◦ χi(‖ξ‖U)}}

= max{max
i

{σ−1
i ◦ αi ◦ σi ◦ σ−1

i (Vi(xi))},max
i,j 6=i

{σ−1
i ◦ χij ◦ σj ◦ σ−1

j (Vj(xj))},

max
i

{σ−1
i ◦ χi(‖ξ‖U)}}.
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Define α̃ := maxi{σ−1
i ◦ αi ◦ σi}. Since αi ∈ P , then α̃ ∈ P . Pick any α∗ ∈ K: α∗(r) ≥ α̃(r),

r ≥ 0. Then the following estimate holds

max
i

{σ−1
i ◦ αi ◦ σi ◦ σ−1

i (Vi(xi))} ≤ α∗(max
i

{σ−1
i (Vi(xi))}) = α∗(V (x)).

Define also η := maxi,j 6=i{σ−1
i ◦ χij ◦ σj} and note that according to (1.21)

η = max
i,j 6=i

{σ−1
i ◦ χij ◦ σj} < max

i,j 6=i
{σ−1

i ◦ σi} = id.

We continue estimates of V (g(x, ξ)):

V (g(x, ξ)) ≤ max{α∗(V (x)), η(V (x)), χ(‖ξ‖U)} = max{α(V (x)), χ(‖ξ‖U)},
where

α := max{α∗, η}. (3.44)

According to Proposition 3.2.1 the function V is an ISS-Lyapunov function of the system (3.1).

Remark 3.3.1. Our small-gain theorem has been formulated for Lyapunov functions in the
form used in Proposition 3.2.1. According to the Proposition 3.2.1 this formulation can be
transformed to the standard formulation, and from the proof it is clear, that the functions α
and ϕ remain the same after the transformation. Next in order to check, whether the system
(3.39) is ISS, one should use Theorem 3.2.3.

3.3.1 Small-gain theorem for exponential ISS-Lyapunov functions

If an exponential ISS-Lyapunov function for a system (3.1) is given, then Theorem 3.2.7 provides
us with the tight estimations of the set of impulse time sequences, w.r.t. which the system (3.1)
is ISS and hence the exponential ISS-Lyapunov functions are ”more valuable”, than the general
ones.

We may hope, that if ISS-Lyapunov functions for all subsystems of (3.38) are exponential,
then the expression (1.22) at least for certain type of gains provides the exponential ISS-
Lyapunov function for the whole system. In this subsection we are going to prove the small-gain
theorem of this type.

Firstly note the following fact

Proposition 3.3.2. Let operator Γ satisfies small-gain condition. Then for arbitrary a ∈
int(Rn

+) the function
σ(t) = Q(at), ∀t ≥ 0 (3.45)

satisfies

Γ(σ(r)) ≤ σ(r), ∀r > 0. (3.46)

Here Q : Rn
+ → R

n
+ is defined by

Q(x) :=MAX{x,Γ(x),Γ2(x), . . . ,Γn−1(x)},
with Γn(x) = Γ ◦ Γn−1(x), for all n ≥ 2. The function MAX for all hi ∈ R

n, i = 1, . . . ,m is
defined by

z =MAX{h1, . . . , hm} ∈ R
n, zi := max{h1i, . . . , hmi}.
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Proof. The result follows from [51, Proposition 2.7 and Remark 2.8]

Define the following class of functions

P := {f : R+ → R+ : ∃a ≥ 0, b > 0 : f(s) = asb ∀s ∈ R+}.

Theorem 3.3.3. Let Vi be an eISS Lyapunov function for the i-th subsystem of (3.38) with
corresponding gains χij, i = 1, . . . , n. Let also χij ∈ P and let the small-gain condition (1.24)
holds. Then the function V : X → R+, defined by (1.22), where the σ is given by (3.45), is an
eISS Lyapunov function for the whole system (3.39).

Proof. Take the Ω-path σ as in (3.45). It satisfies all the conditions of an Ω-path, see Defini-
tion 1.5.2, but with ≤ instead of < in (1.21). However, the proof of Theorem 3.3.1 is true also
for such ”quasi”-Ω-path.

According to Theorem 3.3.1 function V , defined by (1.22) is an ISS Lyapunov function. We
have only to prove, that it is an exponential one.

For all f, g ∈ P it follows f ◦g ∈ P , thus for all i it holds that σi(t) = max{f i
1(t), . . . , f

i
ri
(t)},

where all f i
k ∈ P and ri is finite.

Thus, for each i there exists a partition of R+ into sets Si
j, j = 1, . . . , ki (i.e. ∪ki

j=1S
i
j = R+

and Si
j ∩ Si

s = ∅, if j 6= s), such that σ−1
i (t) = aijt

pij for some pij > 0 and all t ∈ Si
j. This

partition is always finite, because all f i
j ∈ P , and two such functions intersect in no more than

one point, distinct from zero.
Thus, for all i ∈ {1, . . . , n} define a set

Mi =
{
x ∈ X : σ−1

i (Vi(xi)) > σ−1
j (Vj(xj)), ∀j = 1, . . . , n, j 6= i

}
.

Let x ∈ Mi and Vi(xi) ∈ Si
j. Then the condition (1.24) implies (see the proof of [19, Theorem

5])

d

dt
V (x) =

d

dt
(σ−1

i (Vi(xi))) =
d

ds
(aijs

pij)(Vi(xi))
d

dt
(Vi(xi))

Now using (3.41) and (3.8) we have

d

dt
V (x) ≤ −ciaijpij(Vi(xi))pij ≤ −cV (x),

where c = mini,j{cipij}.
We have to prove, that the function α from (3.44) can be estimated from above by linear

function. We choose α∗ := α̃ = maxi{σ−1
i ◦ αi ◦ σi}.

For any fixed t ≥ 0 it holds that σ−1
i ◦ αi ◦ σi(t) = ci = const since αi are linear and σ−1

i

are piecewise power functions. This implies that for some constant k it holds that α∗(t) ≤ kt
for all t ≥ 0.

Since function η from the proof of Theorem 3.3.1 satisfies η < id, it is clear that one can
take α := max{k, 1} Id, and so and the theorem is proved.

Remark 3.3.2. The obtained exponential ISS-Lyapunov function can be transformed to the
implication form with the help of Proposition 3.2.2. Then Theorem 3.2.7 can be used in order
to verify ISS of the system (3.39).
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Let us demonstrate how one can analyze stability of interconnected impulsive systems on
a simple example. Let T = {tk} be a sequence of impulse times. Consider two interconnected
nonlinear impulsive systems

ẋ1(t) = − x1(t) + x22(t), t /∈ T,

x1(t) = e−1x−1 (t), t ∈ T

and

ẋ2(t) = − x2(t) + 3
√

|x1(t)|, t /∈ T,

x2(t) = e−1x−2 (t), t ∈ T.

Both subsystems are uniformly ISS (even strongly uniformly ISS, see [38]) for all impulse
time sequences, since continuous and discrete dynamics stabilize the subsystems and one can
easily construct exponential ISS Lyapunov functions (with certain Lyapunov gains) with posi-
tive rate coefficients for both subsystems. However, arbitrary Lyapunov gains, corresponding to
such ISS-Lyapunov functions will not satisfy small-gain condition, since the continuous dynam-
ics of the interconnected system is not stable. Therefore in order to find the classes of impulse
time sequences for which the interconnected system is GAS, we have to seek for ISS-Lyapunov
functions (and corresponding Lyapunov gains) with one negative rate coefficient.

Take the following exponential ISS-Lyapunov functions and Lyapunov gains for subsystems

V1(x1) = |x1|, γ12(r) =
1
a
r2,

V2(x2) = |x2|, γ21(r) =
1
b

√
r,

where a, b > 0. We have the following implications

|x1| ≥ γ12(|x2|) ⇒ V̇1(x1) ≤ (a− 1)V1(x1),

|x2| ≥ γ21(|x1|) ⇒ V̇2(x2) ≤ (3b− 1)V2(x2).

The small-gain condition

γ12 ◦ γ21(r) =
1

ab2
r < r, ∀r > 0 (3.47)

is satisfied, if it holds

h(a, b) := ab2 > 1. (3.48)

Take an arbitrary constant s such that 1
b
< 1

s
<

√
a. Then Ω-path can be chosen as

σ1(r) = r, σ2(r) =
1

s

√
r, ∀r ≥ 0.

Then

σ−1
2 (r) = s2r2, ∀r ≥ 0.
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In this case an ISS-Lyapunov function for the interconnection, constructed by small-gain design,
is given by

V (x) = max{|x1|, s2|x2|2}, where
1

b
<

1

s
<

√
a and x = (x1, x2)

T

and we have the estimate

V (g(x)) = V (e−1x) ≤ e−1V (x). (3.49)

Thus, we can take d = −1 for the interconnection. The estimates of the continuous dynamics
for V are as follows: For |x1| ≥ s2x22 >

1
a
x22 = γ12(|x2|) it holds

d

dt
V (x) =

d

dt
|x1| ≤ (a− 1)|x1| = (a− 1)V (x),

and |x1| ≤ s2x22 < γ−1
21 (|x2|) implies

d

dt
V (x) =

d

dt

(
s2x22

)
=

d

dt

(
s2V2(x2)

2
)
≤ 2(3b− 1)s2|x2|2 = 2(3b− 1)V (x).

Overall, for all x we have:

d

dt
V (x) ≤ max{(a− 1), 2(3b− 1)}V (x). (3.50)

Function h, defined by (3.48), is increasing w.r.t. both arguments (since a, b > 0), hence in
order to minimize c := max{(a− 1), 2(3b− 1)}, we have to choose (a− 1) = 2(3b− 1). Then,
from (3.47) we obtain the inequality

(1 + 2(3b− 1))b2 > 1.

Thus, the best choice for b is b ≈ 0.612 and V is an exponential ISS-Lyapunov function for
an interconnection with rate coefficients with d = −1 and c = 2 · (3 · 0.612− 1) = 1.672.

The ISS-Lyapunov function for an interconnection is constructed, and one can apply Theo-
rem 3.2.7 in order to obtain the classes of impulse time sequences for which the interconnection
is GAS.

3.3.2 Relation between small-gain and dwell-time conditions

So far we have seen how small-gain and dwell-time conditions can be used to verify stability of
interconnected system. The small gain condition (1.24) requires that the gains of subsystems
must be small enough so that their cycle compositions are less then the identity, namely

γk1k2 ◦ γk2k3 ◦ . . . ◦ γkp−1kp(s) < s (3.51)

for all (k1, ..., kp) ∈ {1, ..., n}p, where k1 = kp and for all s > 0. The condition in cyclic form
(3.51) is equivalent to the condition (1.24), see [22], and is widely used in the literature [46].

In particular a large gain of one subsystem can be compensated by a small gain of another
one to satisfy (1.24). A choice of gains depends on the choice of an ISS-Lyapunov function in
its turn.
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The dwell-time condition is imposed on α and ϕ from (3.6) or the rate coefficients c and d in
case of exponential ISS-Lyapunov functions. It requires that the jumps happen with a certain
frequency.

The inequalities (3.6) show how fast the value of V (x(·)) changes outside of the region
{x : V (x) < γ(|u|)} with the time t. In the previous example we have seen that the larger is the
gain function, the larger the rate coefficients c and d can be chosen and hence the more impulse
time sequences satisfy the dwell-time condition (3.26). However in case of interconnected
systems large gains are not desired, because of the small-gain condition. Hence there is a trade-
off between the size of the gains (which we like to have as small as possible) and the decay
rate of V (x(·)). This leads to interdependence in the choice of gains and rate coefficients in the
stability analysis of interconnected systems. In general case this dependence is rather involved.
To shed light on this issue we restrict ourselves in this section to the case of systems possessing
exponential ISS-Lyapunov functions with linear gains.

Consider an interconnected impulsive system of the form (3.38), and assume that for each i
there is a positive definite and radially unbounded continuous function Vi for the i-th subsystem,
such that for almost all xi ∈ Xi and all u ∈ U the following dissipative inequalities hold:

V̇i(xi) ≤ −c̃Vi(xi) + max
j 6=i

{χijVj(xj), χi(‖u‖U)}, (3.52)

Vi(gi(x, u)) ≤ max{e−dVi(xi), χi(‖u‖U)}, (3.53)

where χij ∈ R+, c̃, d ∈ R, and χi ∈ K can be nonlinear functions. We have assumed here for
simplicity, that the subsystem affect each other during continuous flow only. At the impulse
times the jumps of subsystems are independent on each other.

Let us illustrate the trade-off mentioned above. By the inequalities (3.52) and (3.53) function
Vi is an ISS-Lyapunov function in dissipative formulation for the i-th subsystem, see [38].
This form provides us with a freedom to choose the gains during transformation of equation
(3.52) from the dissipation form into the implication form which we need in order to apply
Theorem 3.3.3.

Let k ∈ (0,∞) be the scaling coefficient that allows to adjust the gains to satisfy the
small-gain condition. We define

γij :=
1

k
χij, γi :=

1

k
χi, Γk := (γij)i,j=1,...,n. (3.54)

If

max
j 6=i

{γijVj(xj), γi(‖u‖U)} =
1

k
max
j 6=i

{χijVj(xj), χi(‖u‖U)} ≤ Vi(xi)

holds, then it follows from (3.52) that

V̇i(xi) ≤ (−c̃+ k)Vi(xi) := −ckVi(xi), (3.55)

holds for almost all xi, with ck := c̃− k.
This shows that Vi is an exponential ISS-Lyapunov function of the i-th subsystem in the

sense of Definition 3.2.1 with the rate coefficients ck and d and gains γij for which our small-gain
theorem can be applied.
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Define the linear operator Γk : Rn
+ → R

n
+ by (Γk(s))i = max

j 6=i
{γijsj}. For this operator the

small-gain condition (1.24) is equivalent (see [21]) to

ρ(Γk) < 1 ⇔ ρ := ρ(χij) < k,

where ρ(·) denotes the spectral radius of a matrix.

In this case according to Theorem 3.3.3 an exponential Lyapunov function can be con-
structed, moreover, an Ω-path can be chosen as a vector of linear functions and the rate
coefficients of the ISS-Lyapunov function for a whole system will be ck and d.

If k ∈ (ρ, c̃) and d > 0, then both rate coefficients of the exponential ISS-Lyapunov functions
Vi are positive and hence the system under consideration is ISS for all impulsive time sequences.

Let us consider the case when d < 0 and k ∈ (ρ, c̃), when the rate coefficients are of
different signs, and consequently one has to use dwell-time conditions in order to find the
classes of impulse time sequences w.r.t. which the system is ISS.

The dwell-time condition (3.32) for d < 0 reads in this situation as

N(t, s) ≤ 1

−d(µ+ (c− λ)(t− s)) = µ
′

+ (
c

−d − λ
′

)(t− s), ∀t ≥ s ≥ t0, (3.56)

where µ
′
= µ

−d
and λ

′
= λ

−d
.

For given c, d, λ, µ denote the set of impulse time sequences, which satisfies (3.56) by
Sc,d[µ, λ].

Take c1, c2 > 0 and d1, d2 < 0 such that c1
−d1

> c2
−d2

. Then ∀λ2, µ2 > 0 ∃λ1, µ1 > 0:
Sc2,d2 [µ2, λ2] ⊂ Sc1,d1 [µ1, λ1]. Thus, the set Sc,d[µ, λ] crucially depends on the value of c

−d
. We

will call c
−d

the frequency of impulse times.

For the gains as in (3.54) the frequency of impulse times is equal to

ω(k) :=
ck
−d =

c̃− k

−d , (3.57)

and the possible values of k are contained in (ρ, c̃).

It is clear that ω is decreasing w.r.t. k on the interval (ρ, c̃), as well as the gains Γk defined
by (3.54). Moreover, limk→ρ ρ(Γk) = 1 and limk→c̃ ω(k) = 0.

In particular, it holds

ρ→ c̃⇔ min
k∈(ρ,c̃)

ρ(Γk) = 1 ⇔ max
k∈(ρ,c̃)

ω(k) = 0.

We summarize our investigations in the following proposition:

Proposition 3.3.4. Let Vi be an ISS-Lyapunov function for the i-th subsystem, i = 1, . . . , n
and the inequalities (3.52) and (3.53) hold with d < 0 and c̃ > ρ and let the gains are defined
as in (3.54). Then the possible values of k are contained in (ρ, c̃), and on this interval the
smaller are the gains, the smaller is the frequency of impulses allowed by dwell-time condition.
Moreover, if for all admissible gains Γk it holds ρ(Γk) → 1, then the frequency of impulse times
ω(k) → 0 for all k ∈ (ρ, c̃).
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3.4 Concluding remarks and open questions

Some of the open questions for continuous systems, formulated in Section 2.7, have their direct
counterparts in impulsive systems theory. In particular, it is important to develop an ISS theory
for less regular input functions (e.g. Lp-functions with respect to time).

Another possible direction for a future work is a transfer of results presented in this chapter
to time-delay impulsive systems (in Lyapunov-Krasovskii and Lyapunov-Razumikhin method-
ology), see [18] for preliminary results in this direction. But there arise also essentially new
problems:

Interconnections of systems, each of which possesses its own sequence of impulse

times. Consider a system, corresponding to (3.38) (with the same assumptions on the state
and input spaces etc.) but so that each subsystem possesses its own sequence of impulse times
Ti 





ẋi(t) = Aixi(t) + fi(x1(t), . . . , xn(t), u(t)), t /∈ Ti,
xi(t) = gi(x

−
1 (t), . . . , x

−
n (t), u

−(t)), t ∈ Ti,
i = 1, n

(3.58)

In contrast to the system (3.38), it is not possible to rewrite the system (3.58) in the form (3.1).
One can construct the aggregate sequence of impulse times for the whole system as T := ∪n

i=1Ti,
but the function g for the whole system will still depend on the time-sequences Ti, i = 1, . . . , n.
Consequently, the theory, developed in this chapter as well as (at least to a knowledge of the
author) in the other literature on ISS of impulsive systems cannot be applied to such systems.
Development of such theory is an interesting topic for future research.

Dwell-time conditions for hybrid systems. In the last years the interesting results
in ISS of finite-dimensional hybrid systems have been established [8], [64] in the framework,
developed in [31]. But the tools developed there (ISS-Lyapunov functions for hybrid systems)
make possible only a treatment of systems for which both continuous and discrete dynamics
stabilizes the system.

Dwell-time conditions for the case when either continuous or discrete dynamics destabilizes
the system have not been developed within ISS theory of hybrid systems.

However, already in the book [71] it was proved (roughly speaking) that a hybrid system
without external inputs which possesses a Lyapunov function is GAS for impulse time sequences
(which depend on the state of the system) if nonlinear FDT condition holds and certain other
conditions are fulfilled.

The question is whether this result can be generalized for the case of ISS of hybrid systems
with external inputs. Note, that the framework for study of hybrid systems, used in [71] is
different from that from [31], [64].
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Conclusion

In this work we have developed an ISS theory for infinite-dimensional systems. The general
framework, which we use, encompasses the ODE systems, systems with time-delays as well as
many classes of evolution PDEs and is consistent with the current definitions of ISS for ODEs
and time-delay systems, see Section 1.4.

Our guideline was a development of Lyapunov-type sufficient conditions for ISS of the
infinite-dimensional systems and elaboration of methods for construction of ISS-Lyapunov func-
tions.

In Section 2.2 we have proved, that existence of an ISS-Lyapunov function implies ISS
of general control systems and we have shown, how our definition of ISS-Lyapunov function
reduces to the standard one in the case of finite-dimensional systems. For the systems, governed
by differential equations in Banach spaces we established in Section 2.4 a small-gain theorem,
which provides us with a design of an ISS-Lyapunov function for an interconnection of ISS
subsystems, provided the ISS-Lyapunov functions for the subsystems are known and small-gain
condition holds. The tightness of the small-gain condition has been investigated as well, see
Section 1.5.4. For constructions of local ISS-Lyapunov functions the linearization method has
been proposed in Section 2.3, which is a good alternative to Lyapunov methods provided the
system is linearizable.

For impulsive systems we developed Lyapunov-type stability conditions for impulsive sys-
tems for the case when the ISS-Lyapunov function is of general type (nonexponential) as well
as when the ISS-Lyapunov function is exponential. To provide the classes of impulse time
sequences, for which the system is ISS, we have used nonlinear fixed dwell-time condition from
[71] and generalized average dwell-time (gADT) condition, which contains ADT condition from
[38] as a special case. The small-gain theorems as well as linearization method have been
generalized to the case of impulsive systems in Sections 3.2.3 and 3.3.

Altogether these results provide us with a firm basis for investigation of input-to-state
stability of general control systems. However, it is only a first step in construction of a whole
ISS theory of infinite-dimensional systems. If we look on the Figure 1 in Introduction we see,
that two big problems remain open.

A broad field, full of nontrivial problems, are the characterizations of ISS for infinite-
dimensional systems. Sontag and Wang solved this problem in papers [77] and [78] for finite-
dimensional systems (with X = R

n and Uc = L∞(R+,R
m)). For the infinite-dimensional case

the complexity of the problem increases significantly not only because the state spaceX becomes
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an arbitrary Banach space, but also because the regularity of the inputs may play an important
role, and the type of the system itself may become important. It is possible, that some char-
acterizations can be proved for the general control systems as in Definition 1.2.1, some - only
for the systems governed by differential equations in Banach spaces, or more special classes of
systems. The converse Lyapunov theorem is another desired fundamental theoretical result,
which is beyond the scope of this thesis.

These two questions do not deplete the vast field of problems, opened for a spirit of research.
I recall here only some possible directions for a future investigation.

Most part of results in this thesis as well as in another papers on ISS theory of infinite-
dimensional systems [62], [68], [51] have been proved for either piecewise-continuous or con-
tinuous inputs. On the one side it is quite restrictive for many applications, in particular, for
PDEs, on the other it doesn’t give us a full right to say that the current infinite-dimensional
theory generalizes the corresponding theory for ODEs and time-delay systems, since in these
theories usually the class of essentially bounded Lebesgue measurable inputs is used.

Another important issue is how general can be the systems for which the small-gain theo-
rems, which provide the construction of a single Lyapunov function for a system can be proved.
We have proved them for the systems of differential equations in Banach spaces. However, in
[51] the general vector Lyapunov small-gain theorem has been proved for substantially more
general class of the systems, however, without construction of a single ISS-Lyapunov function
for the system. Is it possible to prove ”constructive” small-gain theorems for such general
control systems? Can one generalize in the same way our results on impulsive systems (when
either continuous or discontinuous behavior is destabilizing)?

The theory of interconnected impulsive systems has been developed in the Chapter 3 under
assumption that the impulse time sequences for all subsystems are the same. Under this
supposition we could generalize the small-gain theorems for the impulsive systems. Dropping
this assumption out, we obtain a more general class of systems, than the impulsive systems,
considered in the current literature on ISS of impulsive systems. How will look the theory for
this new class of impulsive systems?

Many other problems have been mentioned in the last sections of preceding chapters. I
hope the other researchers will find this field fruitful and promising, and that this work has
contributed to our understanding of the ISS theory.
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Appendix

5.1 Semigroups of bounded operators

In this section we introduce basic definitions and state known results from semigroup theory,
needed in our exposition.

Main definitions

Let X be a Banach space, and L(X) be the space of bounded linear operators, defined on X.

Definition 5.1.1 (Strongly continuous semigroup). A family of operators {T (t), t ≥ 0} ⊂
L(X), is called a strongly continuous semigroup (for short C0-semigroup), if it holds that

1. T (0) = I.

2. T (t+ s) = T (t)T (s), ∀t, s ≥ 0.

3. For all x ∈ X function t 7→ T (t)x belongs to C([0,∞), X).

Take Uc := {0}, i.e. the input space consists of only one element, and define φ(t, x, 0) :=
T (t)x, t ≥ 0. It is easy to see, that Σ := (X, {0}, φ) is a control system according to Defini-
tion 1.2.1.

We will deal with special classes of C0-semigroups:

Definition 5.1.2. A C0-semigroup T is called an analytic semigroup if instead of 3. it holds
that

• T (t)x→ x as t→ +0, for all x ∈ X.

• t 7→ T (t)x is real analytic for all t ∈ (0,∞) for all x ∈ X.

Definition 5.1.3. The linear operator L (possibly unbounded), defined by Lx = limt→+0
1
t
(T (t)x−

x) with domain of definition D(L) = {x ∈ X : limt→+0
1
t
(T (t)x − x) exists} is called the in-

finitesimal generator of a C0-semigroup.

93



94 CHAPTER 5. APPENDIX

Stability of semigroups

Here we provide the stability notions for C0-semigroups T := {T (t), t ≥ 0}. They will be
needed in Section 2.1.

Definition 5.1.4. A strongly continuous semigroup T is called

1. Exponentially stable, if ∃ω > 0, such that lim
t→∞

eωt‖T (t)‖ = 0.

2. Uniformly stable, if lim
t→∞

‖T (t)‖ = 0.

3. Strongly stable, if lim
t→∞

‖T (t)x‖X = 0 ∀x ∈ X.

Note that strong stability of a semigroup T is what we call attractivity of a corresponding
dynamical system Σ := (X, {0}, φ). It holds

Lemma 5.1.1 (Proposition 1.2, p. 296 in [28]). A C0-semigroup is uniformly stable iff it is
exponentially stable.

Uniform stability implies strong stability, but the converse implication doesn’t hold in gen-
eral.

We need the methods for checking of the exponential stability of the C0-semigroups.

Lemma 5.1.2. Let ω0 := inft>0(
1
t
log ‖T (t)‖) be well-defined. Then ∀ω > ω0 there exists Mω:

‖T (t)‖ ≤Mωe
ωt.

Definition 5.1.5. The constant ω0 from the previous lemma is called growth bound of a C0

semigroup.

Denote by ℜ(λ) the real part of a complex number λ.

Definition 5.1.6. Let T be C0-semigroup and A be its generator. If ω0 = supλ∈Spec(A) ℜ(λ),
then we say, that T (t) satisfies the spectrum determined growth assumption.

In contrast to the finite-dimensional case, not all C0-semigroups satisfy the spectrum de-
termined growth assumption (see [12], p.222 and Exercise 5.6 in the same book). However, it
holds

Proposition 5.1.1 (see Theorem 5.1.1 from [36]). Analytic semigroups satisfy the spectrum
determined growth assumption.

Another method for the proof of exponential stability of semigroups is the Lyapunov method.
In what follows let X be a Hilbert space with inner product 〈·, ·〉.

Definition 5.1.7. A self-adjoint operator P on the Hilbert space X is positive, if

〈Px, x〉 > 0 ∀x ∈ D(P )\{0}.

The following criterion is of great importance in particular for the proof of linearization
theorem for nonlinear systems with inputs.
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Theorem 5.1.2 (see [12], p. 217). Suppose that A is the infinitesimal generator of a C0

semigroup T (t) on a Hilbert space X. Then T is exponentially stable iff there exists a positive
operator P ∈ L(X), such that

〈Ax, Px〉+ 〈Px,Ax〉 = −‖x‖2X , ∀x ∈ D(A). (5.1)

In this case a Lyapunov function V can be chosen as V (x) = 〈Px, x〉.
Remark 5.1.3. An equivalent formulation of the Theorem 5.1.2 can be obtained if one takes
”≤” instead of ”=” in (5.1). The proof is similar to the proof of Theorem 5.1.2.

5.2 Bochner integration theory

For the work with infinite-dimensional systems we use Bochner integration theory.
Within this section X is a Banach space, B is a Borel σ-field over R and µ is a Lebesgue

measure on (R, B). Also f and fi, i = 1, n denote functions from R to X if not mentioned
otherwise.

Definition 5.2.1. We call f a countably valued function if the image Im(f) of f is a countable
set and for all xi ∈ Im(f) it follows Ai := {s ∈ R : f(s) = xi} ∈ B.

Definition 5.2.2. We say that a sequence of functions fi converges to f almost everywhere if
∃S ∈ B: µ(S) = 0 and ∀x ∈ R\S lim

n→∞
‖fn(x)− f(x)‖X = 0.

Definition 5.2.3. We call f strongly measurable iff there exists a sequence of countably valued
functions which converges to f a.e.

Now we define a Bochner integral

Definition 5.2.4. For a countably-valued function f its Bochner integral over the set E ⊂ R

is defined by

(B)

∫

E

fdµ =
∑

i

xiµ(E ∩ Ai).

Definition 5.2.5. A function f we call Bochner-integrable over E if there exist a sequence of
countably-valued functions fi which converges to f a.e. such that

lim
i→∞

(L)

∫

E

‖f(x)− fi(x)‖Xdx = 0,

where (L)
∫

denotes a usual Lebesgue integral. In this case Bochner-integrable of f is defined
by

(B)

∫

E

fdµ = lim
i→∞

(B)

∫

E

fidµ.

By definition, a Bochner-integrable function has to be strongly measurable. Even more:

Theorem 5.2.1 (Theorem 3.7.4. in [39]). A function f : R → X is Bochner-integrable iff it is
strongly measurable and (L)

∫

R
‖f(x)‖dx <∞.

Proposition 5.2.2 (See p. 84 in [39]). If the function f : [a, b] → X is continuous then it is
strongly measurable.
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5.3 Differential equations in Banach spaces

Let A be a generator of a semigroup T (t).
Consider the following problem:

{
ẋ = Ax+ f(t),
x(0) = x0.

(5.2)

Definition 5.3.1. A function x ∈ C1([0, T ], X) is called a strong solution of a problem (5.2)
on time-interval [0, T ], if x(t) ∈ D(A) for t ∈ [0, T ] and x satisfies (5.2) for t ∈ [0, T ].

Theorem 5.3.1 (Corollary 1.2 in [90]). Let x0 ∈ D(A) and f ∈ C1([0, T ], X). Then the strong
solution of (5.2) on time-interval [0, T ] is given by:

x(t) = T (t)x0 +

∫ t

0

T (t− s)f(s)ds. (5.3)

Definition 5.3.2. For arbitrary Bochner integrable function f we call the function x ∈ C([0, T ], X),
given by a formula (5.3) a weak solution of a problem (5.2).

Now we turn to consider semilinear problems in abstract spaces, where A is a generator of
C0-semigroup:

{
ẋ = Ax+ f(x),
x(0) = x0.

(5.4)

Definition 5.3.3. A function f : X → X is called Lipschitz continuous on bounded subsets of
X, if ∀M > 0 exists L(M) > 0, such that:

‖f(y)− f(x)‖ ≤ L(M)‖y − x‖, ∀x, y ∈ BM ,

where BM is a ball in X with center at 0 and radius M .

We consider a weak form of a problem (5.4):

x(t) = T (t)x0 +

∫ t

0

T (t− s)f(x(s))ds (5.5)

It holds (see [9], p. 56):

Theorem 5.3.2. Let f be Lipschitz on bounded domains, and let M > 0 and x0 be such that
‖x‖ ≤ M . Then ∃T > 0, such that there exists a unique solution u ∈ C([0, T ], X) of (5.5) on
[0, T ].

5.4 Function spaces and inequalities

In the applications of the general theory to the problems arising in partial differential equations,
we exploit the following function spaces
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• Ck
0 (0, d) is the space of k times continuously differentiable functions

f : (0, d) → R with compact in (0, d) support.

• Lp(0, d) is the space of p-th power integrable functions f : (0, d) → R with the norm

‖f‖Lp(0,d) =

(∫ d

0

|f(x)|pdx
) 1

p

.

• W p,k(0, d) is the Sobolev space of functions from the space Lp(0, d), which have weak
derivatives of order ≤ k, all of which belong to Lp(0, d). Norm in W p,k(0, d) is defined by

‖f‖W p,k(0,d) =

(
∫ d

0

∑

1≤s≤k

∣
∣
∣
∣

∂sf

∂xs
(x)

∣
∣
∣
∣

p

dx

) 1
p

. (5.6)

• W p,k
0 (0, d) is the closure of Ck

0 (0, d) in the norm of W p,k(0, d).

• Hk(0, d) = W 2,k(0, d), Hk
0 (0, d) = W 2,k

0 (0, d).

Inequalities

Let U be an open bounded region in R
n. We state basic inequalities in Lp and Sobolev spaces

used throughout Chapter 2.
Hölder’s inequality. Assume a ≤ p, q ≤ ∞ and 1

p
+ 1

q
= 1. Then if u ∈ Lp(U), v ∈ Lq(U),

then
∫

U

|u(x)v(x)|dx ≤ ‖u‖Lp(U)‖v‖Lq(U). (5.7)

Cauchy-Schwarz’ inequality. The special case of Hölder’s inequality for p = q = 2 is
called Cauchy-Schwarz’ inequality

∫

U

|u(x)v(x)|dx ≤ ‖u‖L2(U)‖v‖L2(U). (5.8)

We need the following version of Friedrich’s inequality

Theorem 5.4.1 (Friedrich’s inequality). For every u ∈ H1
0 (U) holds that

∫

U

u2dx ≤ 1

µ1

∫

U

|∇u|2dx, (5.9)

where µ1 is the smallest (positive) eigenvalue of the following eigenvalue problem

{
∆u+ µu = 0,
u(x) = 0, x ∈ ∂U.

(5.10)
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Proof. Firstly let u ∈ C∞
c (U) be a smooth function with compact support in U . Consider an

eigenvalue problem (5.10). Let the eigenvalues of this problem and corresponding orthonormal
eigenvectors are given as µi and φi, i = 1, . . . ,∞ respectively, and µi is increasing. Then
u =

∑∞
i=1 aiφi. Since the function u is smooth, we can apply Green’s formula [29, Theorem 3,

p. 628]
∫

U

|∇u|2dx = −
∫

U

u∆udx =
∞∑

i=1

a2iµi ≥ µ1

∞∑

i=1

a2i = µ1

∫

U

u2dx.

To verify (5.9) for all u ∈ H1
0 (U), one can use the approximation technique, see [29, Chapter

5, par. 5.3].

Another Friedrichs’-like inequality will be useful:

Theorem 5.4.2. For every u ∈ H2(U) ∩H1
0 (U) holds

∫

U

|∇u|2dx ≤ 1

µ1

∫

U

|∆u|2dx, (5.11)

where µ1 is the smallest (positive) eigenvalue of the problem (5.10)

Proof. For every u ∈ C∞
c (U) integrating by parts and using Cauchy-Schwarz inequality and

inequality (5.9), we obtain:

∫

U

|∇u|2dx = −
∫

U

u∆udx ≤
(∫

U

u2dx

) 1
2
(∫

U

(∆u)2dx

) 1
2

≤ (5.12)

(
1

µ1

∫

U

|∇u|2dx
) 1

2
(∫

U

(∆u)2dx

) 1
2

. (5.13)

For all functions, which are not constant a.e. we obtain (5.11) dividing both parts of the above

inequality by
(∫

U
|∇u|2dx

) 1
2 . For functions, which are constants a.e. (5.11) is trivial. To prove

the needed inequality for all u ∈ H2(U) ∩H1
0 (U), one can use approximation technique.

In particular, if U = [0, l], then the eigenvalues of (5.10) are µn =
(
πn
l

)2
, n = 1, . . . ,∞, and

we have:

Corollary 5.4.3 (Wirtinger’s inequality). For every u ∈ H2([0, l]) ∩H1
0 ([0, l]) holds that

∫ l

0

|∇u|2dx ≤ l2

π2

∫ l

0

|∆u|2dx, (5.14)

5.5 Some lemmas from analysis

Lemma 5.5.1. Let {x1k}∞k=1, . . ., {xmk }∞k=1 be sequences of real numbers.
Let the limit limk→∞ max1≤i≤m{xik} exist. Then it holds that

lim
k→∞

max
1≤i≤m

{xik} = max
1≤i≤m

{ lim
k→∞

xik}, (5.15)

where limk→∞x
i
k is the upper limit of the sequence xik.
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Proof. For all k ∈ N define i(k) = argmax1≤i≤m{xik} - the index of the maximal element of
{xik}, i = 1, . . . , n (if there are more than one maximal element, than take arbitrary index).

Then max1≤i≤m x
i
k = x

i(k)
k for all k ∈ N. Extract from the sequence {xi(k)k } the maximal

subsequences of the form {xj
nj
k

}, j = 1, . . . ,m, where nj
k is the monotone increasing sequence

of indexes. At least some of {xj
nj
k

}, j = 1, . . . ,m are infinite (without loss of generality let it be

{x1
n1
k

}).
The sequence {xi(k)k } is convergent, hence all its subsequences are convergent and have the

same limit value. Thus we obtain

lim
k→∞

max
1≤i≤m

{xik} = lim
k→∞

x
i(k)
k = lim

k→∞
x1n1

k
≤ lim

k→∞
x1k ≤ max

1≤i≤m
lim
k→∞

xik. (5.16)

To obtain the reverse inequality, take any sequence {xink
}, such that

lim
k→∞

xink
= max

1≤i≤m
lim
k→∞

xik.

We have that max1≤i≤m{xink
} ≥ xink

, and so

lim
k→∞

max
1≤i≤m

{xik} ≥ max
1≤i≤m

{ lim
k→∞

xik}. (5.17)

From (5.16) and (5.17) we obtain (5.15).

Corollary 5.5.1. Let fi : R → R are defined and bounded in some neighborhood D of t = 0.
Then it holds

lim
t→0

max
1≤i≤m

{fi(t)} = max
1≤i≤m

{lim
t→0

fi(t)} (5.18)

Proof. Under made assumptions the upper limits in both parts of the equation (5.18) exist.
From max1≤i≤m{fi(t)} ≥ fi(t) ∀i = 1, . . . ,m, for all t ∈ D. Thus,

lim
t→0

max
1≤i≤m

{fi(t)} ≥ max
1≤i≤m

{lim
t→0

fi(t)}

To prove the converse inequality, we use Lemma 5.5.1.

lim
t→0

max
1≤i≤m

{fi(t)} = sup
tnk

→0
lim
k→∞

max
1≤i≤m

{fi(tnk
)}

= sup
tnk

→0
max
1≤i≤m

{ lim
k→∞

fi(tnk
)} ≤ max

1≤i≤m
{lim
t→0

fi(t)},

where the sup is taken over all convergent to 0 sequences tnk
.
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