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Abstract

This thesis is concerned with the mathematical homogenization of thermoelasticity mo-
dels with moving boundary describing solid-solid phase transformations occurring in
highly heterogeneous, two-phase media.

In the �rst part of this thesis, existence and uniqueness of weak solutions are established
under the assumption that the changes in the geometry, which are due to the moving
boundary, are given a priori. This is achieved after a transformation of coordinates to a
�xed referential geometry. In addition, uniform a priori estimates are provided. Via an
argument utilizing the concept of two-scale convergence, a corresponding homogenized
model with distributed time and space dependent microstructures is derived. Quantita-
tive error estimates measuring the accuracy and e�cacy of the homogenized model are
investigated. While such estimates seem not to be obtainable in the fully coupled set-
ting, optimal convergence rates are proven for some special scenarios where the coupling
mechanisms between the mechanical part and the heat part are simpli�ed.

In the second part, a more general scenario, in which the geometric changes are not
assumed to be prescribed at the outset, is considered. Starting with the normal velocity
of the interface separating the competing phases, a speci�c transformation of coordi-
nates, the so-called Hanzawa transformation, is constructed. This is achieved by (i)
solving a non-linear system of ODEs characterizing the motion of the interface and (ii)
using the Implicit Function Theorem to arrive at the height function parametrizing this
motion. Based on uniform estimates for the functions related to the transformation of
coordinates, the strong two-scale convergence of these functions is shown. Finally, these
results are used to establish the corresponding homogenized model.



Zusammenfassung

Diese Arbeit befasst sich mit der mathematischen Homogenisierung von Thermo-Elasti-
zitäts-Modellen mit beweglichen Rändern zur Beschreibung von fest-fest Phasentrans-
formationen in äuÿerst heterogenen zwei-Phasen-Medien.

Im ersten Teil der Arbeit werden Existenz und Einzigkeit einer schwachen Lösung un-
ter der Annahme gezeigt, dass die sich aus den Phasentransformationen ergebenden
Geometrieänderungen a priori bekannt sind. Dies gelingt nach einer Koordinatentrans-
formation zu einer festen Referenzgeometrie. Zusätzlich werden gleichmäÿige a-priori-
Abschätzungen gewonnen. Mittels des Konzeptes der Zwei-Skalen-Konvergenz wird das
entsprechende hochskalierte Modell mit verteilten zeit- und ortsabhängigen Mikrostruk-
turen hergeleitet. Um die Genauigkeit und E�zienz des homogenisierten Problems
einzuschätzen, werden quantitative Fehlerabschätzungen untersucht. Auch wenn es so
scheint als wenn diese für das vollständig gekoppelte Problem nicht gezeigt werden kön-
nen, werden solche optimalen Konvergenzraten in speziellen Situationen, in welchen
Vereinfachungen bei der Kopplung zwischen der Mechanik und der Wärmeleitung ange-
nommen werden, nachgewiesen.

Im zweiten Teil wird der allgemeinere Fall betrachtet in welchem die Geometrieände-
rungen nicht als im voraus bekannt vorausgesetzt werden. Mit einer Funktion, die die
Normalengeschwindigkeit der Grenz�äche, welche die konkurrierenden Phasen trennt,
beschreibt wird eine spezielle Koordinatentransformation, die so genannte Hanzawa-
Transformation, konstruiert. Hierbei wird zunächst ein nicht-lineares die Bewegung der
Grenz�äche charakterisierendes ODE-System gelöst, um dann mit Hilfe des Satzes über
implizite Funktionen die Existenz einer parametrisierenden Höhenfunktion herzuleiten.
Basierend auf zudem gewonnen a-priori-Abschätzungen für die Koordinatentransforma-
tion wird weiterhin die starke zwei-Skalen-Konvergenz einiger zugehöriger Funktionen
gezeigt. Diese Resultate werden dann abschlieÿend genutzt, um das zugehörige homo-
genisierte Modell herzuleiten.
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CHAPTER 1

Introduction

The ever increasing demand for mechanically engineered, complex materials like metallic
alloys, ceramics, or composites calls for an improved understanding of the underlying
physical and chemical processes involved in the manufacturing of these materials. Ge-
nerally speaking, the properties of a particular material are not fully described only
by their chemical composition, i.e., the constituents along with their relative numbers;
we also have to account for their structure, i.e., the speci�c geometric arrangements
of the constituents. Changes in that structure, which are usually described as a type
of phase transformations and which can occur as the result of, for example, changes
in temperature or internal stresses, are important processes in the manufacturing of
materials.

Often, the spatial scale at which we can observe these structures and their changes is of
several orders of magnitude below the size of the materials themselves � in such cases,
we refer to these structures as microstructures of a macroscopic object.1 Microstructu-
ral changes in solid materials are usually accompanied by mechanical e�ects like local
stresses or dislocations which can profoundly in�uence the properties of the macroscopic
object ([Voo04]); see also Section 1.1 for a concrete example. This observation led to
the following question motivating the mathematical research of this thesis:

Underlying research question

How can we identify and e�ectively describe the way in which phase transform-
ations at the microscale in�uence the macroscopic properties of materials?

To tackle this question, two separate tasks, which lead to di�erent mathematical pro-
blems with distinct challenges, have to be considered:

(i) First, we have to model the mechanisms of the phase transformations. This is
done in the context of moving boundary problems.

1In the mathematical community, the meaning of the quanti�ers micro and macro is a bit looser
then in the physics and engineering community where atomic, nano, or meso are also used and
where these quanti�ers have �xed ranges. In this work, we use micro and macro only to distinguish
between two di�erent length scales.
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(ii) Second, we have to connect the di�erent spatial scales. Here, we rely on the theory
of mathematical homogenization.

Moving boundary problems are a special class of nonlinear problems � usually given
in the form of partial di�erential equations � where the (continuous) evolution of a
boundary with respect to time is considered and where this evolution is not known at
the outset, i.e., determining the precise boundary evolution is part of the mathematical
problem. In the case of phase transformations, this boundary represents the contact
surface between di�erent phases. Here, the growth of one phase at the expanse of
another is the driving force behind this boundary evolution. Due to their intrinsic
nonlinear structure, these problems are mathematically challenging and they are actively
researched; see, e.g., [CS05, PS16].

In problems that exhibit di�erent scales, it is not feasible to resolve them numerically.
However, to the degree that the e�ects on the microscale are important in describing the
macroscopic behavior, ignoring the microscale is also counterproductive. As a conse-
quence, there is a general interest in establishing e�ective models in a trade-o� between
the two mutually exclusive goals of:

(i) Accuracy : The model must be as accurate and precise as possible and, as a con-
sequence, be mindful of the microstructure and/or potential micro e�ects.

(ii) E�cacy : The model must be simple enough so that it allows for e�cient numerical
simulations.

In the context of mathematical homogenization, such e�ective models are derived via
some speci�c limit analysis in the framework of singular perturbed problems � a procedure
which can be interpreted as some sort of averaging. As general references, see [PS08,
Tar10].

By proposing the analysis and homogenization of mathematical models describing phase
transformations at the microscale, we aim to combine methods from the analysis of
moving boundary problem and mathematical homogenization. This leads to several
signi�cant mathematical challenges including:

� Estimates: The motion of the phase boundary needs to be su�ciently regular and
satisfy estimates that are uniform with respect to the scale parameter.

� Convergence: As we are considering singular perturbed problems, strong con-
vergence of the involved functions can not be expected and, as the problem is
non-linear, weak convergence is not su�cient to pass to the limit.

� Errors/Correctors: When measuring the accuracy of the homogenized model, ap-
propriate correctors have to be identi�ed together with certain additional regula-
rity conditions that have to be met.

It is worth noting that, in the context of homogenization, there already are some results
for stationary moving boundary problems � often referred to as free boundary problems

2



1. Introduction

� like di�erent kinds of obstacle problems [KS14, KS16] or �ame propagation [CLM06]
but less seems to be known for non-stationary moving boundary problems. Some partial
results were obtained in the context of front propagation [BCN11, LS05] or for the
chemical degradation of concrete [Pet09].

This thesis is organized as follows:

� In Chapter 2, we introduce the notations speci�c to this thesis and collect mathe-
matical tools regarding hypersurfaces, coordinate transforms, and homogenization
that are frequently used throughout this work.

� In Chapter 3, we propose a mathematical model to describe phase transformations
in a thermoelasticity setting for highly heterogeneous two-phase media. This mo-
del � and slight variations thereof � are the focus of Chapter 4, Chapter 5, and
Chapter 6.

� In Chapter 4, we consider the two-phase thermoelasticity model proposed in Chap-
ter 3 while assuming the a priori knowledge of the geometry changes. For this
setting, we study the analysis and homogenization of the problem. Most results
of this chapter, Section 4.1 to Section 4.4, are published in [EM17b].

� In Chapter 5, we investigate quantitative error estimates regarding the homogeni-
zation procedure outlined in Chapter 4. While comprehensive estimates seem to
not be obtainable in the fully-coupled case, explicit rates with respect to the scale
parameter are proven under certain reasonable simpli�cations. These results are
published in [EM17a].

� In Chapter 6, we consider a more general scenario where the changes in the geome-
try are not assumed to be prescribed at the outset. Given the normal velocity of
the interface, we establish the corresponding geometry changes and a coordinate
transform describing these changes. In addition, we investigate the limit behavior
of the functions related to the transformation.

� Finally, in Chapter 7, we brie�y summarize our main results and present an outlook
for possible future work. In particular, we point out the remaining claims still
needed to be proven for a complete treatment of the homogenization of the full
moving boundary problem.

1.1 Example: Bainitic phase transformation in steel

Steel, which is an alloy of iron, carbon, and, to a lesser extent, other elements like
chromium or nickel, is a prime example of a complex material where the macroscopic
properties of the material are highly dependent on the underlying microstructures and
on the con�guration of di�erent phases. The interplay of processes taking place on
di�erent scales in this material is still not su�ciently understood.

3



1.1. Example: Bainitic phase transformation in steel

Cooling or heating of a steel induces phase transformations which not only in�uence the
macroscopic mechanical properties of the steel but might also induce macroscopic plastic
e�ects. As an example of such a phase transformation, we are particularly interested in
the formation of Bainite from Austenite. Austenite is a particular phase of steel where
the iron atoms are arranged in a face-centered cubic con�guration and, depending on
the carbon concentration of the particular steel, it is the state of matter of steel in a
temperature range of 727� up to 1450�.

Cooling Austenite steel into the range of 250� up to 550� evokes a transformation
to Bainitic steel, [BH06].2 In this temperature range, di�usion of carbon, which is an
important factor in many transformations in steel, is comparably slow. The Austenite to
Bainite transformation is assumed to be partially di�usive � via di�usion of carbon � and
partially displacive � via instantaneous, coordinated movement of groups of atoms. The
overall process, however, is still not su�ciently understood, cf. [Fie13], which is why we
are interested in this speci�c example. The displacive part is naturally associated with
local stresses that are assumed to induce macroscopic plastic e�ects like transformation-
induced plasticity (TRIP) ([WBDH08]).

In the context of this speci�c scenario, the leading research question is:

Research question in the case of Bainite formation

Starting o� from a mathematical model describing the formation of Bainite and
using the framework of mathematical homogenization, is it possible to identify
and understand the link to the TRIP-e�ect as the macroscopic average (in some
sense) of the local mechanical e�ects accompanying the formation of Bainite?

2Higher temperatures will lead to Pearlite and lower temperatures to Martensite.

4



CHAPTER 2

Mathematical preliminaries

In this chapter, we collect some tools which we frequently use in this thesis. After intro-
ducing some notations and de�nitions, we present, in Section 2.2, concepts and results
regarding hypersurfaces of Rn. In Section 2.3, we introduce coordinate transforms in the
form of motions and related results (transport theorems and transformation formulas).
Here, Lemma 2.9 is of particular importance as it ensures the existence of a coordinate
transform in our speci�c setting. Finally, in Section 2.4, we give the basic results on
two-scale convergence and its relationship with periodic unfolding.

2.1 Notations and de�nitions

Let V = (V, ∥·∥) be a real Banach space. Its topological dual V ′ is de�ned as the space of
linear and continuous operators F : V → R and, when equipped with the corresponding
operator norm, V ′ is itself a Banach space. The dual pairing between F ∈ V ′ and v ∈ V
is de�ned via ⟨F, v⟩V ′V = F (v). The inner product of a Hilbert space H, we denote by
(·, ·) with two exceptions: we use the dot symbol for the inner product in R3 and the
double dot symbol for the Frobenius inner product in R3×3.

For functions that depend on time and on two spatial variables, as in v : S×Ω×Y → Rn,
we denote the derivatives of v with respect to the di�erent variables with a subscript
t, x, and y indicating di�erentiation with respect to time, the �rst, and the second
spatial variable, respectively. That is, ∂tv : S × Ω × Y → Rn denotes the derivative
with respect to time, Dxv, Dyv : S × Ω× Y → Rn×3 denote the overall derivative with
respect to the respective space variables, and D(x,y)v : S × Ω × Y → Rn×6 denotes the
overall spatial derivative. For functions that only depend on one spatial variable, we
set D = Dx. Analogously, we also introduce nabla operators (∇, ∇x, ∇y), divergence
operators (div, divx, divx) as well as linearized strain tensors (e(·) = 1/2(D · +(D·)T ),
ex(·), ey(·)). In Section 2.2, we also introduce surface derivatives (∇Γ, divΓ). Finally,
we indicate composition of di�erent operators as a product, e.g., ∂tDx, and composition
of the same operator as exponentiation, e.g., D2

y.
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2.2. Hypersurfaces

Regarding the function spaces that appear in this work (e.g., Lebesgue, Sobolev, and
Bochner spaces), we use the notation as introduced in [AF03, List of Spaces and Norms,
p. xii] with a few notable exceptions:

� For open sets S ⊂ R and Ω ⊂ R3 and for k, l ∈ N, we set

W (k,l),∞(S × Ω)

=
{
u ∈ L∞(S × Ω) : ∂itu,D

j
xu ∈ L∞(S × Ω) (1 ≤ i ≤ k, 1 ≤ j ≤ l)

}
.

� In Section 2.2, we introduce Lp(Γ) and W l,p(Γ) as Lebesgue and Sobolev spaces
for surfaces.

� We use the number sign (#) subscript to indicate periodicity: for Y = (0, 1)3, we
set

C#(Y ) := {u ∈ C(R) : u(y) + u(y + ej) for all y ∈ R and j = 1, 2, 3}.

Similarly, we take C∞
# (Y ), W 1,2

# (Y ), and L2
#(Y ).

We point out some speci�c notations which are consistently used throughout the the-
sis:

� A subscript ε denotes dependency on the scale parameter ε > 0.

� Starting in Section 2.2, superscripts (i) (i = 1, 2) always indicate a�liation to the
corresponding phase.

� Only in Chapter 3, subscripts kin and c refer to the kinematic and and the current
con�guration

� Starting in Section 4.2, a superscript r indicates a transformation to the reference
con�guration.

� Starting in Section 4.4, a superscript h refers to a homogenized quantity.

2.2 Hypersurfaces

In this work, particularly in Chapter 6, we repeatedly make use of some rudimentary
concepts related to compact sub-manifolds of Rn. For a detailed treatment of manifolds
and hypersurfaces in the context of partial di�erential equations, we refer to [Aub82,
PS16].

Let Ω ⊂ Rn be a bounded domain and let Γ ⊂ Rn be the boundary of a domain
Ω(2) ⊂ Ω (that is Γ = ∂Ω(2)) where Ω(2) ⊂ Ω. We set Ω(1) = Ω \ Ω(2). The set Γ ⊂ Rn

is called Ck-hypersurface (k ≥ 1) if, for every γ ∈ Γ, there is a δ > 0 and a Ck-function

6
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ργ : Bδ(γ) → R such that1

(i) Γ ∩Bδ(γ) = {x ∈ Bδ(γ) : ργ(x) = 0},

(ii) |∇ργ(x)| ≠ 0,

(iii) ργ(x) < 0 for all x ∈ Ω(2) ∩Bδ(γ).

This is to say that the surface can be locally represented as the zero set of a Ck-function.
A hypersurface is called bounded or compact if it is bounded or compact as a subset
of Rn, respectively. A compact hypersurface whose boundary is empty is called closed.2

In the following, we are only interested in closed C2-hypersurfaces. In this setting, the
normal vector �elds and the curvature �elds are well-de�ned.

The outer unit normal vector �eld nΓ : Γ → Rn is given via nΓ(γ) = ∇ργ(γ)

|∇ργ(γ)| and the

mean curvature function HΓ : Γ → R via HΓ(γ) = 1
n−1

div
(

∇ργ(γ)

|∇ργ(γ)|

)
. In addition, we

introduce the shape tensor (sometimes referred to as Weingarten map) LΓ : Γ → Rn×n

via LΓ(γ) = D
(

∇ργ(γ)

|∇ργ(γ)|

)
. Note that LΓ(γ) is symmetric and LΓ(γ)n(γ) = 0 for all

γ ∈ Γ. We have (n− 1)HΓ(γ) = trLΓ(γ). As continuous functions over a compact set,
both |HΓ| and |LΓ| are bounded. More speci�cally, we have

|LΓ(γ)| = max{|κΓ,i(γ)| : i ∈ {1, ...n}}

where κΓ,j : Γ → R (j ∈ {1, ..., n − 1}) denote the functions of eigenvalues of LΓ (so
called principal curvatures). Note that these quantities are independent of the choice of
(ργ)γ∈Γ, we refer to [PS16, Section 2.1].

The following result regarding C2-hypersurfaces is important because it ensures the
existence of tubular neighborhoods; see Figure 2.1.

Lemma 2.1. Every closed C2-hypersurface Γ ⊂ Rn satis�es uniform interior and exte-
rior ball conditions. That is, there exist radii r(i) > 0 such that, for every γ ∈ Γ, there
are x(i) ∈ Ω(i) for which Br(i)(x

(i)) ⊂ Ω(i) and Br(i)(x
(i)) ∩ Γ = {γ}.

Proof. More generally, the statement holds true even in the case of C1,1-regularity and,
even stronger, the uniform ball condition implies C1,1-regularity. See [Dal14, Theorem
1.8]. As a simple counterexample for a closed C1-surface, take Γ = [0, 1]2 ∩ {(x, y) ∈
R2 : y = |x| 32}.

Let Γ ⊂ Rn be a closed C2-hypersurface and let s(i) be the supremum over all possible

1In general, a hypersurface does not need to be the boundary of a domain but we are only interested
in this type of hypersurface.

2Note that it is not su�cient for the set to be closed in Rn with the closed upper hemisphere � subset
of ∂B1(0) where all coordinates are non-negative � being an obvious counterexample.
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Ω(1)

Ω(2)

Γ

Figure 2.1: Interior and exterior uniform ball condition for a closed C2-hypersurface Γ bounding a
domain Ω(2).

radii for which it satis�es the ball conditions,3 i.e.,

s(i) = sup{r > 0 : for every γ ∈ Γ there are x(i) ∈ Ω(i)

such that Br(x
(i)) ⊂ Ω(i) and Br(x

(i)) ∩ Γ = {γ}}. (2.1)

The radii s(i) are connected to the principal curvatures of the surface Γ via the estimate

min{s(1), s(2)} ≤ min{|LΓ(γ)|−1 : γ ∈ Γ}. (2.2)

The curvature of Γ is not su�cient to determine this minimum4 as it is also connected
to the topology of Γ. For example, the domain Ω(2) might be extremely narrow in some
region or dist(Γ, ∂Ω) might be small. For the outer radius, we have s(2) = dist(Γ, ∂Ω)
for Ω(2) convex.

For small δ > 0, we set a(i) = (1− δ) s(i) and introduce the function

Λ: Γ× (−a(2), a(1)) → UΓ ⊂ Rn, Λ(γ, s) = γ + snΓ(γ) (2.3)

where UΓ is a tubular neighborhood of Γ given as

UΓ = Γ ∪
⋃
i=1,2

{
x ∈ Ω(i) : dist(x,Γ) < a(i)

}  
=:U

(i)
Γ

.

Note that the factor 1 − δ ensures that Ω(i) \ UΓ are non-empty, open sets. See also
Figure 2.2.

3In general, Γ does not satisfy the uniform ball condition with radii s(i). Take the sphere ∂BR(0) of
radius R ∈ R and center 0 ∈ Rn; it satis�es a uniform interior ball condition for all r < R but not
for r = R.

4That is, we do not expect equality in inequality (2.2).
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Ω(1)

Ω(2)

UΓ

Γ

U
(2)
Γ

U
(1)
Γ

Figure 2.2: Tubular neighborhood UΓ (dark grey area) and its interior and exterior part, U
(2)
Γ and U

(1)
Γ ,

respectively, of a hypersurface Γ bounding a domain Ω(1). Note that UΓ = Γ ∪ U
(1)
Γ ∪ U

(2)
Γ .

Lemma 2.2. Let Γ ⊂ Rn be a closed C2-hypersurface for k ≥ 2. Then, the function
Λ: Γ× (−a(2), a(1)) → UΓ as de�ned in line (2.3) is a C1-di�eomorphism.5

Proof. We refer to [PS16, Section 3.1, p.65].

We introduce the signed distance function

dΓ : UΓ → (−a(2), a(1)), dΓ(y) =

{
dist(y,Γ), y ∈ Ω(1)

− dist(y,Γ), y ∈ Ω(2)

as well as the projection PΓ : UΓ → Γ to the nearest point on the surface. These functions
allow for the representation of the inverse of Λ as

Λ−1 : UΓ → Γ× (−a(2), a(1)), Λ(y) = (PΓ(x), dΓ(x))
T .

As a consequence, we can infer dΓ ∈ C1(UΓ, (−a(2), a(1))) and PΓ ∈ C1(UΓ,Γ). It can be
shown that the distance function inherits its regularity from the hypersurface.

Lemma 2.3. Let Γ be a closed Ck-hypersurface (k ≥ 2) with tubular neighborhood UΓ.
Then, dΓ ∈ Ck(UΓ, (−a(2), a(1))). The derivatives of dΓ and PΓ are given via

DdΓ(x) = (nΓ (PΓ(x)))
T ,

DPΓ(x) =M (PΓ(x), dΓ(x))
[
I− nΓ(PΓ(x))⊗ nΓ(PΓ(x))

]
where

M : Γ× (−a(2), a(1)) → R3×3, M(γ, s) = (I− sLΓ(γ))
−1 .

Furthermore, for the second derivative of dΓ, we have the implicit relation

D2dΓ(x) = −LΓ(PΓ(x))(I− dΓ(x)LΓ(PΓ(x)))
−1.

5The function is bijective, and both s as well as its inverse s−1 are continuously di�erentiable.
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U
(2)
Γ W

(2)
Γ

Γ

Figure 2.3: Generalized neighborhood W
(2)
Γ for an ellipsoidal surface Γ in comparison to its tubular

neighborhood U
(2)
Γ . In addition, the smallest and biggest interior balls corresponding to the

maximal and minimal curvature, respectively, are added. Here, only the interior parts are
shown.

Proof. For the regularity of dΓ, we refer to [Foo84]. The structure of the derivatives
can be found in [PS16, Chapter 2, Section 3.1]. The invertibility of I − sLΓ(γ) over
Γ×(−a(2), a(1)) is a consequence of the uniform bound 2|LΓ(γ)| ≤ (min{a(1), a(2)})−1.

Note that Lemma 2.3 implies ∇dΓ = nΓ ◦ PΓ.

Remark 2.4. Note that the a(i) may be far from optimal for some parts of the interface
where wider neighborhoods are acceptable. It is possible to generalize the concept of
tubular neighborhoods of width a(i) to exploit �regional di�erences� in curvature and
topology. For every γ ∈ Γ, let � compare with equation (2.1) �

ς(i)(γ) = sup{r > 0 : there is x(i) ∈ Ω(i) s.t. Br(x
(i)) ⊂ Ω(i), Br(x

(i)) ∩ Γ = {γ}}

and introduce functions α(i) : Γ → R via α(i)(γ) = (1 − δ)ς(i) for the same δ ∈ (0, 1)
as for the de�nition of the a(i). Clearly, α(i)(γ) ≥ a(i) for all γ ∈ Γ; see Figure 2.3.
Moreover, since Γ is a C2-hypersurface (implying that the curvature �eld is continuous),
the α(i) are continuous. We refer to the set

WΓ = Γ ∪
⋃
γ∈Γ

{
x ∈ Ω(i) : dist(x, γ) < α(i)(γ)

}
  

=:W
(i)
Γ

as the generalized neighborhood of Γ. This implies UΓ ⊂ WΓ as well as W (i)
Γ ⊂ U

(i)
Γ .

De�niton 2.5. Let Σ ⊂ UΓ be a C1-hypersurface. If there is a function h : Γ →
(−a(2), a(1)) such that

Σ = {x ∈ UΓ : x = γ + h(γ)nΓ(γ), γ ∈ Γ},

we say that Σ is normally parametrizable with respect to Γ. The function h is called
height function. We distinguish between the positive part, h(1) := h+ = max{0, h}, and
the negative part h(2) := h− = max{0,−h}.

Note that h = h(1) − h(2). Moreover, we can estimate h(i) ≤ a(i) for i = 1, 2.
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Ω(1)

Ω(2)

UΓ

Γ

Σ

Figure 2.4: C2- hypersurface Γ with its tubular neighborhood UΓ and surface Σ ⊂ UΓ (dotted line)
which is normally parametrizable with respect to Γ.

As Ck-surfaces can be locally represented as the null set of Ck-functions (with non vanis-
hing gradient), the Implicit Function Theorem6 can be used to arrive at the equivalent
characterization via Ck-regular local charts between open sets of the surface and Rn−1.
Using the structure of Rn−1 and the charts mediating between the surface and Rn−1, it
is then possible to introduce derivatives (up to order k) of functions f : Γ → R. Here,
the important step is to ensure that this de�nition is actually independent on the parti-
cular local charts (note that the level set functions pertaining to a particular surface are
not unique). For a rigorous introduction to derivatives on surfaces, we refer to [PS16,
Section 2.1].

Now, let Γ ⊂ R3 be a Ck-surface (k ≥ 2), f1 : Γ → R and f2 : Γ → R3. If these functions
are su�ciently regular, we denote the surface gradient by ∇Γ (so ∇Γf1 : Γ → R3), the
surface divergence by divΓ (so divΓ f2 : Γ → R), and the Laplace-Beltrami operator by
∆Γ (so ∆Γf1 := divΓ∇Γf1 : Γ → R).

The surface Γ can also be equipped with a surface measure σ (which it also inherits via
the local charts). We introduce the corresponding Lebesgue-spaces Lp(Γ) (1 ≤ p ≤ ∞)
as well as Sobolev spaces

W l,p(Γ) := {f ∈ Lp(Γ) : |∇j
Γf | ∈ Lp(Γ) (j ≤ l)} (1 ≤ p ≤ ∞, l ≤ k).

Finally, we introduce the jump operator denoting the jump across a hypersurface Γ; for
(u(1), u(2)) ∈ C0(Ω(1)) × C0(Ω(2)), we get JuK ∈ C0(Γ) via JuK(γ) = u(1)(γ) − u(2)(γ).
Using the continuity of the trace operator, we extend this to (u(1), u(2)) ∈ W 1,2(Ω(1))×
W 1,1(Ω(2)), where JuK ∈ L2(Γ) is de�ned as the di�erence of the traces.

6For the statement and a proof, we refer to [Zei86, Theorem 4.B].
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2.3 Coordinate transforms

In this section, we collect the important basic tools and concepts regarding coordinate
transforms. For a comprehensive treatment, we refer to [MH94]. Note that similar
introductions done in the context of homogenization problems can be found in [Mei08,
Dob12].

In the following, let Ω ⊂ R3 be a bounded Lipschitz domain and S = (0, T ) denote a
time interval of interest. Moreover, let Ω(1), Ω(2) ⊂ Ω be domains where Ω(2) ⊂ Ω, where
Γ := ∂Ω(2) is a C2-surface, and where Ω = Ω(1) ∪ Ω(2) ∪ Γ. Finally, let UΓ ⊂ Ω be a
tubular neighborhood of Γ and denote by Λ the corresponding C1-di�eomorphism.

We say that a function s : Ω → s(Ω) ⊂ R3 is a regular Ck-deformation of the domain
Ω if s is a Ck-di�eomorphism and if det(Ds(x)) > 0 for all x ∈ Ω. As Ω is compact,
s(Ω) is also compact, hence, there is c > 0 such that det(Ds(x)) > c for all x ∈ Ω.
The positivity of the determinant excludes re�ections. Consequently, only orientation
preserving transformations are considered.

We are especially interested in deformations that are time dependent, often called (re-
gular) motions.

De�niton 2.6. A regular Ck-motion of a Lipschitz domain Ω over time interval S is
a function s : S × Ω → R3 such that st := s(t, ·) is a regular Ck-deformation for every
t ∈ S and s ∈ Ck(S × Ω;R3).

Now, let s : S × Ω → R3 be a regular Ck-motion (k ≥ 2) and set Q =
⋃

t∈S{t}× s(t,Ω).
We introduce F : S × Ω → R3×3 via F (t, x) = Ds(t, x) and J : S × Ω → (0,∞) via
J(t, x) = det(Ds(t, x)). It holds Piola's identity div(JF−1) = 0. By abuse of notation,
we introduce a function s−1 : Q→ Ω via s−1(t, x) = s−1

t (x).

For functions g : Q → R and h : S × Ω → R, we de�ne the function corresponding to
the initial con�guration ĝ : S × Ω → R via ĝ(t, x) = g(t, s(t, x)) as well as the function
corresponding to the current con�guration ĝ : Q → R via ĝ(t, x) = g(t, s−1(t, x)). Due
to the regularity and properties of s, we have g ∈ W 1,2(Q) if and only if ĝ ∈ W 1,2(S×Ω).
As a relation for the derivatives, a straightforward calculation involving the chain rule
leads us to

∇g = F−T∇ĝ, ∂tg = ∂tĝ +∇ĝ · F−1∂ts.

2.3.1 Transport theorems

When deriving mathematical models based on balance laws, we encounter terms like

d

dt

∫
A(t)

φ(t, x) dx,

where φ is a density corresponding to some physical quantity (say, mass or energy) and
the evolution t ↦→ A(t) is the result of some motion. Resolving above di�erentiation
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is standard in the case that A(0) is a domain and φ continuously di�erentiable; the
corresponding statement is known as Reynold's Transport Theorem. Here, we collect
the needed generalizations tailored to the situation of this work.

Theorem 2.7 (Transport theorem (for Sobolev functions)). Let s : S × Ω → R3 be
a C1-motion and u ∈ W 1,1(Q), where Q =

⋃
t∈S ({t} × s(t,Ω)). Then, the function

t ↦→
∫
s(t,Ω)

u(t, x) dx is an element of W 1,1(S) and it holds (for a.a. t ∈ S)

d

dt

∫
s(t,Ω)

u(t, x) dx =

∫
s(t,Ω)

∂tu(t, x) + div(u(t, x)v(t, x)) dx (2.4)

where v(t, x) = ∂ts(t, s
−1(t, x)).

Proof. In the case of u ∈ C1(Q)∪C(Q), equation (2.4) is the classical Reynold's trans-
port theorems; we refer to [EGK11, Satz 5.4] and [TM00, Proposition 1.3]. A proof of
this more general statement can be found in [BMSR+11].

Alternatively, equation (2.4) can also be understood as

d

dt

∫
s(t,Ω)

u(t, x) dx =

∫
s(t,Ω)

∂tu(t, x) dx+

∫
∂(s(t,Ω))

u(t, x)v(t, x) · n dσ

in the sense of traces. Here, n = n(t, x) denotes the outside pointing unit normal vector
of the domain s(t,Ω).

A straightforward consequence of Equation (2.4) is given via:

Corollary 2.8. Let s : S × Ω → R3 be a C1-motion and u(i) ∈ W 1,1(Q(i)), where Q(i) =⋃
t∈S
(
{t} × s(t,Ω(i))

)
(i = 1, 2). Then, the functions t ↦→

∫
s(t,Ω(i))

u(t, x) dx are elements
of W 1,1(S) and it holds (for a.a. t ∈ S)

d

dt

∫
s(t,Ω)

u(t, x) dx =
2∑

i=1

∫
s(t,Ω(i))

∂tu(t, x) + div(u(t, x)v(t, x)) dx

−
∫
Γ(t)

JuKv · nΓ(t, γ) dγ. (2.5)

Proof. Apply Theorem 2.7 to both space-time cylinders Q(i) and add the results. We
also point out the reference [WB16] where similar situations are considered.

2.3.2 Hanzawa transformation

Models describing phase transformations via sharp interfaces, which are the focus of
this work, involve changes in the geometry. One possible way to deal with these changes
is to perform a change of coordinates to some �xed reference geometry (as would seem
natural, one usually chooses the initial geometry). Of particular interest to us is the
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Hanzawa transformation which is concerned with transformations between hypersur-
faces that are normally parametrizable. Provided that the height function connecting
such hypersurfaces is su�ciently regular and satis�es certain estimates, we can show
that there exists a corresponding C1-deformation:

Lemma 2.9. Let Σ ⊂ UΓ be a closed C1-hypersurface which is parametrizable with
respect to Γ (in the sense of De�nition 2.5). If the corresponding height function h : Γ →
(−a(2), a(1)) satis�es h ∈ C1(Γ) as well as the estimate

sup

{
2∑

i=1

5

a(i)
|h(i)(γ)|+ 2|∇Γh(γ)| : γ ∈ Γ

}
≤ 1

2
, (2.6)

then there exists a regular C1-deformation s : Ω → Ω such that Σ = s(Γ).

Proof. Let χ ∈ D(R≥0) be a cut-o� function such that

0 ≤ χ ≤ 1, χ(r) = 1 if r <
1

3
, χ(r) = 0 if r >

2

3

In addition, let χ′(r) < 0 if 1/3 < r < 2/3 as well as ∥χ′∥∞ ≤ 4. We introduce a
function s : Ω → R3 via

s(x) =

⎧⎪⎪⎨⎪⎪⎩
x+ h(PΓ(x))n(PΓ(x))χ

(
dist(x,Γ)

a(1)

)
, x ∈ U

(1)
Γ ∪ Γ

x+ h(PΓ(x))n(PΓ(x))χ
(

dist(x,Γ)

a(2)

)
, x ∈ U

(2)
Γ

x, x /∈ UΓ

.

Note that, we then have s(γ) = γ+h(γ)nΓ(γ) for γ ∈ Γ. We show that s has the desired
properties.

(i) Tracking of the interface (Σ = s(Γ)). This follows directly via the de�nition of the
function s and the de�nition of the height function given by De�nition 2.5.

(ii) Regularity. As the pieces of s are composed of C1-functions, s|U(i)
Γ

∈ C1(U
(i)
Γ )

and, since χ(r) = 1 for all r < 1/3, we infer s|UΓ
∈ C1(UΓ). Also, s(x) = x if either

d
(1)
Γ > 2/3a(1) or d(2)Γ > 2/3a(2), which implies s ∈ C1(Ω).

(iii) Invertibility. We show that s is injective and s(Ω) = Ω. Due to s(UΓ) ⊂ UΓ and
s|(Ω\UΓ) = Id, we only have to consider s|UΓ

. For �xed γ ∈ Γ, we introduce the function

fγ : [−a(2), a(1)] → [−a(2), a(1)], fγ(r) =

{
r + h(γ)χ

(
r

a(1)

)
, r ≥ 0

r + h(γ)χ
( −r
a(2)

)
, r < 0.

Then, fγ ∈ C1([−a(2), a(1)]), where

f ′
γ(r) =

⎧⎪⎨⎪⎩
1 + h(γ)

a(1)
χ′ ( r

a(1)

)
, r ≥ 0,

1− h(γ)

a(2)
χ′ ( r

a(2)

)
, r < 0.
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Positivity of this derivative implies that fγ is injective as long as |h(i)(γ)| < a(i)/4 (note
that χ′ ≤ 0 and |χ| ≤ 4). This estimate holds true by assumption; see inequality (2.6).
In addition, as f is continuous and both f(−a(2)) = −a(2) and f(a(1)) = a(1), f is also
onto.

Now, let x1, x2 ∈ UΓ such that s(x1) = s(x2). From PΓ ◦ s|UΓ
= PΓ, we infer PΓ(x1) =

PΓ(x2) =: γ. Now, there are three di�erent scenarios: either both points are in U (1)
Γ ∪Γ,

both points are in U (2)
Γ , or there is one point in each of these sets. The last scenario,

however, is absurd because dΓ(x1) and dΓ(x2) have di�erent signs but still dΓ(s(x1)) =
dΓ(s(x2)). For the other two scenarios, dΓ(s(x1)) = dΓ(s(x2)) implies

dΓ(x1) + h(γ)χ

(
dist(x,Γ)

a(i)

)
= dΓ(x2) + h(γ)χ

(
dist(x,Γ)

a(i)

)
for some i = 1, 2, or, equivalently,

f (dΓ(x1)) = f (dΓ(x2)) .

Since dΓ(x1) = dΓ(x2) (injectivity of the function f) and PΓ(x1) = PΓ(x2), it follows that
x1 = x2. Now, let x ∈ UΓ and set γ = PΓ(x). Since f is onto, there is β ∈ [−a(2), a(1)]
such that f(β) = dΓ(x). This implies s(γ + βn(γ)) = x.

(iv) Positivity of the Jacobian determinant and regularity of the inverse. We introduce
F := Ds : Ω → R3×3 and claim that

∥F − Id∥∞ ≤ 1

2
. (2.7)

If inequality (2.7) holds, F (x) is invertible and det(F (x)) > 0 for all x ∈ Ω. Via the
Inverse Function Theorem, we are then able to infer s−1 ∈ C1(Ω).

We show that inequality (2.7) is valid. We have F|Ω\UΓ
= Id as well as F|U(i)

Γ
= Id+Dψ(i)

(i = 1, 2), where ψ(i) : Ω → R3 are given via

ψ(i)(x) = h(PΓ(x))n(PΓ(x))χ

(
dist(x,Γ)

a(i)

)
.

For x ∈ U
(i)
Γ , we calculate

∇ψ(i)(x) = ∇ (h(PΓ(x)))
T n(PΓ(x))χ

(
dist(x,Γ)

a(i)

)
+∇ (n(PΓ(x)))h(PΓ(x))χ

(
dist(x,Γ)

a(i)

)
+ h(PΓ(x))∇

(
χ

(
dist(x,Γ)

a(i)

))T

n(PΓ(x)). (2.8)

Taking into consideration Lemma 2.3 and the fact that dist(x,Γ) = dΓ(x) for x ∈ U
(1)
Γ
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and dist(x,Γ) = −dΓ(x) for x ∈ U
(2)
Γ , this leads to

∇ψ(i)(x) = (−1)i+1h(PΓ(x))

a(i)
χ′
(
dist(x,Γ)

a(i)

)
[n(PΓ(x))⊗ n(PΓ(x))]

− h(PΓ(x))χ

(
dist(x,Γ)

a(i)

)
LΓ(PΓ(x))M (dΓ(x), PΓ(x)) (I3 − n(PΓ(x))⊗ n(PΓ(x)))

+ χ

(
dist(x,Γ)

a(i)

)[
n(PΓ(x))⊗M (dΓ(x), PΓ(x))∇Γh(PΓ(x))

]
. (2.9)

Due to 2|LΓ(γ)| ≤ (min{a(1), a(2)})−1, we estimate

|M(r, γ)| ≤ 1

|1− |rLΓ(γ)||
≤ 2 (r ∈ [−a(2), a(1)], γ ∈ Γ).

For the individual terms in equation (2.9), we get⏐⏐⏐⏐h(PΓ(x))

εa
χ′
(
dist(x,Γ)

a(i)

)[
n(PΓ(x))⊗ n(PΓ(x))

]⏐⏐⏐⏐ ≤ 4

a(i)
∥h∥∞ ,

⏐⏐⏐⏐h(PΓ(x))χ

(
dist(x,Γ)

a(i)

)
LΓ(PΓ(x))

M(dΓ(x), PΓ(x)) (I− n(PΓ(x))⊗ n(PΓ(x)))

⏐⏐⏐⏐ ≤ 1

a(i)
∥h∥∞ ,

⏐⏐⏐⏐χ(dist(x,Γ)

a(i)

)[
n(PΓ(x))⊗M(dΓ(x), PΓ(x))∇Γh(PΓ(x))

]⏐⏐⏐⏐ ≤ 2 ∥∇Γh∥∞ .

and, in summary,

|∇ψ(i)(x)| ≤ 1

2
(x ∈ U

(i)
Γ ).

2.4 Mathematical homogenization

On an abstract level, mathematical homogenization is concerned with the mathemati-
cally rigorous development of tools and methods that are able to distill (in some sense)
the e�ective or averaged properties of a parametrized family of problems. More concre-
tely, the goal is to derive averaged representations of the properties of complex materials
and processes.

The general approach in homogenization is a two-step process:

(i) The real problem with the real parameter ε0 is embedded into an family of pro-
blems with ε0 replaced by ε > 0.
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2. Mathematical preliminaries

Ω
(2)
ε

Ω
(1)
ε

Figure 2.5: Rectilinear domain Ω with εY -periodic subdomains Ω
(1)
ε (white) and Ω

(2)
ε (grey).

(ii) A limit procedure ε→ 0 (in some sense) is employed.

Note that such a limit procedure is not really meaningful from a physical point of
view, since the size of the micro structure is �xed and since values of ε that are, e.g.,
smaller than the Planck length do not carry physical meaning.7 Nevertheless, it is a
very powerful tool for deriving models that are both accurate and e�cient; we refer to
[Tar10] where a multitude of examples is provided.

Let S = (0, T ) denote the time interval of interest and Ω ⊂ R3 a rectilinear 8 domain
whose corner coordinates are rational. From this we can infer, that there is a maximal
e0 > 0 and a set Zε0 ⊂ Z3 such that

Ω = int

⎛⎝ ⋃
k∈Zε0

ε0(Y + k)

⎞⎠ ,

i.e., Ω can be covered by translated cells of radius ε0, see Figure 2.5. We take ε =
(εn)n∈N = 2−nε0 ensuring that Ω can be covered by cells of radius εn for all n ∈ N.

Let Y = (0, 1)3 be the open unit cell in R3. Take Y (1), Y (2) ⊂ Y two disjoint open sets,
such that Y (1) is connected, such that Γ := Y (1) ∩ Y (2) is a C2 interface, Γ = ∂Y (2),
Y (2) ⊂ Y , and Y = Y (1) ∪ Y (2) ∪ Γ. With n = n(y), y ∈ Γ, we denote the normal vector
of Γ pointing outwards of Y (2).

For ε > 0, we introduce the εY -periodic domains Ω
(1)
ε and Ω

(2)
ε and the interface Γε

7We also refer to [XYZ16], where it is argued that in the physical and engineering literature homo-
genization usually refers to a limit procedurce where the representative size of the macroscale is
assumed to tend to in�nity.

8A polygon where all sides are parallel to the axes, sometimes called general rectangular domain (e.g.,
[Höp16]).
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2.4. Mathematical homogenization

representing the two phases and the phase boundary, respectively, via (i = 1, 2)

Ω(i)
ε = Ω ∩

(⋃
k∈Z3

ε(Y (i) + k)

)
, Γε = Ω ∩

(⋃
k∈Z3

ε(Γ + k)

)
.

For a set M ⊂ R3, k ∈ Z3, and ε > 0, we employ the notation

ε(M + k) :=
{
x ∈ R3 :

x

ε
− k ∈M

}
.

2.4.1 Two-scale convergence

The concept of two-scale convergence was �rst introduced in [Ngu89] and developed furt-
her in, e.g., [All92, LNW02]. In some sense, the two-scale convergence is an adaptation
of the L2-weak convergence to periodic settings.

De�niton 2.10 (Two-scale convergence). A sequence (vε) in L2(Ω) is said to two-scale
converge to a limit v0 ∈ L2(Ω× Y ) if, for all ϕ ∈ L2(Ω;C#(Y )), it holds

lim
ε→0

∫
Ω

vε(x)ϕ
(
x,
x

ε

)
dx =

∫
Ω×Y

v0(x, y)ϕ(x, y) d(x, y). (2.10)

Similarly, a sequence (vε) in L2(S × Ω) is said to two-scale converge to a limit v0 ∈
L2(S × Ω× Y ) if, for all ϕ ∈ L2(S × Ω;C#(Y )),

lim
ε→0

∫
S×Ω

vε(t, x)ϕ
(
t, x,

x

ε

)
d(t, x) =

∫
S×Ω×Y

v0(t, x, y)ϕ(t, x, y) d(t, x, y).

In both cases, we write vε
2
⇀ v0.

Note that two-scale limits are unique (w.r.t. the Lebesgue measure). If v ∈ L2(Ω) and
vε → v in L2(Ω), then vε

2
⇀ v, where we identi�ed v as an element of L2(Ω × Y )

that is constant over Y . Furthermore, two-scale convergence implies weak convergence
in the sense that, if v 2

⇀ v0, we can infer v ⇀
∫
y
v0 dy. As a simple example for a

two-scale convergent sequence, take any v0 ∈ C(Ω;C#(Y )) and (vε) ⊂ L2(Ω) given via

vε(x) = v0
(
x, x

ε

)
. Then vε

2
⇀ v0; see, e.g., [PS08, Lemma 2.34].

Remark 2.11. Some care is necessary with respect to the choice of test functions ϕ ∈
L2(Ω;C#(Y )) in the de�nition of two-scale convergence. One the one hand, it is not
possible to work with, say, ϕ ∈ L2(Ω;H1

#(Y )) or even ϕ ∈ L2(Ω;L2
#(Y )), as x ↦→

ϕ
(
x, x

ε

)
is generally not well-de�ned. More importantly, though, taking to the smaller

set of smooth functions, i.e, ϕ ∈ C∞
0 (Ω;C∞

# (Y )) is too restrictive.9 However, in the case
of a sequence (vε) that is bounded in L2(Ω), testing with smooth functions is su�cient,
we refer to [LNW02, Proposition 13].

9The standard example is given for Ω = (0, 1) with fε = ε−11[0,ε). Equation (2.10) holds for all
smooth functions but is not two-scale convergent (and not even weakly convergent). We refer to
[LNW02, Example 11].
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2. Mathematical preliminaries

In the following, the results are only formulated for the time dependent case, but they
are valid in both cases. As the time variable only acts as a parameter, the proofs are
almost identical, cf. [Pet06, Remark 3.1.11].

Theorem 2.12.

(i) Let (vε) be a bounded sequence in L2(S×Ω). Then, there exists v ∈ L2(S×Ω×Y )
and a subsequence of vε which two-scale converges to v.

(ii) Let (vε) be a bounded sequence in L2(S;H1(Ω)) and v0 ∈ L2(S;H1(Ω)) such that
vε ⇀ v0 in L2(S;H1(Ω)). Then, vε

2
⇀ v and there exists v1 ∈ L2(S × Ω;H1

#(Y ))
and a subsequence of ∇vε that two-scale converges to ∇v0 +∇yv1.

(iii) Let (vε) ⊂ L2(S;H1(Ω)) such that

sup
0<ε<ε0

(
∥vε∥L2(S×Ω) + ε∥∇vε∥3L2(S×Ω)

)
<∞.

Then, there exists a limit v0 ∈ L2(S × Ω;H1
#(Y )) such that vε

2
⇀ v0 and ε∇vε

2
⇀

∇yv0 at least up to a subsequence. In addition, we have (along the same subse-
quence)

lim
ε→0

∫
S×Γε

vε(t, x)ϕ
(
x,
x

ε

)
d(t, σ) =

∫
S×Ω×Γ

v0(t, x, y)ϕ(t, x, y) d(t, x, σ).

Proof. (i) See [All92, Theorem 1.2] or [PS08, Theorem 2.38].

(ii) See [All92, Proposition 1.14 (i)] or [PS08, Theorem 2.39 (i)].

(iii) See [All92, Proposition 1.14 (ii)] or [PS08, Theorem 2.39 (iii)].

As it is the case with weak convergence, relying only on the two-scale convergence of
two sequences vε, wε to their limit functions v0 and w0, respectively, is not su�cient to
infer convergence of their product.

De�niton 2.13 (Strong two-scale convergence). A sequence (vε) in L2(S × Ω) is said
to strongly two-scale converge to a limit v0 ∈ L2(S × Ω× Y ) if vε

2
⇀ v0 and

lim
ε→0

∥vε∥L2(S×Ω) = ∥v0∥L2(S×Ω×Y ).

We write vε
2→ v0.

Note that the strong convergence of a sequence (vε) implies its strong two-scale conver-
gence. For any v0 ∈ L2(Ω;C#(Y )) and (vε) ⊂ L2(Ω) given via vε(x) = v0

(
x, x

ε

)
, we

have vε
2→ v0, see [All92, Remark 1.9].
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2.4. Mathematical homogenization

Theorem 2.14. Let (vε), (wε) ⊂ L2(S × Ω) and v0, w0 ∈ L2(S × Ω × Y ) such that
vε

2→ v0 and wε
2
⇀ w0. Then,

lim
ε→0

∫
S×Ω

vε(x)wε(x)ϕ
(
x,
x

ε

)
d(t, x) =

∫
S×Ω×Y

v0(x, y)w0(x, y)ϕ(x, y) d(t, x, y)

for all ϕ ∈ C∞(S × Ω;C#(Y )). Furthermore, if (vε) ⊂ L∞(S × Ω), vεwε
2
⇀ v0w0.

Proof. See [LNW02, Theorem 18 and the remark succeeding this theorem].

2.4.2 Periodic unfolding

An alternative way to tackle homogenization problems and to introduce a notion of
two-scale convergence is the method of periodic unfolding as introduced in [CDG02].
We also refer to the later works [CDZ06, CDG08] where perforated domains and the
connection to the two-scale convergence as introduced in De�nition 2.10 are treated.

The main advantage of the periodic unfolding method is given by the fact that it maps
(via the unfolding transformation) the concepts of two-scale and strong two-scale conver-
gence to the usual weak and strong convergence. As a consequence, the aforementioned
potential problems regarding the admissible choices of test functions, see Remark 2.11,
are circumvented.

1 2 3 4

1

2 x

[x]
{x}

Figure 2.6: Simple example demonstrating the construction of [x] and {x}.

For every x ∈ R3, there is a unique k ∈ Z3 such that x− k ∈ [0, 1)n. We introduce the
two operations (see also Figure 2.6)

[·] : R3 → Z3, [x] = k such that x− [x] ∈ [0, 1)n,

{·} : R3 → Y, {x} = x− [x]

and observe that x = ε
([

x
ε

]
+
{

x
ε

})
for all ε > 0.
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2. Mathematical preliminaries

De�niton 2.15 (Periodic unfolding). For measurable functions ϕ : Ω → R as well as
ϕΓ : Γε → R, we set

Tε(v) : Ω× Y → R, (Tε(v))(x, y) = v
(
εy + ε

[x
ε

])
,

TΓε(v) : Ω× Γ → R, (TΓε(v))(x, y) = vΓ

(
εy + ε

[x
ε

])
,

and note that Tε(v) and TΓε(v) are also measurable.

As both operators are clearly linear, we sometimes abbreviate via Tεv = Tε(v). We also
have the product rule Tε(v1 · v2) = Tεv1 · Tεv2.

In the following lemma, we collect some important standard results regarding the peri-
odic unfolding operators.

Lemma 2.16. The unfolding operations de�ned in De�nition 2.15 induce linear and
continuous operators Tε : L

p(Ω) → Lp(Ω×Y ) and TΓε
: Lp(Γε) → Lp(Ω×Γ) (p ∈ [1,∞))

with the following properties:

(i) Integral identities: For all v ∈ L1(Ω) and vΓ ∈ L1(Γε), it holds∫
Ω

v(x) dx =

∫
Ω×Y

Tεv(x, y) d(x, y), (2.11a)∫
Γε

vΓ(x) dσ = ε−1

∫
Ω×Γ

TΓεvΓ(x, y) d(x, σ). (2.11b)

(ii) Continuity estimates:

∥Tε∥L(Lp(Ω),Lp(Ω×Y )) ≤ 1, ∥TΓε∥L(Lp(Γ),Lp(Ω×Γ)) ≤ ε.

Proof. We refer to [CDG02, Proposition 1] and [CDZ06, Proposition 2.5 and Proposition
5.2].

Please note that the validity of integral identities (2.11a) and (2.11a) heavily relies on
the particular rectilinear structure of our domain Ω. For general domains, corrections
are needed, cf. [CDG08, Proposition 2.5].

Using these unfolding operators it is then common to de�ne the two-scale convergence
and strong two-scale convergence via the weak and strong convergence in L2(Ω × Ω).
The following lemma deals with the equivalence of this approach with the convergences
de�ned in Section 2.4.1.

Lemma 2.17. Let (vε) ⊂ L2(Ω) and v0 ∈ L2(Ω× Y ). Then,

(i) vε
2
⇀ v0 if and only if Tεvε ⇀ v0 in L2(S × Y ).

(ii) vε
2→ v0 if and only if Tεvε → v0 in L2(S × Y ).
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2.4. Mathematical homogenization

Proof. For (i), we refer to [CDG08, Proposition 2.14]. Due to the integral identity
(2.11a) and the product rule, we see that ∥vε∥L2(Ω) = ∥Tεvε∥L2(Ω×Y ). Moreover, Tεvε → v
if and only if both Tεvε ⇀ v and ∥Tεvε∥L2(Ω×Y ) → ∥v0∥L2(Ω×Y ). Statement (ii) follows
via (i).
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CHAPTER 3

Modeling of phase transformations

In this chapter, we establish a mathematical model that describes phase transform-
ations in a thermoelasticity setting for highly heterogeneous two-phase media; see equati-
ons (3.10a) to (3.10e). In this chapter, we establish a mathematical model that describes
phase transformations in a thermoelasticity setting for highly heterogeneous two-phase
media; see equations (3.10a) to (3.10e). The analysis and homogenization of this model
is the focus of Chapters 4 to 6.

This chapter is organized as follows: After an introduction in which we give the phy-
sical context for our problem and a couple of relevant literature hints, we start out, in
Section 3.2, by establishing a rather general framework for phase transformation pro-
blems. Our approach is based on rational mechanics. In Section 3.3, we propose a
simpli�ed linear thermoelasticity problem with free boundary that is the focus of the
mathematical analysis in the subsequent chapters. In Section 3.4, this simpli�ed model
is embedded into a periodic homogenization setting where phase transformations occur
in a highly heterogeneous two-phase medium.

3.1 Introduction

The properties of complex, solid materials like metallic alloys or ceramics are highly
dependent on both their chemical composition, i.e., the constituents along with their
relative numbers, as well as their microstructure, i.e., the speci�c arrangement of the
constituents. Frequently, several distinct microstructures with their own particular che-
mical compositions are present in a given material; we refer to them as phases. Steel,
for example, which is an alloy of iron, carbon, and, to a lesser extent, other elements
like chromium or nickel, is known for the variety of di�erent phases that can form based
on its chemical composition, the temperature distribution, the history of cooling and
heating, and its stresses. In Figure 3.1 some typical phases in steel are depicted. For
details on the modeling of steel, we refer the reader, for instance, to [ARH08, Hor85].
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3.1. Introduction

Figure 3.1: Examples of phases of steel: (a) Pearlite, (b) Bainite, (c) Martensite. These images were
recorded using a transmission electron microscope and the resolution is in the µm-range.
These �gures are taken from [Föl99, Section 8.4.1].

Due to changes in, e.g., the temperature or the internal stresses, phases transform1;
that is one phase grows at the expense of another phase. Going back to the example
of steel, Bainite steel can form from Austenite steel when the Austenite is cooled past
a critical temperature; details are given in Section 1.1. Although such a process is
conceptually similar to the freezing of water, there are important di�erences in the
physical processes and, as a consequence, also in the mathematical models describing
them: As a transformation between di�erent solid phases, which are generally more
rigid than �uids, mechanical e�ects like stresses or distortions in the crystal lattice
structures are important e�ects to consider. By contrast, most models for ice-water
phase transformation do not account for these e�ects.

Phase transformations naturally lead to changes in the underlying geometry of the arran-
gement of the phases. They are characterized by the motion of the interfaces separating
the competing phases. Note that, in reality, there might not be well-de�ned interfaces
but rather thin intermediate regions. In this work, we assume that the borders bet-
ween di�erent phases can be represented by hypersurfaces; this leads to so-called sharp
interface models. For simplicity, we focus on two-phase systems where the interface
separating the two phases is assumed to be (thermodynamically) inactive. This is to say
that the interface does not, by itself, carry any mass, momentum, or energy.

A comprehensive survey with a strong mathematical �avor for the modeling of two-
phase systems with sharp interfaces is given by [WB16], where a particular emphasis is
given on di�erent concepts of interfaces (e.g., material vs. singular, inactive vs. active)
and references to both the mathematical as well as to the engineering literature are
provided. The classical references we have in mind here are [TT60, Gur99, Nol74].
Sharp interface models in situations that are somewhat similar to the ones investigated
in this thesis, can be found in [PS16, PSZ13]. The modeling approach outlined in the
following sections follows closely [WB16].

1As some authors reserve transition for phase changes that involve a change in the state of matter,
e.g., liquid to solid, and since we are interested in solid-solid changes, we use transformation.
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3. Modeling of phase transformations

As an alternative approach to the direct modeling of phase transformation, phase-�eld
models,2 are often considered. Via an indicator variable, the phase-�eld variable, the
moving interface is approximated via an interfacial region of small thickness. In this
work, we prefer the direct moving-interface modeling and do not focus on phase �eld
approaches. We refer the interested reader to [Höp16, MSA+15, MBW08] for related
developments in the phase-�eld direction.

3.2 General thermomechanics model

We derive a general model describing the thermomechanical properties of a two-phase
system with sharp interface allowing for phase transformations.

Within this chapter, we rely on several important fundamental principles of rational
mechanics which are usually only implicitly assumed but merit to be mentioned. For a
comprehensive overview of the underlying principles in rational mechanics, we refer to
[Nol74, TN92].

Fundamental Principles

(P1) Continuum principle: All physical bodies can be identi�ed with Lebesgue
measurable subsets of Rn (n ∈ N; usually n = 3).

(P2) Principle of non-singularity: All extensive3physical quantities can be re-
presented by measures that are absolute continuous with respect to the
Lebesgue measure.

(P3) Cauchy hypothesis: All �uxes satisfy the Cauchy hypothesis and are well-
de�ned functions of time and space; see Remark 3.1.

Note that there are also a couple of additional foundational presuppositions like the
principle of determinism and principle of frame indi�erence which are pretty much
agreed upon in the context of rational mechanics.

The mathematical operator problems based on the models developed in this chapter do
not need to satisfy Principle (P2). In fact, relying on the concept of weak solutions, it
is possible to consider distributional (in particular, non-local) e�ects.

3.2.1 Changes in the geometry

Let Ω ⊂ R3 be a bounded Lipschitz domain that represents the overall two-phase system
and let S = (0, T ), T > 0, represent a time interval of interest. We denote the outer

2Some authors prefer the term di�use interface instead of phase-�eld.
3An additive quantity, i.e., the value for the overall system is the sum of the values for any partition.
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Ω(2)

Γ

Ω(1)

Figure 3.2: General domain where all of Ω(1), Ω(2), and Γ are disconnected.

unit normal vector �eld of Ω with ν = ν(x). Moreover, let Ω(1), Ω(2) ⊂ Ω be two disjoint
subdomains representing the initial distribution of the two distinct phases. We therefore
assume

(i) Ω(1) ∩ Ω(2) = ∅ and (ii) int
(
Ω(1) ∪ Ω(2)

)
= Ω.

We introduce the interface Γ := Ω(1) ∩ Ω(2). Note that Γ is a hypersurface such that
Γ ∩ ∂Ω, while not necessarily empty, is a null set with respect to the surface measure
on ∂Ω. Note that, in this setting, neither of Ω(1), Ω(2), and Γ need to be connected, see
Figure 3.2.

In the following, we account for two di�erent mechanisms of geometric changes: (i)
moving interface: the interface Γ might move due to phase transformations, and (ii)
kinematic motion: stresses might induce deformations.

To separate these two mechanisms, we di�erentiate between three di�erent con�gura-
tions: the initial con�guration (initial state without moving interface and without ki-
nematic motion), the referential con�guration (including moving interface but without
kinematic motion), and the current con�guration (current state due to moving interface
and kinematic motion). This view is in line with the framework described in [WB16].

We expect the overall changes in geometry to be coherent. In particular, this means
that no cracks and holes can form.

Moving interface (geometry changes due to the phase transformations). For
t ∈ S, let Ω(1)(t), Ω(2)(t) ⊂ Ω denote the subdomains representing the two distinct
phases and Γ(t) the interface between these domains at time t.

Assumptions on the Interface Motion

(A1) There is a C1-motion sΓ : S × Ω → Ω such that Γ(t) = sΓ(t,Γ).

(A2) Γ(t) is a C2-hypersurface for all t ∈ S.

Note that by Assumption (A2), the existence of the curvature of Γ(t) is guaranteed.

We denote the unit normal vector �eld at γ ∈ Γ(t) pointing outwards Ω(2)(t) into Ω(1)(t)
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3. Modeling of phase transformations

via nΓ = nΓ(t, γ) and the mean curvature function via HΓ = HΓ(t, γ). Furthermore,
we introduce the normal velocity of the interface at γ ∈ Γ(t) via VΓ(t, γ) = ∂tsΓ(t, γ) ·
nΓ(t, γ). Finally, we introduce the time-space cylinders

Q = S × Ω, Q(i) =
⋃
t∈S

{t} × Ω(i)(t), Ξ =
⋃
t∈S

{t} × Γ(t).

These sets refer to the reference con�guration as they account for the interface motion
but not for any kinematic motion.

Kinematic motion (deformations due to stresses). As a response to possible stres-
ses due to applied forces, the material body deforms. This e�ect is in addition to the
(non-material) interface motion described above.

For a point x ∈ Ω, let skin(t, x) ∈ R3 denote its deformed position at time t ∈ S.
Obviously, skin(0, x) = x for all x ∈ Ω. We introduce the corresponding function
skin : S × Ω → R3 and assume

Kinematic motion

(A3) Coherence: skin is a continuous function.

(A4) Regularity: skin(·, x) is C2(S) for all x ∈ Q ∩ Ξ and skin|Q(i) is a C1-motion
(i = 1, 2).

(A5) Fixed overall domain: skin(t,Ω) = Ω for all t ∈ S.

(A6) Interface compatibility: skin(t,Γ(t)) is a C2-hypersurface for all t ∈ S.

Less restrictive sets of assumptions are possible, we refer to [WB16, Section 2.5] for a
more detailed discussion on the minimal possible assumption on the interface and its
motion in relation to the deformation. While Assumptions (A3) and (A4) are necessary
for some of the involved quantities (e.g., acceleration) to be well-de�ned, relaxing As-
sumption (A5) would only add a few technical details . Since we are mainly interested
in the interface motion as opposed to the motion of the outer boundary, we assume the
overall domain to be �xed. By Assumption (A6), the existence of the curvature in the
current con�guration is guaranteed; without it, we would have to restrict ourselves to
working in the reference con�guration only.

We set the deformed time-space sets (here, and in the following, a subscript c indicates
reference to the current con�guration accounting for both the interface motion and the
deformation)

Ω(i)
c (t) = skin(t,Ω

(i)(t)), Q(i)
c =

⋃
t∈S

{t} × Ω(i)
c (t)

Γc(t) = skin(t,Γ(t)), Ξc =
⋃
t∈S

{t} × Γc(t).
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3.2. General thermomechanics model

For (t, x) ∈ Q(i), we introduce the kinematic velocity v(i)kin(t, x) = ∂tskin(t, s
−1
kin(t, x)) and

the overall (or current) velocity v
(i)
c (t, x) = ∂t(skin ◦ sΓ)

(
t, s−1

Γ (t, s−1
kin(t, x))

)
. Setting

sc = skin ◦ sΓ, we infer v(i)c (t, x) = ∂tsc (t, s
−1
c (t, x)) . For (t, x)) ∈ Ξc, we introduce the

corresponding unit normal vector nΓc = nΓc(t, x), mean curvature HΓc = HΓc(t, x) and
normal velocity VΓc(t, x) = ∂tsc(t, x) · nc(t, x). Note, that the velocities v

(i)
kin and v(i)c do

not need to be continuous across the interface.

3.2.2 Balance equations

Based on �rst principles, we derive a general system of equations and exchange con-
ditions describing the thermomechanical properties of a two-phase systems undergoing
phase transitions.

From here on, a superscript (i) denotes the a�liation to the corresponding phase, i.e., i =
1, 2. In the following, let ω ⊂ Ω be a Lipschitz domain and set ω(i)(t) := skin(t, ω)∩Ω(i)

c (t)
(t ∈ S, i = 1, 2). Moreover, let t0 ∈ S and δ > 0 such that t0 + δ ∈ S. We set

Q
(i)
δ =

⋃
t∈(t0,t0+δ)

{t0} × ω(i)(t) (i = 1, 2).

Generic balance equation. Take any scalar valued extensive physical quantity, e.g.,
mass or internal energy, which we then represent as a time-parametrized Ξ-�nite signed-
measure Φ(i)(t) : L(Ω(i)

c (t)) → R. Here, L(Ω(i)
c (t)) denotes the Ξ-algebra of Lebesgue

measurable subsets of Ω(i)
c (t). In the case of vector-valued properties, e.g., momentum,

we consider vector-measures, see also [WB16].

Due to Principle (P3) and the Radon-Nikodym theorem, see [Zei89, Appendix (82a)],
we can �nd corresponding densities φ(i)

c (t) : Ω
(i)
c (t) → R such that

Φ(i)(t, ω(i)(t)) =

∫
ω(i)(t)

φ(i)
c (t, x) dx.

We can also introduce the overall measure of this particular quantity, Φ(t) : L(Ω) → R,
via

Φ(t, ω) =
2∑

i=1

Φ(i)(t, ω(i)(t)) =
2∑

i=1

∫
ω(i)(t)

φ(i)
c (t, x) dx.

There might be production (both positive or negative) of the physical quantity represen-
ted by Φ inside Ω. This, we represent as signed-measures F (i)

Φ : L(Q(i)
c ) → R (i = 1, 2),

where we, again, can identify the corresponding production densities f (i)
φc

: Q
(i)
c → R.

The change of the overall quantity Φ in the domain ω over the time interval (t0, t0 + δ)
is given via Φ(t0 + δ, ω) − Φ(t0, ω) and the individual changes are, analogously, given
as

Φ(i)(t0 + δ, ω(i)(t+ δ))− Φ(i)(t0, ω
(i)(t)) (i = 1, 2).
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3. Modeling of phase transformations

These changes can be attributed either to the production inside of ω or to an exchange
with the neighborhood of ω via �uxes. Similar as with the production measures, we
represent the �uxes via signed-measures J (i)

Φ : L(Q(i)
c ) → R (i = 1, 2). The overall �ux

in time interval (t0, t0 + δ) into ω is therefore given as

J
(i)
φ (Q

(i)
δ ) = Φ(i)(t0 + δ, ω(i))− Φ(i)(t0, ω

(i))− F
(i)
Φ (Q

(i)
δ ) (i = 1, 2).

Generally, we would have to distinguish between the convective part of the �uxes (due
to the kinematic motion) and the non-convective parts (e.g., di�usion). However, as
we are considering material control volumes, there is no mass �ux across the boundary
∂ω(t), i.e., the convective �ux is zero, for more details we, again, refer to [WB16].

Remark 3.1 (Cauchy �uxes). For every t ∈ S and i = 1, 2, there is a function
q
(i)

ω(i)(t) : ∂ω
(i) → R such that

J
(i)
φ (l) =

∫
l

q
(i)

ω(i)(t, x) dσ for all l ∈ L(∂ω(i)).

If there is a function j(i)φc
: Q

(i)
c → R3 such that j(i)φc

(t, x)nω(i) = q
(i)

ω(i)(t, x) for all Lipschitz
continuous sets ω(i) ⊂ L(Ω(i)(t)), the �ux is called a Cauchy �ux. We refer to [RS04].

As we are considering Cauchy �uxes (Principle (P3)), there are j(i)φc
: Q

(i)
c → R3 such

that

J
(i)
φ (ω(i)) =

∫
∂ω(i)

j
(i)
φc
(t, x) · nω(i)(t, x) dx (i = 1, 2).

We can infer that

2∑
i=1,2

d

dt

∫
ω(i)(t)

φ(i)
c dx =

2∑
i=1

∫
∂ω(i)(t)

j
(i)
φc

· nω(i) dx+
2∑

i=1

∫
ω(i)(t)

f
(r)
φc

dx. (3.1)

Using Reynold's transport theorem, Corollary 2.8, and applying the divergence theorem,
we are led to

2∑
i=1

∫
ω(i)(t)

∂tφ
(i)
c + div

(
φ(i)
c v
)
dx−

∫
ω(Γ)(t)

JφcKvΓc · nΓc dσ

=
2∑

i=1

∫
ω(i)(t)

div
(
j
(i)
φc

)
dx−

∫
ω(Γ)(t)

JjφcK · nΓc dσ

+

∫
ω(Γ)(t)

Jφc(VΓc − vc)K · nΓ dσ +
2∑

i=1

∫
ω(i)(t)

f
(i)
φc

dx. (3.2)

Making use of the invertibility of the motion skin and relying on the fundamental lemma
of calculus of variations4, we arrive at localized balance equations with respect to the
reference con�guration:

4For a statement and the proof, we refer to [JLJ08, Lemma 1.1.1].
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3.2. General thermomechanics model

Generic balance system - reference con�guration

∂tφ
(i) − div

(
j
(i)
φ

)
= f

(1)
φ in Q(i), i = 1, 2, (3.3a)

JφKVΓ − JjφK · nΓ = f
(Γ)
φ on Ξ. (3.3b)

Based on this system, we now formulate the balance systems for the mass, momentum,
energy, and for the tracer substance. Here, tracer substance refers to any solute whose
mass density is insigni�cant to the overall mass density. In steel, e.g., this could be
carbon or other dissolved elements.

Mass balance. We introduce the mass densities ρ(i) (i = 1, 2) and make the following
natural assumptions:

Assumptions for the mass balance

(A7) There is no production of mass, i.e., f (i)
ρ = 0.

(A8) There is no advective �ux of mass, i.e., j(i)ρ = 0.

(A9) The mass densities are constant in the individual phases.

Note that Assumption (A9) is quite restrictive. However, we are primarily interested in
allowing for phases with di�ering densities; so this is not an issue.

Taking into account Assumption (A9) and equation (3.3b), we infer

JρKVΓ(t, γ) = f (Γ)
ρ (3.4)

for all γ ∈ Γ(t) and all t ∈ S. Therefore, the absence of mass production at the interface,
i.e., f (Γ)

ρ = 0, implies that either the densities are equal for both phases or that there is no
interface motion. Kinematic motion would still be possible for non-equal densities albeit
with the condition that |Ω(i)

c (t)| are constant for i = 1, 2; for details, see [PSSS12].

Momentum balance. We introduce the momentum densities ρ(i)v(i) and the �ux den-
sities −P (i) (�rst Piola-Kirchho� tensors) (i = 1, 2). Inserting these quantities into
equations (3.3a) and (3.3b), we are led to

ρ(i)∂tv
(i) − div

(
P (i)

)
= f (i)

v in Q(i), i = 1, 2, (3.5a)

JρvKVΓ + JP KnΓ = f (Γ)
v on Ξ. (3.5b)

Internal energy balance. For the energy balance, we make the following assumpti-
ons:
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3. Modeling of phase transformations

Assumptions for the energy balance

(A10) The overall energy densities, for i = 1, 2, are the sums of the kinetic energy
densities, which are given via 1

2
ρ(i)v(i) ·v(i), and the internal energy densities,

which are given via ρ(i)e(i).

(A11) The �ux densities are given as the sums of the heat �ux densities, which we
denote by q(i), and the dissipative energy �ux densities, which are given via
−
(
P (i)

)T
v(i).

Taking into account Assumptions (A10) and (A11) as well as Equation (3.5a), the
corresponding system of balance equations for the internal energy is given via

ρ(i)∂te
(i) − div

(
q(i)
)
= P (i) : Dv(i) + f (i) in Q(1), i = 1, 2 (3.6a)

JρeKVΓ + ⟨P ⟩nΓ · J∂tuK − JqKnΓ = f (Γ) on Ξ. (3.6b)

Here, ⟨P ⟩ = 1/2(P (1) + P (2)) which results from the product rule JabK = ⟨a⟩JbK + JaK⟨b⟩.
For more details regarding the calculations leading to this speci�c systems of equations
and other representations of the same equations, we refer to [WB16].

Balance of tracer substance. For i = 1, 2, we introduce tracer densities c(i) with
corresponding �ux densities j(i)c = 0 and assume:

Assumptions for the tracer substance balance

(A12) The tracer densities are small in comparison with the body densities ρ(i) so
they do not in�uence the mass balance.

The balance system is then given as

∂tc
(i) − div

(
j(i)c

)
= f (i)

c in Q(1), i = 1, 2, (3.7a)

JcKVΓ − JjcKnΓ = f (Γ)
c on Ξ. (3.7b)

Note on thermodynamic consistency. In addition to satisfying the local balance
laws, physical processes are also expected to respect the second law of thermodynamics
which essentially stipulates that the entropy of an isolated system does not decrease
with time. Starting with the balance formulations for the entropy and incorporating
some concepts from thermodynamics, it is possible to obtain the so called Clausius-
Duhem inequality as a way to express this law. This inequality gives a constraint for
the class of admissible constitutive relations : Mathematical models where the choice
of constitutive relations leads to the Clausius-Duhem inequality being satis�ed (for all
possible processes) are called thermodynamically consistent. For details, we refer to, e.g.,
[Hau02, TN04, WB16]. In this work, we do not account for thermodynamic consistency
although we expect it this to hold.
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3.3. Linear thermoelasticity

Summary of balance equations. Considering the balances for mass, momentum,
energy, and tracer substance, we obtain the overall balance system

General system of balances - reference con�guration

Balances in the bulk phases (i = 1, 2)

ρ(i)∂tv
(i) − div

(
P (i)

)
= f (i)

v in Q(i), (3.8a)

ρ(i)∂te
(i) − div

(
q(i)
)
= P (i) : Dv(i) + f (i)

e in Q(i), (3.8b)

∂tc
(z) − div

(
j(i)c

)
= f (i)

c in Q(i) (3.8c)

Balances on the moving interface

JρKVΓ = f (Γ)
ρ on Ξ, (3.8d)

JρvKVΓ − JP KnΓ = f (Γ)
v on Ξ, (3.8e)

JρeKVΓ + ⟨P ⟩nΓ · J∂tuK − JqKnΓ = f (Γ)
e on Ξ, (3.8f)

JcKVΓ − JjcKnΓ = f (Γ)
c on Ξ. (3.8g)

This system has to completed with constitutive relations, initial conditions, transmision
conditons, as well as boundary conditions.

3.3 Linear thermoelasticity

In this section, based on the general system given via equations (3.8a) to (3.8g), we derive
a simpli�ed model for the thermomechanic behavior of a two-phase system undergoing
phase transformations. Fundamentally, we perform the following two linearizations:

(i) Geometrical linearization: Assuming the deformations and their gradients to be
small, the geometry can be assumed (as a �rst order approximation) to be un-
changed by the deformation. That is, the kinematic motion is neglegible.

(ii) Physical linearization: Assuming linear constitutive laws, we are led to the stan-
dard model for linear thermoelasticity.

Linear thermoelasticity models are widely used to describe the interplay between me-
chanical and heat e�ects in solids. It is worth pointing out the structural similarity
between thermoelasticity models and models for poroelasticity, in particular, Biot's the-
ory of linear poroelasticity ; see [Bio41, SM02].

For i = 1, 2, t ∈ S, and x ∈ Ω(i)(t), let u(i) = u(i)(t, x) denote the deformation and
θ(i) = θ(i)(t, x) the temperature in the respective phase.
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3. Modeling of phase transformations

Assumptions of quasi-stationary linear thermoelasticity

(A13) Geometrical linearization: The deformations are small, that is, ∥∇u∥ ≪ 1.5

(A14) Thermoelasticity: The constitutive relations σ(i) = C(i)e(u(i))−α(i)θ(i), e(i) =
c(i)θ(i), and σ(i) : ∂tu

(i) = −γ(i) div u(i) hold true.

(A15) Fourier's law of conductivity: T heat �ux is proportional to the negative
gradient of the temperature; that is, q(i) = −K(i)∇θ(i).

(A16) Quasi-stationary mechanics: The mechanical behavior is quasi-static and
therefore always in equilibrium. As a consequence, ∂tv(1) is negligible.

(A17) Surface stresses and latent heat: The surface stresses are proportional to
the curvature via f

(Γ)
u = −σ0HΓnΓ while the surface energy is given via

f
(Γ)
e = −LVΓ.

Here, Ξ(i) : Q(i) → R3 denote the Cauchy stress tensors, C(i) ∈ R3×3×3×3 are the sti�ness
tensors, α(i) > 0 the thermal expansion coe�cients, c(i) > 0 the heat capacities, γ(i) > 0
are the dissipation coe�cients, K(i) ∈ R3×3 the thermal conductivities, and σ0 > 0 is
the coe�cient of surface tension. In addition, e(v) = 1/2(Dv + (Dv)T ) denotes the
linearized strain tensor and I3 the identity matrix. Finally, we take a function vΓ to be
the normal velocity of Γ.

Under the assumptions of geometric linearity, it can be shown that the reference re-
presentation and the current representation coincide: the Piola-Kirchho� stress tensors
reduce to the Cauchy stress tensors. As a consequence, the model simpli�es to:

Two-phase thermoelasticity model

Balances in the bulk phases (i = 1, 2)

− div
(
C(i)e(u(i))− α(i)θ(i)I3

)
= f (i)

u in Q(i), (3.9a)

ρ(i)c(i)∂tθ
(i) + γ(i) div ∂tu

(i) − div
(
K(i)∇θ(i)

)
= f (i)

e in Q(i), (3.9b)

Balances on the moving interface

−JCe(u)− αθI3KnΓ = −σ0HΓnΓ on Ξ, (3.9c)

JρcθKVΓ + Jγ div uKVΓ − JK∇θKnΓ = LVΓ on Ξ. (3.9d)

Motion of the interface

VΓ = vΓ on Ξ. (3.9e)

In addition, we have to formulate transmission conditions, boundary conditions, and

5Actually, it is the deformation gradient that is assumed to be small, but, nevertheless, the assumption
is usually called the assumption of small deformations.
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3.4. Homogenization setting

Figure 3.3: (a) Small phase nuclei, (b) grown nuclei, (c) coalescing nuclei. With the method of interface
motions as described in the previous sections, it is only possible to model the process of
getting from (a) to (b).

initial conditions. For the transmission, we usually expect both the deformations and
the temperatures to have continuous transmission; these conditions are sometimes called
coherence and homothermal. However, other conditions are also possible. For example,
an imperfect heat transmission between the phases can be expressed via a Robin type
interface conditions (see, e.g., [DLN15])

−K(2)∇θ(2) · nΓ = δ(θ(2) − θ(1)).

3.4 Homogenization setting

In many phase-change problems, there is the additional challenge that the transform-
ations occur at a di�erent scale than the scale of interest. Instead of a material consisting
of two phases that are each made up of a small number of connected components which
then might grow or shrink, similar as depicted in Figure 3.2, phase transformations are
often better described as the growth of a lot of very small and, more or less, evenly
distributed phase nuclei, cf. Figure 3.3.

The main challenge, here, is the complex structure of the interface Γ and of the mo-
tion sΓ. Tackling numerically the thermoelasticity problem given via equations (3.9a)
to (3.9d) comes at a high computational cost as the mesh used in the discretization
has to resolve the geometry of the problem. Now, let ε0 > 0 be representative for the
size of the phase nuclei; as the nuclei are assumed to be small in comparison to the
overall system, we expect ε0 ≪ |Ω|.6 The distribution of the nuclei is, in general, not
perfectly uniform; but as an approximation, we assume the initial distribution of nuclei

6Here, we have made the hidden assumption that all of the nuclei are, at least approximately, of the
same size. In general, this does not have to be the case.
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3. Modeling of phase transformations

Figure 3.4: Reference geometry and the resulting ε-periodic initial con�guration. Note that for t ̸= 0,
these domains typically loose their periodicity. The progress from (b) to (c) corresponds to
the growing of nuclei presented in Figure 3.3.

to be periodic. This is one of the fundamental assumptions of the, therefore quite aptly
named, theory of periodic homogenization.

We set Y = (0, 1)3 ⊂ R3 and take Y (1), Y (2) ⊂ Y two disjoint open sets, such that
Y (1) is connected, such that Γ := Y (1) ∩ Y (2) is a C2-hypersurface. Moreover, we expect
Γ = ∂Y (2), Y (2) ⊂ Y , and Y = Y (1) ∪ Y (2) ∪ Γ, see Figure 3.4(a). With nΓ = nΓ(γ),
γ ∈ Γ, we denote the normal vector of Γ pointing outwards of Y (2).

For ε > 0, we introduce the εY -periodic, initial domains Ω(1)
ε and Ω

(2)
ε and interface Γε

representing the two phases and the phase boundary, respectively, via (i = 1, 2)

Ω(i)
ε = Ω ∩

(⋃
k∈Z3

ε(Y (i) + k)

)
, Γε = Ω ∩

(⋃
k∈Z3

ε(Γ + k)

)
.

Here, for a set M ⊂ R3, k ∈ Z3, and ε > 0, we employ the notation

ε(M + k) :=
{
x ∈ R3 :

x

ε
− k ∈M

}
.

With nΓε = nΓε(
x
ε
), x ∈ Γε, we denote the unit normal vector (extended by periodicity)

pointing outwards Ω(2)
ε into Ω

(1)
ε . The above construction ensures that Ω(1)

ε is connected
and that Ω(2)

ε is disconnected. We also have that ∂Ω(2)
ε ∩ ∂Ω = ∅.

We also introduce the corresponding, non-cylindrical space time domains

Ω(i)
ε (t) = sε(t,Ω

(i)
ε ), Q(i)

ε =
⋃
t∈S

{t} × Ω(i)
ε (t),

Γε(t) = sε(t,Γε), Ξε =
⋃
t∈S

{t} × Γε(t),

For any given ε > 0, in particular also for ε = ε0, the corresponding balance equations
and exchange conditions for the two-phase thermoelasticity problem are given via:
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3.4. Homogenization setting

Two-phase thermoelasticity model - homogenization setting

− div(C(i)
ε e(u(i)ε )− α(i)

ε θ
(i)
ε I3) = f (i)

ε in Q(i)
ε , (3.10a)

∂t
(
ρ(i)c(i)θ(i)ε + γ(i)ε div u(i)ε

)
− div(K(i)

ε ∇θ(i)ε ) = g(i)ε in Q(i)
ε , (3.10b)

−JCεe(uε)− αεθεI3KnΓε = −σ0HΓεnΓε on Ξε, (3.10c)

JρcθεKVΓε + Jγε div uεKVΓε − JKε∇θεKnΓε = LVΓε on Ξε, (3.10d)

VΓε = vΓε on Ξε. (3.10e)

This model has to be completed with initial condition, transmission conditions, and
boundary conditions. Regarding the transmission across the interface, both the tempe-
ratures and the deformations are assumed to be continuous across the interface, these
conditions are sometimes called homothermal and coherent, respectively, see [BM05]. For
the normal velocity, a very general ansatz would be given via vΓε = vΓε(θε, HΓε , e(uε)).
Some common choices are vΓε(θε, HΓε , e(uε)) = β(θε − θcrit) (kinetic undercooling) or
vΓε(θε, HΓε , e(uε)) = β(−Ξ0HΓε + θε − θcrit) (Gibbs-Thomson undercooling).
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CHAPTER 4

Thermoelasticity problem with �xed interface

In this chapter, the analysis and homogenization of a two-phase thermoelasticity problem
with prescribed interface motion are considered. The main di�culties here are the
coupling between the mechanical part and the heat part as well as the time dependency,
which is a consequence of the interface motion, of the involved operators.

Note that the following, Sections 4.1 to 4.4 to be precise, is published in [EM17b].1 Some
cosmetic changes regarding the typesetting as well as some changes to the notation (e.g.,
indicating the parameter ε via subscripts instead of superscripts) were done to ensure
compatibility throughout the thesis. In addition, some references to other parts of the
thesis as well as to Section 4.5 were added. In Section 4.5, some additional results,
which were out of the scope of the article, connected to the thermoelasticity problem
considered in [EM17b] are presented.

The main results of this chapter are:

� Theorems 4.7 and 4.8 where the solvability of the ε-problem and corresponding,
ε-independent a priori estimates are established,

� the PDE-System given by equations (4.30a) to (4.30d) which is established as the
limit problem,

� Theorem 4.18 where it is established that the limit problem admits exactly one
solution.

4.1 Introduction

In this chapter, we consider a heterogeneous medium where the two building components
are di�erent solid phases of the same material (like Austenite and Bainite phases in steel,
e.g.) separated by a sharp interface. One phase is assumed to be a connected matrix

1The results presented are due to the �rst author.
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4.1. Introduction

in which �nely interwoven, periodically distributed inclusion of the second phase are
embedded. The second phase is therefore disconnected. We refer to these phases as
microstructures.

Our interest is the case where phase transformations are possible, e.g., one phase might
grow at the expanse of the other phase, thereby leading to a motion of the interface and,
as a consequence, to time dependent domains that are not necessarily periodic anymore.
However, we assume to have a priori knowledge of the phase transformation, i.e., the
motion of the interface is prescribed. For a rather general modeling of phase transform-
ations (including a possible mathematical treatment), we refer the reader to [Vis96],
and for the metallurgical perspective on phase transformation in steel (especially, with
respect to the Bainite transformation), we refer to [Fie13, PE12, Sol08]. Looking at
such a highly-heterogeneous medium, we study the coupling between the mechanics of
the material and the thermal conduction e�ect (thermomechanics) under the in�uence
of the phase transformation. In particular, we explore the interplay between surface
stresses and latent heat, see for instance [Kup79] for related thermoelasticity scenarios.
In this work, we start of from the quasi-static assumption that the mechanical processes
are reversible. Furthermore, the constitutive laws are taken to be linear. Our main con-
tribution here is the treatment of the mechanical dissipation and of a priori prescribed
phase transformations in the thermoelasticity setting.

It is worth noting that the homogenization of di�erent thermoelasticity problems has
already been addressed in the literature. In one of the earlier works, [Fra83], a one-phase
linear thermoelasticity problem is homogenized via a semi-group approach. In [TW11],
a formal homogenization via asymptotic expansion for a similar model (but for a one-
dimensional geometry) was conducted. A two-phase problem including transmission
conditions and discontinuities at the interface has been investigated in the context of
homogenization (using periodic unfolding) in [ET�15]. A similar situation of a highly he-
terogeneous two-phase medium with a priori given phase transformation was considered
in [EKK02]. Here, the authors use formal asymptotic expansions to derive a homogeni-
zed model. We also want to point out the structural similarity between the thermoelasti-
city models and models for poroelasticity, cf. Biot's linear poroelasticity [Bio41, SM02];
for a reference of the derivation of the Biot model via two-scale homogenization, we
refer to [Mik03, Section 5.2]. Examples for homogenization in the context of two-phase
poroelasticity, so called double poroelasticity, can be found in [Ain13, EB14]. For some
homogenization results via formal asymptotics for problems where the micro-structural
changes are not prescribed, we refer to [BBPR16, KvNP14, Mei08].

As an alternative approach in the modeling of phase transformation, in particular in the
case of phase transformations in steel, phase-�eld models are often considered, we refer
to, e.g., [MSA+15, MBW08]. Some thoughts regarding possible numerical simulations
of a similar one-phase problem for a highly heterogeneous media are given in [PL93].
In [TW11], a numerical framework based on homogenization (via averaging) for a ther-
moelasticity problem in highly heterogeneous media is developed and investigated.

The chapter is organized as follows: In Section 4.2, we introduce the ε-microscopic ge-
ometry and the thermoelasticity problem and, then, transform this to a �xed reference
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4. Thermoelasticity problem with �xed interface

domain. The well-posedness of our microscopic model is investigated in Section 4.3. In
addition, ε-independent estimates necessary for the homogenization process are esta-
blished. Finally, in Section 4.4, we perform the homogenization procedure relying on
the two-scale convergence technique.

4.2 Setting and transformation to �xed domain

We start by describing the geometrical setting of the ε-parametrized microscopic problem
including the transformation characterizing the interface motion. After that, we go on
with formulating the microscopic problem for a highly heterogeneous media � �rst for
the moving interface and then for the back-transformed, �xed interface.

We note that our setting (with the transformation) is closely related to the notion of
locally periodic domains, see [FAZM11, vNM11]. In addition, we also refer to [Dob14,
Mei08], where similar transformation settings are introduced.

Let S = (0, T ), T > 0, be a time interval. Let Ω be the interior of a union of a �nite
number of closed cubes Qj, 1 ≤ j ≤ n, n ∈ N, whose vertices are elements of Q3 (i.e.,
have rational coe�cients) such that, in addition, Ω is a Lipschitz domain. At the cost
of additional technical di�culties, Ω could be of much more general structure, see also
Section 4.5. By this particular choice, we avoid the inherent technical di�culties that
would arise in the homogenization process due to the involvement of general geometries;
we are focusing instead on the technical di�culties arising (a) due to the strong coupling
in the structure of the governing partial di�erential equations and (b) due to the time-
dependency of the geometry.

In addition, we denote the outer normal vector of Ω with ν = ν(x). Let Y = (0, 1)3

be the open unit cell in R3. Take Y (1), Y (2) ⊂ Y two disjoint open sets, such that Y (1)

is connected, such that Γ := Y (1) ∩ Y (2) is a C3 interface, Γ = ∂Y (2), Y (2) ⊂ Y , and
Y = Y (1) ∪ Y (2) ∪ Γ, see Figure 4.1. With nΓ = nΓ(y), y ∈ Γ, we denote the normal
vector of Γ pointing outwards of Y (2).

For ε > 0, we introduce the εY -periodic, initial domains Ω(1)
ε and Ω

(2)
ε and interface Γε

representing the two phases and the phase boundary, respectively, via (i = 1, 2)

Ω(i)
ε = Ω ∩

(⋃
k∈Z3

ε(Y (i) + k)

)
, Γε = Ω ∩

(⋃
k∈Z3

ε(Γ + k)

)
.

Here, for a set M ⊂ R3, k ∈ Z3, and ε > 0, we employ the notation

ε(M + k) :=
{
x ∈ R3 :

x

ε
− k ∈M

}
.

From now on, we take ε = (εn)n∈N to be a sequence of monotonically decreasing positive
numbers converging to zero such that Ω can be represented as the union of cubes of
size εn. Note that this is possible due to the particular structure of Ω; we refer to
Section 2.4.
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4.2. Setting and transformation to �xed domain

The above construction ensures that Ω
(1)
ε is connected and that Ω

(2)
ε is disconnected.

We also have that ∂Ω(2)
ε ∩ ∂Ω = ∅. In the di�erent case that both Ω

(1)
ε and Ω

(2)
ε are

connected, we additionally would need to rely on special uniform extension operators,
see [HB14], in order to pass to the homogenization limit. We also refer to Section 4.5,
particularly Corollary 4.16.

Assumptions on the motion of the interface

We assume that we are given a function s : S × Ω× R3 → Y such that

(1) Regularity : s ∈ C1(S;C2(Ω)× C2
#(Y )),2

(2) Invertibility : s(t, x, ·)|Y : Y → Y is bijective for every (t, x) ∈ S × Ω,

(3) Regularity of the inverse: s−1 ∈ C1(S;C2(Ω)× C2
#(Y )),3

(4) Initial condition: s(0, x, y) = y for all x ∈ Ω and all y ∈ Y ,

(5) there is a constant c > 0 with dist(∂Y, γ) > c for all (t, x) ∈ S × Ω and
γ ∈ s(t, x,Γ),

(6) s(t, x, y) = y for all (t, x) ∈ S × Ω and for all y ∈ Y with dist(∂Y, y) < c
2
,

(7) there are constants cs, Cs > 0 satisfying

cs ≤ det(Dys(t, x, y)) ≤ Cs, (t, x, y) ∈ S × Ω× R3.

We introduce the (t, x)-parametrized, deformed sets

Y (1)(t, x) = s(t, x, Y (1)), Y (2)(t, x) = s(t, x, Y (2)), Γ(t, x) = s(t, x,Γ).

Here, Assumptions (1)-(3) ensure that the transformation is regular enough for our
further considerations (e.g., to guarantee that the curvature of the deformed domains is
well-de�ned). For the initial con�guration, we have Y (1) = Y (1)(0, x), Y (2) = Y (2)(0, x),
and Γ = Γ(0, x) (Assumption (4)). In addition, by Assumption (5), we get a uniform
(with respect to (t, x) ∈ S × Ω) minimum distance between the interface Γ(t, x) and
the boundary of the Y -cell and, with Assumption (6), make sure that points near the
boundary of the unit cell Y are not deformed. Finally, Assumption (7) is of particular
importance when it comes to proving ε-independent estimates.

We introduce the operations

[·] : R3 → Z3, [x] = k such that x− [x] ∈ Y,

{·} : R3 → Y, {x} = x− [x]

2The # subscript denotes periodicity, i.e., for k ∈ N, we have Ck
#(Y ) = {f ∈ Ck(R3) : f(x + ei) =

f(x) for all x ∈ R3}, ei basis vector of R3.
3Here, s−1 : S ×Ω×R3 → Y is the unique function such that s(t, x, s−1(t, x, y)) = y for all (t, x, y) ∈
S × Ω× Y extended by periodicity to all y ∈ R3.
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4. Thermoelasticity problem with �xed interface

Figure 4.1: Reference geometry and the resulting ε-periodic initial con�guration. Note that for t ̸= 0,
these domains typically loose their periodicity.

and de�ne the ε-dependent function4

sε : S × Ω → R3, sε(t, x) := ε
[x
ε

]
+ εs

(
t, ε
[x
ε

]
,
{x
ε

})
. (4.1)

The function sε is well-de�ned as
{

x
ε

}
∈ Y and ε

[
x
ε

]
∈ Ω. Since s (t, x, y) = y for all

(t, x) ∈ S × Ω and for all y ∈ Y such that dist(∂Y, y) > c
2
, we see that

sε ∈ C1(S;C2(Ω)).

For i = 1, 2 and t ∈ S, we set the time dependent sets Ω
(i)
ε (t) and Γε(t) and the

corresponding non-cylindrical space-time domains Q(i)
ε and space-time phase boundary

Ξε via

Ω(i)
ε (t) = sε(t,Ω

(i)
ε ), Q(i)

ε =
⋃
t∈S

{t} × Ω(i)
ε (t),

Γε(t) = sε(t,Γε), Ξε =
⋃
t∈S

{t} × Γε(t),

and denote by nΓε = nΓε(t, x), t ∈ S, x ∈ Γε(t), the unit normal vector pointing
outwards Ω

(2)
ε (t) into Ω

(1)
ε (t). The time-dependent domains Ω

(i)
ε (t) host the phases at

time t ∈ S and model the motion of the interface Γε. We emphasize again that, for any
t > 0, the sets Ω(1)

ε (t), Ω(2)
ε (t), and Γε(t) do not need to be periodic.

For all (t, x) ∈ S × Ω, we introduce the functions

Fε : S × Ω → R3×3, Fε(t, x) := ∇sε(t, x), (4.2a)

Jε : S × Ω → R, Jε(t, x) := det (∇sε(t, x)) , (4.2b)

vε : S × Ω → R3, vε(t, x) := ∂tsε(t, x), (4.2c)

and see that5

nΓε(t, sε(t, γ)) =
F−T
ε (t, γ)nΓε(γ)

|F−T
ε (t, γ)nΓε(γ)|

(γ ∈ Γε). (4.2d)

4This is the typical notation in the context of homogenization via the periodic unfolding method, see,
e.g., [CDG08, Dob12].

5Here, F−T
ε is de�ned via F−T

ε (t, x) :=
(
(Fε(t, x))

−1
)T

.
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4.2. Setting and transformation to �xed domain

In addition, we need the normal velocity (inwards Ω(1)
ε (t)) V̂Γε and the mean curvature

ĤΓε of the interface Γε(t) (with respect to the coordinates of the initial con�guration!):

V̂Γε
: S × Γε → R, V̂Γε(t, γ) := vε(t, γ) · nΓε(t, sε(t, γ)), (4.2e)

ĤΓε
: S × Γε → R, ĤΓε(t, γ) := − div

(
(Fε)

−1(t, γ)nΓε(t, sε(t, γ))
)
. (4.2f)

We note that, via this de�nition, HΓε is non positive at points γ ∈ Γε, where the
intersection of Ω(2)

ε and a su�ciently small ball with center x is a convex set, and that
HΓε is non negative when this holds true for Ω(1)

ε .

Under this given transformation describing the phase transformation, i.e., the function
sε and the resulting time dependent domains Ω(i)

ε , we consider a fully coupled thermoe-
lasticity problem where we assume the mechanical response to be quasi-stationary and
the constitutive laws to be linear.

For i = 1, 2, t ∈ S, and x ∈ Ω
(i)
ε (t), let u(i)ε = u

(i)
ε (t, x) denote the deformation and

θ
(i)
ε = θ

(i)
ε (t, x) the temperature in the respective phase.

The bulk equations of thermoelasticity are given as

− div(C(1)
ε e(u(1)ε )− α(1)

ε θ(1)ε I3) = f (1)
ε in Q(1)

ε , (4.3a)

− div(C(2)
ε e(u(2)ε )− α(2)

ε θ(2)ε I3) = f (2)
ε in Q(2)

ε , (4.3b)

∂t
(
ρ(1)c(1)θ(1)ε + γ(1)ε div u(1)ε

)
− div(K(1)

ε ∇θ(1)ε ) = g(1)ε in Q(1)
ε , (4.3c)

∂t
(
ρ(2)c(2)θ(2)ε + γ(2)ε div u(2)ε

)
− div(K(2)

ε ∇θ(2)ε ) = g(2)ε in Q(2)
ε . (4.3d)

Here, C(i)
ε ∈ R3×3×3×3 are the sti�ness tensors, α(i)

ε > 0 the thermal expansion coe�-
cients, ρ(i) > 0 the mass densities, c(i) > 0 the heat capacities, γ(i)ε > 0 are the dissipation
coe�cients, K(i)

ε ∈ R3×3 the thermal conductivities, and f (i)
ε , g(i)ε are volume densities.

In addition, e(v) = 1/2(Dv+(Dv)T ) denotes the linearized strain tensor and I3 the iden-
tity matrix. For more details regarding the modeling, we refer to [Bio56, Kup79, WB16]
and also to Chapter 3.

At the interface between the phases, the transmission of both the temperature and
deformation is assumed to be continuous,6 i.e.,

JuεK = 0, JθεK = 0 on Ξε, (4.3e)

where JvK := v(1) − v(2) denotes the jump across the interface separating the phases.

The jump in the �ux of force densities across the interface is assumed to be proportional
to the mean curvature of the interface leading to

JCεε(uε)− αεθεI3KnΓε = −ε2HΓεσ0nΓε on Ξε, (4.3f)

where σ0 > 0 is the coe�cient of surface tension and where HΓε is the mean curvature of
the interface with respect to the moving coordinates.7 Here, the scaling via ε2 counters

6These conditions are sometimes called coherent and homothermal, see [BM05].
7I.e., HΓε

(t, sε(t, x)) = ĤΓε
(t, x).
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4. Thermoelasticity problem with �xed interface

the e�ects of both the interface surface area, note that ε|Γε| ∈ O(1), and the curvature
itself, note that ε|HΓε | ∈ O(1).

In a similar way, the jump of the heat across the interface is assumed to be given via
the constant of latent heat L ∈ R:

JρcdKθεVΓε + Jγε div uεKVΓε − JKε∇θεK · nΓε = LVΓε in Ξε, (4.3g)

where VΓε denotes the normal velocity of the interface with respect to the moving coor-
dinates. Note that, if we neglect the dissipation and if we have equal densities and heat
capacities in both phases (or, a bit more general, JρcdK = 0), equation (4.3g) reduces
to the usual Stefan condition. More complex interface conditions than equations (4.3f),
(4.3f) would arise, if the interface were allowed to be thermodynamically active thereby
requiring us to formulate separate balance equations for surface stress and surface heat,
we refer to [WB16] and Chapter 3 as well as Section 4.5.

Finally, we pose homogeneous Dirichlet conditions for the momentum equation and
homogeneous Neumann conditions for the heat equation as well as initial conditions for
the temperature:

u(1)ε = 0 on S × ∂Ω(1)
ε , (4.3h)

−K(1)
ε ∇θ(1)ε · ν = 0 on S × ∂Ω(1)

ε , (4.3i)

θ(i)ε (0) = ϑ(i)
ε in Ω(i)

ε , (4.3j)

where ϑ(i)
ε are some (possibly highly heterogeneous) initial temperature distributions.

To summarize, we are considering a highly heterogeneous medium that is composed of
two di�erent phases/microstructures where one phase is a connected matrix in which
small inclusions of the other phase are (in the beginning, periodically) embedded (see
Figure 4.1), e.g., bainitic inclusions in austenite steel. Due to phase transformations
(in our example, the bainitic inclusions might grow at the cost of the austenite phase)
which are assumed to be completely known a priori, the phase domains change with
time. In this geometrical setting, we then investigate the thermomechanical response
of the two-phase medium to the surface stresses exerted by the phase interface due to
its curvature (equation (4.3f)) and the latent heat released via the phase transforma-
tion (equation (4.3g)). We note that this situation has some similarity with the one
considered in [EKK02].

Now, we choose a particular scaling of some coe�cients with respect to the ε-parameter:
For i = 1, 2, we assume that there are constants C(i) ∈ R3×3×3×3, K(i) ∈ R3×3, α(i), γ(i) >
0 such that

C(1)
ε = C(1), K(1)

ε = K(1), α(1)
ε = α(1), γ(1)ε = γ(1),

C(2)
ε = ε2C(2), K(2)

ε = ε2K(2), α(2)
ε = εα(2), γ(2)ε = εγ(2).

These speci�c ε-scalings are quite common in the modeling of two-phase media, see,
e.g., [Ain13, CS99, EB14, FAZM11, Yeh11], and are usually justi�ed (albeit only heu-
ristically) by assuming di�erent orders of magnitude of the characteristic time scales
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4.2. Setting and transformation to �xed domain

of the involved physical processes in the respective domains. In our case, this means
that the e�ect of heat conduction, dissipation, stresses, and thermal expansion are assu-
med to be smaller/slower in the inclusions when compared to the matrix. By two-scale
convergence results, this scaling leads to a distributed microstructure model, cf. [All92,
Proposition 1.14. (ii)].

Other ε-scalings are, of course, possible and, depending on the underlying assumptions
regarding the orders of magnitude of the involved processes, might be sensible. Without
the scalings in the bulk equations (i.e., for C(2)

ε , K(2)
ε , α(2)

ε , and γ
(2)
ε )), e.g., we would

expect to get a purely macroscopical limit problem, where only some of the information
of the microstructure (and their changes) are coded into the averaged coe�cients, similar
to the results in [Ain11]. Related problems without the ε2-scaling of C(2)

ε but otherwise
the same scaling for similar scenarios were investigated in [Ain13, EB14] in the context
of double poroelasticity. For a more holistic approach to di�erent sets of scalings and
their e�ect on the homogenization procedure, we refer to [PB08].

We assume that the tensors C(i) and matrices K(i) are symmetric and have constant
entries and also that there is a constant c > 0 such that C(i)M : M ≥ c |M |2 for all
symmetric matrices M ∈ R3×3 and K(i)v · v ≥ c |v|2 for all v ∈ R3. Note that it would
also be possible to treat non-constant coe�cients as long as estimates (4.6a)-(4.6e) hold
uniformly in time and space and as long as the functions are su�ciently regular for the
analysis part to hold.8 We also refer to Section 4.5 where some generalizations regarding
the coe�cients are considered.

Now, from the construction and the regularity of s, we have the following estimates
available concerning the quantities related to the transformation that are de�ned by
equations (4.2a)-(4.2f):

sup
ε>0

(
∥Fε∥L∞(S×Ω)3×3 +

F−T
ε


L∞(S×Ω)3×3 + ∥Jε∥L∞(S×Ω)

+ ε−1 ∥vε∥L∞(S×Ω)3 + ε−1∥V̂Γε∥L∞(S×Γε) + ε∥ĤΓε∥L∞(S×Γε)

)
<∞, . (4.4)

In addition, we also see that there is an ε-independent c > 0 such that Jε(t, x) ≥ c for
all (t, x) ∈ S × Ω.

For a given function ϕ = ϕ(t, x), we denote the corresponding pull-back function by
ϕ̂ε(t, x) = ϕ(t, s−1

ε (t, x)). We introduce the transformed coe�cient functions needed
to transform equations (4.3a)-(4.3i) in a �xed domain, i.e., to a formulation without a

8E.g., we would need ρ(i)c(i), C(i), and α(i) to be di�erentiable with respect to time in order for
Lemma 4.5 to hold.
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4. Thermoelasticity problem with �xed interface

motion of the phase interface:

Aε : S × Ω → R3×3×3×3, AεB =
1

2

(
F−T
ε B +

(
F−T
ε B

)T)
, (4.5a)

Cr,i
ε : S × Ω(i)

ε → R3×3×3×3, Cr,i
ε = JεAT

ε C(i)
ε Aε, (4.5b)

αr,i
ε : S × Ω(i)

ε → R3×3, αr,i
ε = Jεα

(i)
ε F

−T
ε , (4.5c)

Hr
Γε
: S × Γε → R3×3, Hr

Γε
= Jεσ0ĤΓεF

−1
ε , (4.5d)

cr,iε : S × Ω(i)
ε → R, cr,iε = Jερ

(i)c(i), (4.5e)

γr,iε : S × Ω(i)
ε → R, γr,iε = Jεγ

(i)
ε F−T

ε , (4.5f)

vrε : S × Ω → R3, vrε = F−1
ε vε, (4.5g)

Kr,i
ε : S × Ω(i)

ε → R3×3, Kr,i
ε = JεF

−1
ε K(i)

ε F−T
ε , (4.5h)

V r
Γε
: S × Γε → R, V r

Γε
= JεV̂Γε , (4.5i)

f r,i
ε : S × Ω(i)

ε → R3, f r,i
ε = Jεf̂

(i)
ε , (4.5j)

gr,iε : S × Ω(i)
ε → R, gr,iε = Jεĝ

(i)
ε . (4.5k)

Then, as a consequence of the estimate (4.4), we have

sup
ε>0

∑
i=1,2

(Cr,i
ε


L∞(S×Ω)

+
αr,i

ε


L∞(S×Ω)

+ ε
Hr

Γε


L∞(S×Γ)

+
cr,iε L∞(S×Ω)

+ ε−1 ∥vrε∥L∞(S×Ω) +
Kr,i

ε


L∞(S×Ω)

+ ε−1
V r

Γε


L∞(S×Γ)

)
<∞. (4.6a)

Furthermore, using the uniform positivity of Jε, we get the following uniform positivity
estimates

Cr,i
ε M :M ≥ c |M |2 for all M ∈ Sym(3), (4.6b)

αr,i
ε v · v ≥ c |v|2 for all v ∈ R3, (4.6c)

cr,iε ≥ c, (4.6d)

Kr,i
ε v · v ≥ c |v|2 for all v ∈ R3. (4.6e)

Taking the back-transformed quantities (de�ned on the initial periodic domains Ω
(i)
ε )

U
(i)
ε : S × Ω

(i)
ε → R3 and Θ

(i)
ε : S × Ω

(i)
ε → R3 given via U (i)

ε (t, x) = u
(i)
ε (t, s−1

ε (t, x)) and
Θ

(i)
ε (t, x) = θ

(i)
ε (t, s−1

ε (t, x)), we get the following problem in �xed coordinates:

Thermoelasticity problem - �xed coordinates

− div
(
Cr,1
ε (U (1)

ε )−Θ(1)
ε αr,1

ε

)
= f r,1

ε in S × Ω(1)
ε , (4.7a)

− div
(
ε2Cr,2

ε e(U (2)
ε )− εΘ(2)

ε αr,2
ε

)
= f r,2

ε in S × Ω(2)
ε , (4.7b)

∂t
(
cr,1ε Θ(1)

ε + γr,1ε : DU (1)
ε

)
− div

(
Kr,1

ε ∇Θ(1)
ε

)
− div

((
cr,1ε Θ(1)

ε + γr,1ε : DU (1)
ε

)
vrε
)
= gr,1ε in S × Ω(1)

ε ,
(4.7c)

∂t
(
cr,2ε Θ(2)

ε + εγr,2ε : DU (2)
ε

)
− div

(
ε2Kr,2

ε ∇Θ(2)
ε

)
− div

((
cr,2ε Θ(2)

ε + εγr,2ε : DU (2)
ε

)
vrε
)
= gr,2ε in S × Ω(2)

ε ,
(4.7d)
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complemented with interface transmission, boundary, and initial conditions.

For more details regarding the transformation to a �xed domain, we refer to [Dob12,
Mei08, PSZ13] as well as to Section 2.3.

Note that the structure of this system is similar to the moving interface problem given
via equations (4.3a)-(4.3i), except for the advection terms, some additional non-isotropic
e�ects, and the time/space dependency of all coe�cients.

4.3 Analysis of the micro problem

We introduce the functional spaces

Vu := W 1,2
0 (Ω)3, Vθ := W 1,2(Ω), H := L2(Ω)

and obtain, after identifying H with their dual via Riesz's representation map, the
Gelfand triple, Vθ ↪→ H ↪→ Vθ

′. By (, )H and ⟨, ⟩V ′V , we denote the inner product of a
Hilbert space H and the dual product of a Banach space V , respectively.

Using the well-known Korn inequality (see, e.g., [DL76]), we see that we can use

∥u∥Vu
:= ∥e(v)∥

L2(Ω
(1)
ε )3×3 + ε∥e(v)∥

L2(Ω
(2)
ε )3×3 ,

where e(u) = 1/2(Du + (Du)T ), instead of the standard Sobolev norm for Vu. In the
following lemma, we establish some control on the parameter ε

Lemma 4.1. There is a C > 0 independent of ε > 0 such that

∥v∥L2(Ω)3 + ∥Dv∥
L2(Ω

(1)
ε )3

+ ε∥Dv∥
L2(Ω

(2)
ε )3×3

≤ C
(
∥e(v)∥

L2(Ω
(1)
ε )3×3 + ε∥e(v)∥

L2(Ω
(2)
ε )3×3

)
, v ∈ Vu. (4.8)

Proof. Let v ∈ Vu and set v(i)ε := v|Ω(i)
ε
, i = 1, 2. Then, via extending v(1)ε appropriately

to the whole of Ω (for this, we refer to, e.g., [OSY92, Chapter 1.4]), we call that respective

extension ṽ(1)ε . Then, using Korn's inequality, we get the ε-independent estimate

∥ṽ(1)ε ∥W 1,2(Ω) ≤ C1∥e(v(1)ε )∥
L2(Ω

(1)
ε )3×3 .

Now, since v ∈ Vu, we have wε := (v − ṽ
(1)
ε )|Ω(2)

ε
∈ W 1,2

0 (Ω
(2)
ε ). Via a scaling argument

(and using Korn's inequality for functions in W 1,2
0 (Y (2))), we see that

∥wε∥L2(Ω
(2)
ε )3

+ ε∥Dwε∥L2(Ω
(2)
ε )3×3 ≤ εC2∥e(wε)∥L2(Ω

(2)
ε )3×3 .

This leads to

∥v(2)ε ∥
L2(Ω

(2)
ε )3

+ ε∥Dv(2)ε ∥
L2(Ω

(2)
ε )3×3

≤ (1 + C2)

(
∥ṽ(1)ε ∥W 1,2(Ω)3 + εC2∥e(v(2)ε )∥

L2(Ω
(2)
ε )3×3

)
.

Finally, setting C = max{C1(2 + C2), C2}, we get the desired estimate.

46



4. Thermoelasticity problem with �xed interface

Our concept of weak formulation corresponding to the problem in �xed domain, equa-
tions (4.7a)-(4.7d), is given as:

Variational formulation

Find (Uε,Θε) ∈ L2(S;Vu×Vθ) such that (∂tUε, ∂tΘε) ∈ L2(S;V ′
u×V ′

θ ) and Θε(0) =
θ0ε satisfying∫

Ω
(1)
ε

Cr,1
ε e(U (1)

ε ) : e(vu) dx+ ε2
∫
Ω

(2)
ε

Cr,2
ε e(U (2)

ε ) : e(vu) dx

−
∫
Ω

(1)
ε

Θ(1)
ε αr,1

ε : ∇vu dx− ε

∫
Ω

(2)
ε

Θ(2)
ε αr,2

ε : ∇vu dx

=

∫
Ω

(1)
ε

f r,1
ε · vu dx+

∫
Ω

(2)
ε

f r,2
ε · vu dx+ ε2

∫
Γε

Hr
Γε
nΓε · vu ds, (4.9a)

∫
Ω

(1)
ε

∂t
(
cr,1Θ(1)

ε

)
vθ dx+

∫
Ω

(1)
ε

vrεΘ
(1)
ε · ∇vθ dx

+

∫
Ω

(2)
ε

∂t
(
cr,2Θ(2)

ε

)
vθ dx+

∫
Ω

(2)
ε

vrεΘ
(2)
ε · ∇vθ dx

+

∫
Ω

(1)
ε

∂t
(
γr,1ε : DU (1)

ε

)
vθ dx+

∫
Ω

(1)
ε

vrε
(
γr,1ε : DU (1)

ε

)
· ∇vθ dx

+ ε

∫
Ω

(2)
ε

∂t
(
γr,2ε : DU (2)

ε

)
vθ dx+ ε

∫
Ω

(2)
ε

vrε
(
γr,2ε : DU (2)

ε

)
· ∇vθ dx

+

∫
Ω

(1)
ε

Kr,1
ε ∇Θ(1)

ε · ∇vθ dx+ ε2
∫
Ω

(2)
ε

Kr,2
ε ∇Θ(2)

ε · ∇vθ dx

+

∫
Γε

V r
Γε
vθ ds =

∫
Ω

(1)
ε

gr,1ε vθ dx+

∫
Ω

(2)
ε

gr,2ε vθ dx (4.9b)

for all (vu, vθ) ∈ L2(S;Vu × Vθ).

We start o� with the mechanical part, i.e., equation (4.9a), and de�ne, for t ∈ S, the
linear operators

Eε(t) : Vu → Vu
′, Fε(t) ∈ L2(Ω),

ethε (t) : H → Vu
′, Hε(t) ∈ Vu

′

via

⟨Eε(t)u, v⟩Vu
′Vu

=

∫
Ω

(1)
ε

Cr,1
ε (t)e(u) : e(v) dx+ ε2

∫
Ω

(2)
ε

Cr,2
ε (t)e(u) : e(v) dx,

⟨
ethε (t)ϕ, v

⟩
Vu

′Vu
=

∫
Ω

(1)
ε

ϕαr,1
ε (t) : Dv dx+ ε

∫
Ω

(2)
ε

ϕαr,2
ε (t) : Dv dx,

Fε(t) =

{
f r,1
ε (t), x ∈ Ω

(1)
ε

f r,2
ε (t), x ∈ Ω

(2)
ε

,

⟨Hε(t), v⟩Vu
′Vu

= ε2
∫
Γε

Hr
Γε
(t)nΓε · v ds.
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4.3. Analysis of the micro problem

The weak form (4.9a) is then equivalent to the operator equation

Eε(t)Uε − ethε (t)Θε = Fε(t) +Hε(t) in V ′
u. (4.10)

Lemma 4.2. The operator Eε(t), t ∈ S, is coercive, continuous (both uniformly in time
and in the parameter ε), and symmetric.

Proof. Let u, v ∈ W 1,2(Ω). Due to the estimates (4.6b), (4.6c), we have

⟨Eε(t)v, v⟩Vu
′Vu

≥ cC ∥v∥2Vu
,⏐⏐⏐ ⟨Eε(t)u, v⟩Vu

′Vu

⏐⏐⏐ ≤ CC ∥u∥Vu
∥v∥Vu

for all t ∈ S and all ε > 0. The symmetry follows, after transforming to moving
coordinates, from the symmetry of the Ci.

Since Eε(t) is coercive and continuous, we therefore established, via Lax-Milgram's
Lemma, that, for all Fε ∈ L2(Ω), Hε ∈ L2(Γε), Θε ∈ L2(Ω), and t ∈ S, there is a
unique weak solution Uε(t) ∈ Vu to Problem 4.10. In particular, the inverse operator
E−1

ε (t) is well de�ned as well as linear, bounded, and coercive.

Now, we turn our attention to the heat related part of our system, i.e., equation (4.9b),
where we deal with the coupling9 due to the dissipation term. This is done by combi-
ning the structure of the full problem (the coupling operators are basically dual to one
another) and the just investigated properties of the operators of the mechanical part.
Note that the following considerations regarding the thermal stress operator ethε are (in
spirit) quite similar to those presented in [SM02]. We see that, for vθ ∈ Vθ and vu ∈ Vu,
we have10⟨

ethε (t)vθ, v
⟩
Vu

′Vu
=

∫
Ω

(1)
ε

vθα
r,1(t) : Dvu dx+ ε

∫
Ω

(2)
ε

vθα
r,2(t) : Dvu dx

= −
∫
Ω

(1)
ε

αr,1(t)Dvθ · vu dx− ε

∫
Ω

(2)
ε

αr,2(t)Dvθ · vu dx

+

∫
Γε

JαrK(t)vθnΓε(t) · vu ds,

and, as a result,
ethε (t)|Vθ

: Vθ → L2(Ω)3 × L2(Γε)
3 ⊂ Vu

′.

In addition, we take a look at the corresponding dual operator
(
ethε (t)|Vθ

)′
: L2(Ω)3 ×

L2(Γε)
3 → Vθ

′ given via⟨(
ethε (t)|Vθ

)′
[f, g], vθ

⟩
Vθ

′Vθ

=
(
ethε (t)|Vθ

vθ, [f, g]
)
L2(Ω)×L2(Γε)

.

9And therefore the mixed derivative term for the deformations u
(i)
ε .

10Here, we used that Jαr(t)K = JαK and div(JεFε) = 0.
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4. Thermoelasticity problem with �xed interface

For functions vu ∈ Vu, we have vu = [vu, vu|Γε
] ∈ L2(Ω)3 × L2(Γε)

3 and see that⟨(
ethε (t)|Vθ

)′
vu, vθ

⟩
Vθ

′Vθ

=

∫
Ω

(1)
ε

vθα
r,1(t) : Dvu dx+

∫
Ω

(2)
ε

vθα
r,2(t) : Dvu dx.

As a consequence, we have
(
ethε (t)|Vθ

)′
|Vu

: Vu → H ⊂ Vθ
′. For vu ∈ Vu and f ∈ H,((

ethε (t)|Vθ

)′
|Vu
vu, f

)
H
=

∫
Ω

(1)
ε

fαr,1(t) : Dvu dx+

∫
Ω

(2)
ε

fαr,2(t) : Dvu dx

=
⟨
ethε (t)f, vu

⟩
Vu

′Vu
,

which implies
(
ethε (t)|Vθ

)′
|Vu

=
(
ethε (t)

)′
for all t ∈ S.

From the de�nition of the operator ethε (t), we have the following uniform estimate:

Lemma 4.3. For vu ∈ Vu and f ∈ H, it holds (uniform in t ∈ S and ε > 0)⏐⏐⏐⟨ethε (t)f, vu⟩Vu
′Vu

⏐⏐⏐ ≤ C∥f∥H
(
∥∇vu∥L2(Ω

(1)
ε )3×3 + ε∥∇vu∥L2(Ω

(2)
ε )3×3

)
. (4.11)

Now, we introduce some linear, t-parametrized functions:11

B(1)
ε (t) : H → H, B(1)

ε (t)f = crε(t)f,

B(2)
ε (t) : H → H, B(2)

ε (t)f =
γ

α

(
ethε (t)

)′
E−1

ε (t)ethε (t)f,

A(1)
ε (t) : Vθ → Vθ

′,
⟨
A(1)

ε (t)vθ, vθ
⟩
Vθ

′Vθ
= (ρcvrε(t)vθ,∇vθ)H

A(2)
ε (t) : Vθ → Vθ

′, ⟨A(2)
ε (t)vθ, vθ⟩Vθ

′Vθ
= (Kr

ε (t)∇vθ,∇vθ)H ,
A(3)

ε (t) : Vθ → Vθ
′,
⟨
A(3)

ε (t)vθ, vθ
⟩
Vθ

′Vθ
=
(
vrε(t)B

(2)
ε (t)vθ,∇vθ

)
H
.

and Fε(t) ∈ Vθ
′, Gε(t) ∈ L2(S;H) via

⟨Fε(t), vθ⟩Vθ
′Vθ

=
(
∂t

(γ
α

(
ethε (t)

)′
E−1

ε (Fε(t) +Hε(t))
)
, vθ

)
H

+
(
vrε
γ

α

(
ethε (t)

)′
E−1

ε (Fε(t) +Hε(t)) ,∇vθ
)
H
,

Gε(t) =

{
grε(t), x ∈ Ω

(1)
ε

grε(t), x ∈ Ω
(2)
ε

.

We note that Fε(t) is well-de�ned if, for example, Fε ∈ C1(S;H)3.

The variational formulation (4.9b) can then be rewritten as an abstract operator pro-
blem:

Operator formulation

Find Θε ∈ L2(S;Vθ) such that ∂tΘε ∈ L2(S;Vθ
′), such that Θε(0) = θε0, and such

that

∂t

(
2∑

i=1

B(i)
ε (t)Θε

)
+

3∑
i=1

A(i)
ε (t)Θε+VΓε(t) = Gε(t)−Fε(t) in V ′

θ , t ∈ S. (4.12)

11Note that γr
ε = γ

αα
r
ε.
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4.3. Analysis of the micro problem

To tackle above problem, we �rst have to investigate some properties of the involved
operators.

Lemma 4.4. The operator B(2)
ε is continuous (uniformly in t ∈ S and ε > 0), self-

adjoint, and strictly monotone. In addition, for every f, g ∈ H, we have (B(2)
ε (·)f, g)H ∈

L∞(S).

Proof. We start o� with proving the continuity property. Let f ∈ L2(Ω) and uε(f) :=
E−1

ε (t)ethε (t)f , i.e., the unique solution of

⟨Eε(t)uε(f), vu⟩Vu
′Vu

= (ethε (t)f, vu)H , vu ∈ Vu.

Due to the estimates from Lemmas 4.2 and 4.3, we have ∥uε(f)∥Vu ≤ C∥f∥H , which
implies, for all g ∈ H,⏐⏐(B(2)

ε f, g
)
H

⏐⏐ ≤ γ

α
∥ethε (t)g∥Vu

′∥uε(f)∥Vu ≤ C∥g∥H∥f∥H ,

where C > 0 is independent of both t ∈ S and ε > 0. As an immediate consequence,
(B

(2)
ε (·)f, g)H ∈ L∞(S). Furthermore, since(

B(2)
ε f, g

)
Ω
, =

⟨
ethε (t)g, E

−1
ε (t)ethε (t)f

⟩
Vu

′Vu

and since E−1
ε is strictly monotone and symmetric, we also have that B(2)

ε is monotone
and self-adjoint.

We establish some further regularity (with respect to time) of the following operator:

Bε(t) : L
2(Ω) → L2(Ω) via Bε(t) = B(1)

ε (t) +B(2)
ε (t).

Lemma 4.5. There is a C > 0 independent of t ∈ S and ε > 0 such that⏐⏐⏐⏐ ddt (Bε(t)f, g)H

⏐⏐⏐⏐ ≤ C ∥f∥H ∥g∥H

for all f, g ∈ H.

Proof. Let f, g ∈ H be given. Then,⏐⏐⏐⏐ ddt (Bε(t)f, g)H

⏐⏐⏐⏐ ≤ |∂t (cr(t))| ∥f∥H ∥g∥H +

⏐⏐⏐⏐ ddt ((ethε (t))′E−1
ε (t)ethε (t)f, g

)
H

⏐⏐⏐⏐ .
In addition, ((

ethε (t)
)′
E−1

ε (t)ethε (t)f, g
)
H
=
⟨
ethε (t)g, E

−1
ε (t)ethε (t)f

⟩
Vu

′Vu
,

where ufε (t) := E−1
ε (t)ethε (t)f admits the ε-uniform bound

∥uε(f)∥Vu ≤ C∥f∥H .
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4. Thermoelasticity problem with �xed interface

Formally, provided that all derivatives exist, we have

∂tu
f
ε (t) = ∂tE

−1
ε (t)ethε (t)f + E−1

ε (t)∂te
th
ε (t)f.

Introducing the operators Ẽε(t) : Vu → Vu
′ and ẽthε (t) : H → Vu

′ via⟨
Ẽε(t)u, v

⟩
Vu

′Vu

=

∫
Ω

(1)
ε

∂tCr,1(t)e(u) : e(v) dx+ ε2
∫
Ω

(2)
ε

∂tCr,2(t)e(u) : e(v) dx,⟨
ẽthε (t)f, v

⟩
Vu

′Vu

=

∫
Ω

(1)
ε

f∂tα
r,1(t) : Dv dx+ ε

∫
Ω

(2)
ε

f∂tα
r,2(t) : Dv dx,

and ũfε ∈ Vu as the unique solution to⟨
Eε(t)ũ

f
ε , vu

⟩
Vu

′Vu

=
⟨
ẽthε f, vu

⟩
Vu

′Vu

−
⟨
Ẽεu

f
ε , vu

⟩
Vu

′Vu

, vu ∈ Vu, (4.13)

we see that this is justi�ed and ∂tufε = ũfε . Furthermore, in testing the weak formula-
tion given via equation (4.13) with ∂tuε(f) and using both the uniform bounds on the
coe�cients and the estimate on uε(f), inequality (4.6a), we see that∂tufε (t)Vu

≤ C ∥f∥H ,

where C > 0 is independent of t ∈ S and ε > 0, and, due to

d

dt

(
B(2)

ε (t)f, g
)
H
=

∫
Ω

(1)
ε

g∂tα
r,1(t) : Dufε (t) dx+

∫
Ω

(1)
ε

gαr,1(t) : D∂tu
f
ε (t) dx

+ ε

∫
Ω

(2)
ε

g∂tα
r,2(t) : Dufε (t) dx+ ε

∫
Ω

(2)
ε

gαr,2(t) : D∂tu
f
ε (t) dx,

we then get the proposed estimate.

We introduce the operator Aε(t) : Vθ → Vθ
′ via Aε(t) =

∑3
i=1A

(i)
ε (t).

Lemma 4.6. There are λ1, λ2 > 0 (independent of t ∈ S and ε > 0) such that

⟨Aε(t)vθ, vθ⟩Vθ
′Vθ

+ λ1 (Bε(t)vθ, vθ)H ≥ λ2 ∥vθ∥Vθ
, vθ ∈ Vθ.

Proof. Let vθ ∈ Vθ. Due to the positivity of cr, equation (4.6d), and the strict monoto-
nicity of B(2)

ε (t), cf. Lemma 4.4, we have

(Bε(t)vθ, vθ)H ≥ c ∥vθ∥2H , vθ ∈ Vθ.

Using the positivity of Kr,i
ε (4.6e), the boundedness of ε−1|vrε | (4.5), and the continuity

estimate for B(2)
ε established in Lemma 4.4, we get

⟨Aε(t)vθ, vθ⟩Vθ
′Vθ

≥ C1

(
∥∇vθ∥2L2(Ω

(1)
ε )

+ ε2 ∥∇vθ∥2L2(Ω
(2)
ε )

)
− C2 ∥vθ∥2H , vθ ∈ Vθ.

From those estimates, we see that the statement holds.
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4.3. Analysis of the micro problem

Having now these results available, we are �nally able to prove the main existence
theorem for the coupled thermoelasticity problem formulated in �xed coordinates.

Theorem 4.7 (Existence Theorem). Let Fε ∈ C1(S;H)3, Gε ∈ L2(S × Ω), and ϑ(i)
ε ∈

L2(Ω
(i)
ε ). Then, there exists a unique (Uε,Θε) ∈ L2(S;Vu × Vθ) such that ∂t(Uε,Θε) ∈

L2(S;Vu
′ × Vθ

′), such that Θε(0)|Ω(i)
ε

= ϑ
(i)
ε solving the variational system (4.9) for �xed

coordinates.

Proof. In light of the coercivity-type estimate established in Lemma 4.6 and the estimate
for B(2)

ε (t) given with Lemma 4.5, we see ([Sho96, Chapter III, Proposition 3.2 and
Proposition 3.3]) that there is a unique Θε ∈ L2(S;Vθ) such that ∂tΘε ∈ L2(S;Vθ

′),
Θε(0)|Ω(i)

ε
= ϑ

(i)
ε , and

d

dt
(Bε(t)Θε) + Aε(t)Θε + VΓε(t) = Gε(t)−Fε(t) in Vθ

′.

De�ning, for every t ∈ S, 12

Uε(t) := E−1
ε (t)

(
ethε (t)Θε(t) + Fε(t) +Hε(t)

)
∈ Vu,

we see that ∂tUε ∈ L2(S;Vu
′) and that Uε(t) solves the mechanical part given via the

variational equation (4.10) for t ∈ S.

Transforming the solution (Uε,Θε) back to moving coordinates, i.e., setting uε(t, x) =
Uε(t, sε(t, x)) and θε(t, x) = Θε(t, sε(t, x)), we then get the solution to the original
problem given by equations (4.3a)-(4.3i). In the following theorem, we establish the a
priori estimates needed to justify the homogenization process.

Theorem 4.8 (ε-independent a priori estimates). Assuming that

sup
ε>0

(
∥Fε∥C1(S;L2(Ω))3 + ∥Gε∥L2(S×Ω) +

∑
i=1,2

∥ϑ(i)
ε ∥L2(Ω)

)
<∞,

we have

∥Θε∥L∞(S;H) + ∥∇Θε∥L2(S×Ω
(1)
ε )3

+ ε∥∇Θε∥L2(S×Ω
(2)
ε )3

+ ∥Uε∥L∞(S;H)3 + ∥DUε∥L∞(S;L2(Ω
(1)
ε ))3×3 + ε∥DUε∥L∞(S;L2(Ω

(2)
ε ))3×3 ≤ C̃, (4.14)

where C, C̃ are independent of the choice of ε.

Proof. Testing the variational equality (4.12) with Θε, using the identity

(∂t (Bε(t)vθ) , vθ)H = (∂t (Bε(t)) vθ, vθ)H +
1

2

d

dt
(Bε(t)vθ, vθ)H ,

12Note that, since Θε ∈ C(S;H), this is well-de�ned.
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4. Thermoelasticity problem with �xed interface

and the uniform operator estimates established in Lemmas 4.2-4.4 and in Lemma 4.6,
we get

d

dt
(Bε(t)Θε,Θε)H + ∥∇Θε∥2L2(Ω

(1)
ε )

+ ε2 ∥∇Θε∥2L2(Ω
(2)
ε )

≤ C
(
∥Θε∥2H + ∥Fε(t)∥2H + ∥Gε(t)∥2Vθ

′ + ∥VΓε(t)∥L2(Γε)
∥Θε∥L2(Γε)

)
. (4.15)

For the temperature on Γε, we have the following ε-trace estimate, see, e.g., [ADH95],

ε ∥Θε∥2L2(Γε)
≤ C

(
∥Θε∥2H + ε2 ∥∇Θε∥2H

)
. (4.16)

Integrating inequality (4.15) over (0, t) and using the positivity of B(1)
ε and the mono-

tonicity of B(2)
ε , we then get

∥Θε(t)∥2H +

∫ t

0

∥∇Θε(τ)∥2L2(Ω
(1)
ε )

dτ + ε2
∫ t

0

∥∇Θε(τ)∥2L2(Ω
(2)
ε )

dτ

≤ C

(
∥Θε(0)∥2H +

∫ t

0

∥Θε(τ)∥2H dτ +

∫ t

0

∥Fε(τ)∥2H dτ

+

∫ t

0

∥Gε(τ)∥2Vθ
′ dτ +

∫ t

0

∥VΓε(τ)∥
2
L2(Γε)

dτ

)
.

A direct application of Gronwall's inequality yields the desired estimates for the tem-
peratures. Testing equation (4.10) with Uε and using the trace estimate (4.16), we
get

∥Uε(t)∥2Vu
≤ C

(
∥Θε(t)∥2H + ∥Fε(t)∥2H + ε2∥Hr

Γε
(t)∥2L2(Γε)

)
.

Via the Korn-type estimate given by Lemma 4.1, we see that the estimates for the
deformations are valid.

4.4 Homogenization

In the following, we use the notion of two-scale convergence to derive a homogenized
model. Our basic references for homogenization, in general, and two-scale convergence,
in particular, are [All92, LNW02, Ngu89, Tar09].13 For the convenience of the reader,
we recall the de�nition of two-scale convergence:

De�niton 4.9 (Two-scale convergence). A sequence vε ∈ L2(S×Ω) is said to two scale
converge two a limit function v ∈ L2(S × Ω× Y ) (vε

2
⇀ v) if

lim
ε→0

∫
S

∫
Ω

vε(t, x)ϕ
(
x,
x

ε

)
dx dt =

∫
S

∫
Ω

∫
Y

v(t, x, y)ϕ(x, y) dy dx dt

for all ϕ ∈ L2(S × Ω;C#(Y )).

13We also refer to Section 2.4, where the relevant de�nitions and results are collected.
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4.4. Homogenization

In addition to the two-scale convergence, we recall the notion of strong two-scale con-
vergence. This concept is needed to pass to the limit for some products of two-scale
convergent sequences.

De�niton 4.10 (Strong two-scale convergence). A sequence vε ∈ L2(S × Ω) is said to
strongly two scale converge to a limit function v ∈ L2(S × Ω × Y ) (vε

2→ u) if both
vε

2
⇀ v and

lim
ε→0

∥vε∥L2(S×Ω) = ∥v∥L2(S×Ω×Y ).

It can be shown, see, e.g., [LNW02, Theorem 18]14, that if uε
2
⇀ u and vε

2→ v, we then
have∫

S

∫
Ω

uε(t, x)vε(t, x)ϕ
(
x,
x

ε

)
dx dt→

∫
S

∫
Ω

∫
Y

u(t, x, y)v(t, x, y)ϕ(x, y) dy dx dt

for all ϕ ∈ C∞
0 (Ω;C∞

# (Y )).

For a function vε ∈ Ω
(i)
ε (i = 1, 2), we denote, by abuse of notation, its zero extension to

the whole of Ω with 1|Ω(i)
ε
vε. Furthermore, W 1,2

# (Y ) is de�ned as the closure of C1
#(Y )

with respect to the W 1,2-Norm, and W 1,2
# (Y (1)) as the subspace of W 1,2

# (Y ) with zero
average. For functions depending on both x ∈ Ω and y ∈ Y , we denote derivatives with
respect to y ∈ Y with the subscript Y , i.e., ey, ∇y, divy.

By the ε-independent estimates established in Theorem 4.8, we have the following two-
scale limits.

Theorem 4.11 (Two-scale limits). There are functions

u ∈ L2(S;Vu), U (2) ∈ L2(S × Ω;W 1,2
# (Y )3),

θ ∈ L2(S;Vθ), Θ(2) ∈ L2(S × Ω;W 1,2
# (Y )),

Ũ ∈ L2(S × Ω;W 1,2
# (Y )3), Θ̃ ∈ L2(S × Ω;W 1,2

# (Y ))

such that

1
Ω

(1)
ε
U (1)
ε

2
⇀ 1Y (1)u, 1

Ω
(1)
ε
DU (1)

ε
2
⇀ 1Y (1)Du+ 1Y (1)DyŨ ,

1
Ω

(2)
ε
U (2)
ε

2
⇀ 1Y (2)U (2), 1

Ω
(2)
ε
DU (2)

ε
2
⇀ 1Y (2)DyU

(2),

1
Ω

(1)
ε
Θ(1)

ε
2
⇀ 1Y (1)θ, 1

Ω
(1)
ε
∇Θ(1)

ε
2
⇀ 1Y (1)∇θ + 1Y (1)∇yΘ̃,

1
Ω

(2)
ε
Θ(2)

ε
2
⇀ 1Y (2)Θ(2), 1

Ω
(2)
ε
∇Θ(2)

ε
2
⇀ 1Y (2)∇yΘ

(2).

Remark 4.12. We distinguish between functions that depend on y ∈ Y and functions
independent of y ∈ Y , by using capitalized letters for the former and lowercase letters
for the other.

For a function v = v(t, x, y), we denote the corresponding transformed function as
v̂(t, x, y) = v(t, x, s(t, x, y)). To keep the notation consistent, we also set u(2)(t, x, y) =
U (2)(t, x, s(t, x, y)) and θ(2)(t, x, y) = Θ(2)(t, x, s(t, x, y)).

14Combined with the remark succeeding the proof of Theorem 18.
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4. Thermoelasticity problem with �xed interface

Now, we introduce the homogenized transformation related quantities (all elements of
L∞(S × Ω× Y ))

F : S × Ω× Y → R3×3, F (t, x, y) := Dys(t, x, y), (4.17a)

J : S × Ω× Y → R, J(t, x, y) := det (Dys(t, x, y)) , (4.17b)

v : S × Ω× Y → R3, v(t, x, y) := ∂ts(t, x, y), (4.17c)

V̂Γ : S × Ω× Γ → R, V̂Γ(t, x, y) := v(t, x, y) · nΓ(t, s(t, x, y)), (4.17d)

ĤΓ : S × Ω× Γ → R, ĤΓ(t, x, y) := − divy
(
F−1(t, x, y)nΓ(t, s(t, x, y))

)
(4.17e)

and see that they are strong two-scale limits of their ε-periodic counterpart

Fε
2→ F, Jε

2→ J,
1

ε
vε

2→ v,
1

ε
V̂Γε

2→ V̂Γ, εĤΓε

2→ ĤΓ.

This can be seen by using the regularity of the function s, the fact that ε
[
x
ε

]
→ x, and

using [All92, Lemma 1.3.].15. For a similar situation in the case of periodic unfolding,
we refer to [Dob12, Lemma 3.4.6]. As a consequence, we also have strong two-scale
convergence for the transformed coe�cients, see (4.5a)-(4.5i), the limits of whose are
labeled via a r-superscript.

We assume that, for i = 1, 2 and almost all t ∈ S, there are functions f (i)(t), g(i)(t), and

ϑ(i) ∈ L2(Ω× Y (i), such that f̂ (i) ∈ C1(S;L2(Ω× Y )3), ĝ(i) ∈ L2(S × Ω× Y ), and such
that

1|Ω(i)
ε
f̂
(i)
ε

2
⇀ 1|Y (i) f̂ (i), 1|Ω(i)

ε
ĝ
(i)
ε

2
⇀ 1|Y (i) ĝ(i), 1|Ω(i)

ε
ϑ(i)
ε

2
⇀ 1|Y (i)ϑ(i).

In particular, this implies

1|Ω(i)
ε
f r,i 2

⇀ 1|Y (i)Jf̂ (i), 1|Ω(i)
ε
gr,iε

2
⇀ 1|Y (i)Jĝ(i).

We set f r,i = Jf̂ (i) and gr,i = Jĝ(i).

4.4.1 Homogenization of the mechanical part

Let v ∈ C∞
0 (Ω)3 and v(2) ∈ C∞(Ω;C∞

# (Y ))3 such that v(x) = v(2)(x, y) for all (x, y) ∈
Ω× Γ. Furthermore, let ṽ ∈ C∞(Ω;C∞

# (Y ))3. We introduce functions

v(1)ε : Ω → R3, v(1)ε (x) := v(x) + εṽ
(
x,
x

ε

)
,

v(2)ε : Ω → R3, v(2)ε (x) := v(2)
(
x,
x

ε

)
+ εṽ

(
x,
x

ε

)
,

vε : Ω → R3, vε(x) :=

{
v
(1)
ε (x), x ∈ Ω(1),

v
(2)
ε (x), x ∈ Ω(2).

15Note that ignoring the �mismatch� x− ε
[
x
ε

]
, we basically have Fε(t, x) ≈ F

(
t, x, x

ε

)
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4.4. Homogenization

As a consequence, vε ∈ W 1,2
0 (Ω)3. Choosing vε as a test function and letting ε → 0, we

then get, up to a subsequence, the following limit problem:∫
Ω

∫
Y (1)

Cr,1
(
e(u) + ey(Ũ

(1))
)
:
(
e(v) + ey(ṽ)

)
dy dx

+

∫
Ω

∫
Y (2)

Cr,2ey(U
(2)) : ey(v

(2)) dy dx

−
∫
Ω

∫
Y (1)

αr,1θ :
(
Dv +Dyṽ

)
dy dx−

∫
Ω

∫
Y (2)

αr,2Θ(2) : Dyv
(2) dy dx

=

∫
Ω

∫
Y (1)

f (1) · v dy dx+
∫
Ω

∫
Y (2)

f (2) · v(2) dy dx+
∫
Ω

∫
Γ

Hr
ΓnΓ · v ds dx (4.18)

for all
(v, ṽ, v(2)) ∈ C∞

0 (Ω)× C∞
0 (Ω;C∞

# (Y ))× C∞
0 (Ω;C∞

# (Y ))

such that v(x) = v(2)(x, y) for all (x, y) ∈ Ω×Γ. By density arguments, equation (4.18)
holds also true for all (v, ṽ, v(2)), where v ∈ W 1,2

0 (Ω)3 and ṽ, v(2) ∈ L2(Ω;W 1,2
# (Y ))3 such

that v(x) = v(2)(x, y) for almost all (x, y) ∈ Ω × Γ. As a next step, we are going to
decouple the limit problem (4.18). For this goal, we choose v ≡ 0 and v(2) ≡ 0. We
obtain:∫

Ω

∫
Y (1)

Cr,1
(
e(u) + ey(Ũ

(1))
)
: ey(ṽ) dy dx−

∫
Ω

∫
Y (1)

αr,1θ : Dyṽ dy dx = 0 (4.19)

for all ṽ ∈ L2(Ω;W 1,2
# (Y ))3.

Now, letting v ≡ 0 and forcing v(2) = 0 a.e. on Ω× Γ, we get∫
Ω

∫
Y (2)

Cr,2ey(U
(2)) : ey(v

(2)) dy dx−
∫
Ω

∫
Y (2)

αr,2Θ(2) : Dyv
(2) dy dx

=

∫
Ω

∫
Y (2)

f (2) · v(2) dy dx (4.20)

for all v(2) ∈ L2(Ω;W 1,2
0 (Y (2)))3. Next, while keeping ṽ ≡ 0, we choose test functions

such that v(x) = v(2)(x, y) for almost all (x, y) ∈ Ω × Y (2) (in particular, we have that
v(2) is constant in y ∈ Y ) and see that∫

Ω

∫
Y (1)

Cr,1
(
e(u(1)) + ey(Ũ

(1))
)
: e(v) dy dx−

∫
Ω

∫
Y (1)

αr,1θ(1) : Dv dy dx

=

∫
Ω

∫
Y (1)

f (1) · v dy dx+
∫
Ω

∫
Y (2)

f (2) · v dy dx+
∫
Ω

∫
Γ

Hr
ΓnΓ · v ds dx. (4.21)

Summarizing, we obtain the following system of variational equalities:∫
Ω

∫
Y (1)

Cr,1
(
e(u(1)) + ey(Ũ

(1))
)
: e(v) dy dx−

∫
Ω

∫
Y (1)

αr,1θ(1) : Dv dy dx

=

∫
Ω

∫
Y (1)

f (1) · v dy dx+
∫
Ω

∫
Y (2)

f (2) · v dy dx+
∫
Ω

∫
Γ

Hr
ΓnΓ · v ds dx, (4.22a)
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4. Thermoelasticity problem with �xed interface

∫
Ω

∫
Y (1)

Cr,1
(
e(u(1)) + ey(Ũ

(1))
)
: ey(ṽ) dy dx

−
∫
Ω

∫
Y (1)

αr,1θ(1) : Dyṽ dy dx = 0, (4.22b)

∫
Ω

∫
Y (2)

Cr,2ey(U
(2)) : ey(v

(2)) dy dx−
∫
Ω

∫
Y (2)

αr,2Θ(2) : Dyv
(2) dy dx

=

∫
Ω

∫
Y (2)

f (2) · v(2) dy dx (4.22c)

for all
(
v, ṽ, v(2)

)
∈ W 1,2

0 (Ω)3 × L2(Ω;W 1,2
# (Y ))3 × L2(Ω;W 1,2

0 (Y (2)))3. In addition to
equations (4.22a)-(4.22c), we have the additional constraint u(1)(t, x) = U (2)(t, x, y) for
almost all (t, x, y) ∈ S × Ω× Γ.

We go on by introducing cell problems and e�ective quantities to get a more acces-
sible form of the homogenization limit. For j, k = {1, 2, 3} and y ∈ Y , set djk =
(yjδ1k, yjδ2k, yjδ3k)

T , where δ is the Kronecker delta. For t ∈ S, x ∈ Ω, let τjk(t, x, ·),
τ(t, x, ·) ∈ W 1,2

# (Y (1))3 are the solutions to

0 =

∫
Y (1)

Cr,1ey(τjk + djk) : ey(ṽ) dy, (4.23a)

0 =

∫
Y (1)

Cr,1ey(τ) : ey(ṽ) dy −
∫
Y (1)

αr,1 : Dyṽ dy (4.23b)

for all ṽ ∈ W 1,2
# (Y (1))3. In addition, we introduce the e�ective elasticity tensor Ch : S ×

Ω → R3×3×3×3, Ch(t, x) =
(
Ch(t, x)

)
1≤i,j,k,l≤3

, via

(
Ch
)
j1j2j3j4

=

∫
Y (1)

Cr,1ey (τj1j2 + dj1j2) : ey (τj3j4 + dj3j4) dy. (4.23c)

Furthermore, we introduce the following e�ective functions:

Hh : S × Ω → R, Hh
Γ(t, x) =

∫
Γ

Hr
Γ(t, x, s)n(t, x, s) ds, (4.23d)

fh : S × Ω → R, fh(t, x) =

∫
Y (1)

f r,1(t, x, y) dy +

∫
Y (2)

f r,2(t, x, y) dy, (4.23e)

αh : S × Ω → R3×3, αh(t, x) =

∫
Y (1)

(
αr,1 − Cr,1ey

(
τu
))

dy. (4.23f)

We see that, at least up to a function independent of y ∈ Y , it holds

Ũ(t, x, y) =
3∑

j,k=1

τjk(t, x, y)(e(u)(t, x))jk + τ(t, x, y)θ(t, x).

After transforming the microscopic mechanical part to moving coordinates, we are led
to ∫

Ω

Che(u) : e(v) dx−
∫
Ω

αhθ : Dv dx =

∫
Ω

fh dx+

∫
Ω

Hh
Γ dx, (4.24a)
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4.4. Homogenization

∫
Y (2)(t,x)

C(2)ey(U
(2)) : ey(v

(2)) dy −
∫
Y (2)(t,x)

α(2)Θ(2) divy v
(2) dy

=

∫
Y (2)(t,x)

f (2) · v(2) dy (4.24b)

for all v ∈ W 1,2
0 (Ω)3, v(2) ∈ W 1,2

0 (Y (2)(t, x))3 and almost all t ∈ S.

4.4.2 Homogenization of the heat part

Let (v, ṽ) ∈ C∞(S × Ω)× C∞(S × Ω;C∞
# (Y )) and v(2) ∈ C∞(S × Ω;C∞

# (Y )) such that
v(T ) = ṽ(T ) = v(2)(T ) = 0 and such that v(t, x) = v(2)(t, x, y) for all (t, x, y) ∈ S×Ω×Γ.
We introduce the functions

v(1)ε : S × Ω → R3, v(1)ε (t, x) = v(t, x) + εṽ
(
t, x,

x

ε

)
,

v(2)ε : S × Ω → R3, v(2)ε (t, x) = v(2)
(
t, x,

x

ε

)
+ εṽ

(
t, x,

x

ε

)
,

vε : S × Ω → R3, vε(t, x) =

{
v
(1)
ε (t, x), x ∈ Ω(1),

v
(2)
ε (t, x), x ∈ Ω(2).

Then, vε ∈ W 1,2(Ω). Choosing vε as a test function and letting ε → 0, we get, up to a
subsequence, the following limit problem:

−
∫
S

∫
Ω

ρ(1)c(1)
⏐⏐Y (1)

⏐⏐ θ∂tv dx dt− ∫
Ω

ρ(1)c(1)
⏐⏐Y (1)

⏐⏐ϑ(1)∂tv(0) dx

−
∫
S

∫
Ω

∫
Y (2)

cr,2Θ(2)∂tv
(2) dy dx dt−

∫
Ω

∫
Y (2)

c(2)ϑ(2)v(2)(0) dy dx

+

∫
S

∫
Ω

∫
Y (2)

cr,2vrΘ(2) · ∇yv
(2) dy dx dt

−
∫
S

∫
Ω

∫
Y (1)

γr,1 :
(
Du+DyŨ

)
∂tv dx dt−

∫
S

∫
Ω

∫
Y (2)

γr,2 : DyU
(2)∂tv

(2) dy dx dt

+

∫
S

∫
Ω

∫
Y (2)

vr
(
γr,2 : DyU

(2)
ε

)
· ∇yv

(2) dy dx dt

+

∫
S

∫
Ω

∫
Y (1)

Kr,1
(
∇θ +∇yΘ̃

)
· (∇v +∇yṽ) dy dx dt

+

∫
S

∫
Ω

∫
Y (2)

Kr,2∇yΘ
(2) · ∇yv

(2) dy dx dt+

∫
S

∫
Ω

∫
Γ

V r
Γ v ds dx dt

=

∫
S

∫
Ω

∫
Y (1)

gr,1v dy dx dt+

∫
S

∫
Ω

∫
Y (2)

gr,2v(2) dy dx dt (4.25)

for all (v, ṽ) ∈ C∞(S×Ω)×C∞(S×Ω;C∞
# (Y )) and v(2) ∈ C∞(S×Ω;C∞

# (Y )) such that
v(T ) = ṽ(T ) = v(2)(T ) = 0 and such that v(t, x) = v(2)(t, x, y) for all (t, x, y) ∈ S×Ω×Γ.
Here,

⏐⏐Y (1)
⏐⏐ = ⏐⏐Y (1)(t, x)

⏐⏐.
Using the same decoupling strategy as for the mechanical part, we obtain the following
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4. Thermoelasticity problem with �xed interface

system of variational equalities:

−
∫
S

∫
Ω

ρ(1)c(1)
⏐⏐Y (1)

⏐⏐ θ∂tv dx dt− ∫
Ω

ρ(1)c(1)
⏐⏐Y (1)

⏐⏐ϑ(1)∂tv(0) dx

−
∫
S

∫
Ω

(∫
Y (2)

cr,2Θ(2) dy

)
∂tv dx dt−

∫
Ω

(∫
Y (2)

c(2)ϑ(1) dy

)
v(0) dx

−
∫
S

∫
Ω

(∫
Y (1)

γr,1 :
(
Du+DyŨ

)
dy +

∫
Y (2)

γr,2 : DyU
(2) dy

)
∂tv dx dt

+

∫
S

∫
Ω

∫
Y (1)

Kr,1
(
∇θ +∇yΘ̃

)
· ∇v dy dx dt+

∫
S

∫
Ω

(∫
Γ

V r
Γ ds

)
v dx dt

=

∫
S

∫
Ω

(∫
Y (1)

gr,1 dy

)
v dx dt+

∫
S

∫
Ω

(∫
Y (2)

gr,2 dy

)
v dx dt, (4.26a)

∫
S

∫
Ω

∫
Y (1)

Kr,1
(
∇θ +∇yΘ̃

)
· ∇yṽ dy dx dt = 0, (4.26b)

−
∫
S

∫
Ω

∫
Y (2)

cr,2Θ(2)∂tv
(2) dy dx dt−

∫
Ω

∫
Y (2)

c(2)ϑ(2)v(2)(0) dy dx

+

∫
S

∫
Ω

∫
Y (2)

ρ(2)c(2)vrΘ(2) · ∇yv
(2) dy dx dt

−
∫
S

∫
Ω

∫
Y (2)

γr,2 : DyU
(2)∂tv

(2) dy dx dt+

∫
S

∫
Ω

∫
Y (2)

vr
(
γr,2 : DyU

(2)
)
· ∇yv

(2) dy dx dt

+

∫
S

∫
Ω

∫
Y (2)

Kr,2∇yΘ
(2) · ∇yv

(2) dy dx dt =

∫
S

∫
Ω

∫
Y (2)

gr,2v(2) dy dx dt (4.26c)

for all (v, ṽ, v(2)) ∈ L2(S;W 1,2(Ω)) × L2(S × Ω;W 1,2
# (Y )) × L2(S × Ω;W 1,2

0 (Y (2))) such
that (∂tv, ∂tv

(2)) ∈ L2(S; (W 1,2(Ω)′)) × L2(S × Ω;W−1,2(Y (2))) and such that v(T ) =
v(2)(T ) = 0.

Now, we want to �nd a more accessible description of the homogenized problem given
via equations (4.26a)-(4.26c). With that in mind, for j ∈ {1, 2, 3}, t ∈ S, x ∈ Ω, let
τj(t, x, ·) ∈ W 1,2

# (Y (1)) be the solution to

∫
Y (1)

Kr,1 (∇yτj + ej) · ∇yṽ dy = 0, ṽ ∈ W 1,2
# (Y (1)). (4.27)

We introduce the following e�ective functions

ch : S × Ω → R, V h : S × Ω → R, γh : S × Ω → R3×3,

Kh : S × Ω → R3×3, gh : S × Ω → R
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4.4. Homogenization

de�ned via

ch(t, x) = ρ(1)c(1)
⏐⏐Y (1)(t, x)

⏐⏐+ α(1)

∫
Y (1)

divy (τ) (t, x, y) dy, (4.28a)

Kh(t, x)ij =

∫
Y (1)

Kr,1(t, x, y) (∇yτj(t, x, y) + ej) · (∇yτi(t, x, y) + ei) , (4.28b)

V h(t, x) =

∫
Γ

V r
Γ (t, x, s) ds, (4.28c)

gh(t, x) =

∫
Y (1)

gr,1(t, x, y) dy +

∫
Y (2)

gr,2(t, x, y) dy (4.28d)

γh(t, x)ij =

∫
Y

(
γr,1 + γ(1)∇yτjk(t, x, y)

)
dy + γ(2)

⏐⏐Y (2)(t, x)
⏐⏐ I3. (4.28e)

The system of variational equalities (4.26a)-(4.26c) then reads

−
∫
S

∫
Ω

chθ(1)∂tv dx dt−
∫
Ω

ch(0)ϑ
(1)
0 ∂tv(0) dx

−
∫
S

∫
Ω

(∫
Y (2)(t,x)

ρ(2)c(2)Θ(2) dy

)
∂tv dx dt−

∫
Ω

(∫
Y (2)(0)

ρ(2)c(2)ϑ(2) dy

)
v(0) dx

−
∫
S

∫
Ω

γh : Du∂tv dx dt+

∫
S

∫
Ω

Kh∇θ · ∇v dy dx dt

= −
∫
S

∫
Ω

V hv dx dt+

∫
S

∫
Ω

gh dx dt, (4.29a)

−
∫
S

∫
Ω

∫
Y (2)

cr,2Θ(2)∂tv
(2) dy dt+

∫
S

∫
Ω

∫
Y (2)

ρ(2)c(2)vrΘ(2) · ∇yv
(2) dy dt

−
∫
Ω

∫
Y (2)

c(2)ϑ(2)v(2)(0) dy −
∫
S

∫
Ω

∫
Y (2)

γr,2 : DyU
(2)∂tv

(2) dy dt

+

∫
S

∫
Ω

∫
Y (2)

vr
(
γr,2 : DyU

(2)
ε

)
· ∇yv

(2) dy dt

+

∫
S

∫
Ω

∫
Y (2)

Kr,2∇yΘ
(2) · ∇yv

(2) dy dx dt =

∫
S

∫
Ω

∫
Y (2)

gr,2v(2) dy dt (4.29b)

for all (v, v(2)) ∈ L2(S;W 1,2(Ω)) × L2(S × Ω;W 1,2
0 (Y (2))) such that (∂tv, ∂tv

(2)) ∈
L2(S; (W 1,2(Ω)′))× L2(S × Ω;W−1,2(Y (2))) and such that v(T ) = v(2)(T ) = 0.

Finally, we are able to present the complete homogenized problem of the initial highly
heterogeneous ε-problem given by equations (4.3a)-(4.3i). We transform the variational
equations (4.29b) to the moving domain formulation and combine the homogenized me-
chanical system (equations (4.24a), (4.24b)) and the homogenized thermo system (equa-
tions (4.29a), (4.29b)). Via localization, this results in the following two-scale system
of partial di�erential equations (complemented by initial conditions and macroscopic
boundary conditions)

60



4. Thermoelasticity problem with �xed interface

Homogenization limit with distributed microstructures

E�ective, macroscopic thermoelasticity - cylindrical coordinates

− div
(
Che(u)− αhθ

)
= fh +Hh in S × Ω, (4.30a)

∂t

(
chθ + ρ(2)c(2)

∫
Y (2)(t,x)

θ(2) dy+γh : Du

)
− div

(
Kh∇θ

)
= gh − V h in S × Ω, (4.30b)

Parametrized microscopic problem - non-cylindrical coordinates

− divy
(
C(2)ey(u

(2))− α(2)θ(2)I3
)
= f (2) in Y (2)(t, x), (4.30c)

ρ(2)c(2)∂tθ
(2) + γ(2)∂t divy u

(2) − divy
(
K(2)∇yθ

(2)
)
= g(2) in Y (2)(t, x), (4.30d)

u(2) = u, θ(2) = θ on Γ(t, x). (4.30e)

This homogenized model is a typical example of what is usually called a distributed-
microstructure model [Sho93]. In simple words, this means that on the one hand,
we have obtained an averaged macroscopic description of the coupled thermoelasticity,
that is equations (4.30a) and (4.30b), while on the other hand, these averaged equations
are, at every point x ∈ Ω, coupled with an x-parametrized microscopic problem, see
equations (4.30c)-(4.30e).

The coupling between the two-scales (microscopic and macroscopic), again, is two-fold:
a) Via the Dirichlet-boundary condition on ∂Y (2)(t, x) (equation (4.30e)), which is a
direct consequence of the continuity conditions posed on the phase-interface of the ε-
microproblem, the macroscopic quantities determine the boundary values of the mi-
croscopic quantities. b) In contrast, in the macroscopic heat equation, we see that the
average of the microscopic heat density, i.e.,

ρ(2)c(2)
∫
Y (2)(t,x)

θ(2) dy

is part of the overall heat density. In the case of γi = 0, i.e., when there is no dissipation,
the overall e�ective heat density eh = eh(t, x) would then be given as

eh = chθ + ρ(2)c(2)
∫
Y (2)(t,x)

θ(2) dy

This seems to suggest that equation (4.30b) should, actually, be interpreted as a balance
equation for the so-called overall heat density, where part of the balanced quantity, the
microscopic temperature Θ(2), is given as a solution to the microscopic heat balance
equation.

In the homogenization limit, the phase transformation is a purely microscopic phenome-
non, where we have the free boundary Γ(t, x) = ∂Y (2)(t, x). However, the transformation
does also turn up in the macroscopic part, where it enters via the volume force densities
e�ective mean curvature Hh and the e�ective normal velocity W h.
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4.5 Remarks on and additions to [EM17b]

In this section, we present some additional results and highlight some possible genera-
lizations of the results presented in [EM17b].

Roughly speaking, these can be subdivided into three di�erent aspects which are

(i) Mathematical Model: Di�erent generalization of the thermoelasticity model are
considered including time and space dependent coe�cients (Corollary 4.13 and
Corollary 4.14) and lower order non-linearities.

(ii) Geometry and Transformation: Generalizations of the underlying geometry are
considered, e.g., non-rectangular domain (Corollary 4.15), both phases connected
(Corollary 4.16).

(iii) Homogenization: Uniqueness for the homogenization limit is established (Theo-
rem 4.18).

Mathematical Model. Using the results presented in Section 4.3, it is possible to
also account for non-constant coe�cients as long as some regularity and boundedness
conditions are met:

Corollary 4.13. For i = 1, 2, let

K(i) ∈ L∞ (Q(i)
ε

)3×3
, C(i) ∈ W 1,∞ (Q(i)

ε

)3×3×3×3
, α(i), γ(i), ρ(i), c(i) ∈ W 1,∞ (Q(i)

ε

)
such that C(i) and K(i) are symmetric and uniformly positive de�nite16 and such that
α(i), γ(i), ρ(i), c(i) are positive and bounded away by zero. Then, Theorems 4.7 and 4.8
hold true. The homogenization result is una�ected.

Proof. Due to the interface motion, all reference-based coe�cient functions (Kr,i and so
on) are already time and space dependent so the only potential problem arising relates
to the properties of these functions. Taking into consideration the C1-regularity of C(i),
α(i), γ(i), ρ(i), c(i), it is easy to see that Lemma 4.5 still holds. The rest follows via the
uniform bounds on the coe�cients. Regarding the homogenization part: multiplying
with ε-independent, L∞ functions does not change the limit process. The only small
and rather obvious di�erence is in the �nal depiction of some terms, e.g., we end with
∂t(ρ

(2)c(2)Θ(2)) instead of ρ(2)c(2)∂tΘ(2)

One might also be interested in the case where the coe�cients explicitly (not only via
their domain) depend on the scale parameter ε. Here, some additional care is needed to
ensure that the limit process is still valid. We introduce the sets

Q
(i)
Y =

⋃
(t,x)∈S×Ω

{(t, x)} × Y (i)(t, x).

16There is a constant c > 0 such that C(i)(t, x)M : M ≥ c |M |2 for all symmetric matrices M ∈ R3×3

and such that K(i)(t, x)v · v ≥ c |v|2 for all v ∈ R3 and for all (t, x) ∈ Q
(i)
ε .
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Corollary 4.14. For i = 1, 2 and ε > 0, let

K(i)
ε ∈ L∞ (Q(i)

ε

)3×3
, C(i)

ε ∈ W 1,∞ (Q(i)
ε

)3×3×3×3
, α(i)

ε , γ
(i)
ε , ρ(i)ε , c

(i)
ε ∈ W 1,∞ (Q(i)

ε

)
such that C(i)

ε and K(i)
ε are symmetric and uniformly (also with respect to the parameter

ε) positive de�nite and such that α(i)
ε , γ(i)ε , ρ

(i)
ε , c

(i)
ε are positive and bounded away by

zero. Moreover, we suppose

sup
ε>0

(
∥K(i)

ε ∥
L∞(Q

(i)
ε )3×3 + ∥C(i)

ε ∥
W 1,∞(Q

(i)
ε )3×3×3×3 + ∥α(i)

ε ∥
W 1,∞(Q

(i)
ε )

+ ∥γ(i)ε ∥
W 1,∞(Q

(i)
ε )

+ ∥ρ(i)ε ∥
W 1,∞(Q

(i)
ε )

+ ∥c(i)ε ∥
W 1,∞(Q

(i)
ε )

)
<∞. (4.31)

Then, Theorems 4.7 and 4.8 hold true. In addition, if we assume that there are functions

K(i) ∈ L∞
(
Q

(i)
Y

)3×3

, C(i) ∈ W 1,∞ (Q(i)
ε

)3×3×3×3
, α(i), γ(i), ρ(i), c(i) ∈ W 1,∞ (Q(i)

ε

)
such that f r,i

ε
2→ f r,i for f = K, C, α, γ, ρ, c, then the homogenization result is also valid.

Here, the superscript r denotes the pullback to the reference con�guration.

Proof. Taking into consideration the uniform estimate given via equation (4.31) and
Corollary 4.13, the validity of Theorems 4.7 and 4.8 follows. Finally, with the assumed
strong two-scale convergence, we can pass to the limit in the same way as outlined in
Section 4.4.

We point out that it is also possible to include some lower order non-linearities without
much di�culty. Generally speaking, non-linearities in the disconnected Ω

(2)
ε -part are

very di�cult to treat as we can only expect weak convergence here. In the connected
domain Ω

(1)
ε , however, they are quite manageable. As a rather simple example, let us

assume that we have a Caratheodory function17 g : S ×Ω×R → R and a ∈ L2(Q) such
that |g(t, x, r)| ≤ C(a(t, x) + r) for a.a. (t, x, r) ∈ S × Ω× R. Now, introducing

G(1)
ε : L2(Q) → L2(Q) via G(1)

ε (ϕ)(t, x) = g
(
t, x,1

Ω
(1)
ε
(x)θ(t, x)

)
,

we might propose G(1)
ε (Θ

(1)
ε ) as the heat production density, i.e.,

∂t
(
cr,1ε Θ(1)

ε + γr,1ε : DU (1)
ε

)
− div

(
Kr,1

ε ∇Θ(1)
ε

)
− div

((
cr,1ε Θ(1)

ε + γr,1ε : DU (1)
ε

)
vrε
)
= G(1)

ε (Θ(1)
ε ) in S × Ω(1)

ε .

Using the compact (and uniform in ε!) embedding W 1,2(Ω
(1)
ε ) ↪→↪→ L2(Ω), it can be

shown that the resulting system admits a (generally non-unique) solution via Schauder's
�xed point theorem. For uniqueness, an additional property, e.g., Lipschitz continuity
of g with respect to r ∈ R, is needed.
17Continuous over R for almost all (t, x) ∈ S × Ω and measurable over S × Ω for all r ∈ R.
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Geometry and transformation. In [EM17b], a very special initial con�guration is
considered: Ω is assumed to be a connected domain such that Ω is an axis-aligned,
rectilinear polygon and the periodicity cell Y = (0, 1)3 is assumed to be decomposable
as Y = Y (1) ∪ Y (2) ∪ Γ where Y (1), Y (2) are disjoint open domains and where Γ =
∂Y (2) is a C2-hypersurface. The ε-dependent motion function sε describing the phase
transformation is assumed to be given via equation (4.1) where the function s has to
obey Assumptions (1)-(7).

Now, there are three di�erent aspects of this setting where potential generalizations
could be investigated: (i) the rectilinear structure of the domain Ω, (ii) the con�guration
of the underlying periodicity cell, and (iii) the transformation describing the interface
motion.

(i). In the case where Ω is not a (rectilinear) polygon, one problem is given by the fact
that, for some ε > 0, we have Γext

ε := ∂Ω
(2)
ε ∩ ∂Ω ̸= ∅. In addition, Ω(1)

ε may not be
connected anymore. In this general setting, the analysis of Section 4.3 already breaks
with Lemma 4.1, as uniform extension estimates are not available due to the complex
structure at the boundary. We refer to [ACPDMP92], where it is argued that extension
estimates can be uniform only at a distance from ∂Ω.

Figure 4.2: (Left) Domain Ω with complex boundary structure; (Right) Domain Ω̃ε with removed layer.

A simple and common way, see, e.g., [CP79, ET�15], to circumvent the problems arising
due to the complex structure at the boundary is to remove the problematic boundary
layer of dimension ε and investigate the problem for this simpli�ed geometry.

To make things more precise, let Ω ⊂ R3 be a bounded Lipschitz domain and let Y (i)

(i = 1, 2) be as above. We now only include the ε-scaled cells that are compactly
embedded in Ω, i.e., we take

Ω̃ε = Ω ∩

(⋃
k∈Zε

ε(Y + k)

)
, where Zε =

{
k ∈ Z3 : ε(k + Y ) ⊂ Ω

}
and set

Ω̃(2)
ε = Ω̃ε ∩

(⋃
k∈Z3

ε(Y (2) + k)

)
, Γ̃ε = ∂Ω̃(2)

ε

as well as Ω̃
(1)
ε = Ω \ Ω̃

(2)
ε , illustrated on the right in �gure 4.2. It is easy to see that
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limε→0 |Ω\ Ω̃ε| = 0 (see, e.g., [Han11, Eq. (2.3)]), which suggests that this simpli�cation
is of low signi�cance in the limit process.

Corollary 4.15. Replacing Ω
(i)
ε and Γε with Ω̃

(i)
ε and Γ̃ε, respectively, and assuming

that sε(t, x) = x for all x in Ω \ Ω̃ε, Theorems 4.7 and 4.8 still hold true and the
homogenization result is valid.

Proof. Taking into consideration [CP99, Chapter 2, Remark 2.13], Lemma 4.1 can easily
be salvaged. The rest of the analysis and the homogenization is not a�ected by this
change in geometry.

(ii). Now, we loosen the assumptions placed on the underlying periodic structure: We
still expect Y (1), Y (2) ⊂ Y to be disjoint open Lipschitz domains such that Γ := ∂Y (2)

is a C2-hypersurface and such that Y = Y (1) ∪ Y (2). However, we do not assume that
Γ ∩ ∂Y = ∅; but note that we still expect Ω(1)

ε to be connected. As a consequence, Ω(2)
ε

may or may not be connected; see Figure 4.3 for an example where both phases are
connected.18

Figure 4.3: A unit cell leading to a pipe-like system; �gure taken from [Höp16, P. 14].

Note that, due to the Lipschitz regularity of Y (i), i = 1, 2, pathological cases as presented
in [ACPDMP92, Fig. 1] are excluded.

Again, we have to deal with a complex boundary as ∂Ω ∩ Γε ̸= ∅ where the proof
of Lemma 4.1 given above is not valid (since the referenced extension operator is not
valid in this case). Due to the rectilinear structure of the overall domain Ω, however,
it is still possible to control the behavior at the boundary and recover corresponding
extension operators.

Corollary 4.16. Let the underlying microstructure be given as described in this para-
graph (ii). Then, Theorems 4.7 and 4.8 still hold true. The homogenization procedure
also holds with some changes in the boundary conditions for the microscopic problem,
where we get

u(2) = u, θ(2) = θ on Γin(t, x), (4.32a)

y ↦→ u(2), θ(2) Y − periodic. (4.32b)

18This is not possible in R2.
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Here, Γ(in)(t, x) = Γ(t, x) \ ∂Y .

Proof. To recover Lemma 4.1, we have to rely on more sophisticated extension operators
as developed in [Höp16, Theorem 3.5]. With that in mind, the rest of the analysis part
is still valid. Regarding the limit process, the existence of two-scale limits, i.e., Theo-
rem 4.11, is clear and passing to the limit leads to equation (4.18) (momentum equation)
and equation (4.25) (heat equation). At this point, some additional care is needed in
decoupling these problems. For the mechanical part, while equation (4.19) is, of course,
still valid for all ṽ ∈ L2(Ω;W 1,2

# (Y ))3, variational equation (4.20) now holds for all
v(2) ∈ L2(Ω;W 1,2

# (Y (2)))3, which leads to the periodicity condition (4.32b) for U (2) (and,
analogously, for Θ(2)).

Note that, although Γext = Γ(t, x) ∩ ∂Y ̸= 0 is allowed in this setting, this set is
necessarily constant independent of space and time due to Assumption (5).

(iii). In general, the motion function sε : S × Ω → Ω does not have to be explicitly
given as a folded periodic two-scale motion function s : S × Ω × Y → Y . The minimal
requirements for the analysis and the limit process to still be valid are:

Minimal requirements - transformation function

Let sε : S × Ω → Ω such that

(1) Regularity : sε ∈ C1(S;C2(Ω)).

(2) Invertability : there is s−1
ε = s−1

ε (t, x) satisfying sε(t, s
−1
ε (t, x)) = x for all

(t, x) ∈ S × Ω.

(3) Regularity of the inverse: s−1
ε ∈ C1(S;C2(Ω)).

(4) Initial condition: sε(0, x) = x for all x ∈ Ω.

(5) Estimates : There is c > 0 such that detDsε > c and it holds equation (4.4)
as well as

sup
0<ε<ε0

(
∥∂tDsε∥L∞(S×Ω)

)
<∞.

(6) Strong two-scale limits : there is s ∈ C1(S;C0(Ω;C2
#(Y ))) such that

1

ε
∂tsε

2→ ∂ts, Dsε
2→ Dys, εD2sε

2→ D2
ys.

(7) Motion properties of limit : there is a function s−1 = s−1(t, x, y) satisfying
s(t, x, s−1(t, x, y)) = y for all (t, x, y) ∈ S × Ω × Y as well as s−1

ε ∈
C1(S;C0(Ω;C2

#(Y ))).

It is not di�cult to see that these requirements are already su�cient for the analysis
and the limit process, see the following corollary. In this general setting, we do not
assume that inclusions stay in their respective cell, i.e., there may be k ∈ Z3 and ε > 0
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such that ε(Y + k) ⊂ Ω but sε(t, ε(Y (2) + k)) ̸⊂ ε(Y (2) + k). This is not possible in the
setting described in Section 4.2 as this violates Assumption (5).

Corollary 4.17. Let the set of minimal requirements be ful�lled. Then, Theorems 4.7
and 4.8 as well as the limit process are still valid.

Proof. This is straightforward as the assumptions are speci�cally chosen so that all
requirements for the analysis and homogenization are satis�ed.

Finally, we point out that it is possible to combine Corollaries 4.16 and 4.17 to account
for situations where both phases are connected and the phase transformations are not
restricted to the interior of Y , i.e., Γext = Γext(t, x) might also evolve with respect to
(t, x) ∈ S × Ω.

Y (1)Y (2) Y (1)(t, x)Y (2)(t, x)

Figure 4.4: (left) Cross section of a unit cell where both phases are connected (as in Figure 4.3), (right)
deformed cross section for some (t, x) ∈ S × Ω. Note that the deformed unit cell is still
periodic since s(t, x, ·) is periodic.

Homogenization. Here, we present a complementary result establishing the unique-
ness of the limit problem established in Section 4.4 and given by equations (4.30a)
to (4.30d). This result is obtained via energy estimates where some particular focus on
the coupling terms is vital.

Theorem 4.18 (Uniqueness of limit problem). The homogenized problem given by equa-
tions (4.30a) to (4.30d) has exactly one solution.

Proof. With the limit process outlined in Section 4.4, we know that there is a set of
functions (u, θ, U (2),Θ(2)) where

u ∈ L∞ (S;W 1,2
0 (Ω)

)3
, U (2) ∈ L∞ (S;L2

(
Ω;W 1,2

#

(
Y (2)

)))3
,

θ ∈ L2
(
S;W 1,2(Ω)

)
, Θ(2) ∈ L2

(
S;L2

(
Ω;W 1,2

#

(
Y (2)

)))
,

such that (u, θ, u(2), θ(2)) is a solution to the limit problem given via equations (4.30a)
to (4.30e). Here, again,

f (2)(t, x, y) = F (2)(t, x, s(t, x, y)) (f = u, θ).
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Assume that we have two di�erent sets of solutions and denote their pair-wise di�erence
as (w, ξ,W (2),Ξ(2)). We introduce

W̃ (t, x, y) =
3∑

j,k=1

τjk(t, x, y)e(w)(t, x)ej · ek + τ(t, x, y)ξ(t, x),

Ξ̃(t, x, y) =
3∑

j=1

τj(t, x, y)∇ξ(t, x) · ej

and get (as both sets of solutions satisfy equations (4.18) and (4.25))

∫
Ω

∫
Y (1)

Cr,1
(
e(w) + ey(W̃ )

)
:
(
e(v) + ey(ṽ)

)
dy dx

+

∫
Ω

∫
Y (2)

Cr,2ey(W
(2)) : ey(v

(2)) dy dx

−
∫
Ω

∫
Y (1)

αr,1ξ :
(
Dv +Dyṽ

)
dy dx−

∫
Ω

∫
Y (2)

αr,2Ξ(2) : Dyv
(2) dy dx = 0, (4.33a)

∫
Ω

∂t(c
r,1ξ)ϕ dx dt+

∫
Ω

∫
Y (2)

∂t(c
r,2Ξ(2))ϕ(2) dy dx

+

∫
Ω

∫
Y (1)

∂t

(
γr,1 :

(
Dw +DyW̃

))
ϕ dx+

∫
Ω

∫
Y (2)

∂t
(
γr,2 : DyW

(2)
)
ϕ(2) dy dx

+

∫
Ω

∫
Y (2)

cr,2vrΞ(2) · ∇yϕ
(2) dy dx+

∫
Ω

∫
Y (2)

vr
(
γr,2 : DyW

(2)
ε

)
· ∇yϕ

(2) dy dx

+

∫
Ω

∫
Y (1)

Kr,1
(
∇ξ +∇yΞ̃

)
· (∇ϕ+∇yϕ̃) dy dx

+

∫
Ω

∫
Y (2)

Kr,2∇yΞ
(2) · ∇yϕ

(2) dy dx = 0 (4.33b)

for all admissible sets of test functions (v, ṽ, v(2), ϕ, ϕ̃, ϕ(2)). For details, we refer to
Section 4.4. Now, choosing (∂tw, ∂tW̃ , ∂tW

(2), ξ, Ξ̃,Ξ(2)) as the set of test functions and
using the coercivity and boundedness properties of the involved coee�cients, standard
energy estimates lead to

c
d

dt

(
∥e(w) + ey(W̃ )∥2L2(Ω×Y (1))3×3 + ∥ey(W (2))∥2L2(Ω×Y (2))3×3

)
≤ C

(
∥e(w) + ey(W̃ )∥2L2(Ω×Y (1))3×3 + ∥ey(W (2))∥2L2(Ω×Y (2))3×3

)
+

∫
Ω

∫
Y (1)

γr,1ξ : ∂t
(
Dw +DyW̃

)
dy dx  

A1

+

∫
Ω

∫
Y (2)

γr,2Ξ(2) : ∂tDyW
(2) dy dx  

B1

,
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c

(
d

dt

(
∥ξ∥2L2(Ω) + ∥Ξ(2)∥2L2(Ω×Y (2))

)
+ ∥∇ξ +∇yΞ̃∥2L2(Ω×Y (1)) + ∥∇yΞ

(2)∥2L2(Ω×Y (2))

)
≤ C

(
∥ξ∥2L2(Ω×Y (1)) + ∥Ξ(2)∥2L2(Ω×Y (2)) + ∥ey(W (2))∥2L2(Ω×Y (2))

)
−
∫
Ω

∫
Y (1)

∂t

(
γr,1 :

(
Dw +DyW̃

))
ϕ dx  

A2

−
∫
Ω

∫
Y (2)

∂t
(
γr,2 : DyW

(2)
)
ϕ(2) dy dx  

B2

where c, C are generic uniform constants independent of the functions. Regarding the
A-terms, we see that

α(1)

γ(1)
A1 − A2

=

∫
Ω

∫
Y (1)

γr,1ξ : ∂t
(
Dw +DyW̃

)
dy dx+

∫
Ω

∫
Y (1)

γr,1 :
(
Dw +DyW̃

)
∂tξ dx

=

∫
Ω

∫
Y (1)

∂tγ
r,1ξ :

(
Dw +DyW̃

)
dy dx

≤ C∥ξ∥L2(Ω)∥Dw +DyW̃∥L2(Ω×Y (1))3

which, by analogy, holds similarly for the B-terms. Combining these results and em-
ploying Gronwall's inequality, we can infer that ξ,Ξ(2),W (2) almost everywhere. In
addition, we conclude that

∥e(w) + ey(W̃ )∥2L∞(S;L2(Ω×Y (1)))3×3 = 0,

i.e., e(w) = −ey(W̃ ) a.e. in S × Ω × Y (1), which implies that ey(W̃ ) is Y -independent.
Therefore, as W̃ is Y -periodic, we see that W̃ also is constant in y ∈ Y . As a conse-
quence, e(w) = 0 a.e., and, due to Dirichlet boundary conditions, also w = 0 a.e.
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CHAPTER 5

Corrector estimates

In this chapter, quantitative error estimates regarding the homogenization procedure
outlined in Chapter 4 are considered. While such estimates seem to not be obtainable
in the fully-coupled thermoelasticity (due to the interplay of the scale coupling, micro vs.
macroscale, and the physical coupling, momentum equation vs. heat balance), explicit
rates are provem under certain reasonable simpli�cations to the model.

Please note that the following, Sections 5.1 to 5.4 to be precise, is already published,
[EM17a],1 where some minor cosmetic changes regarding the typesetting as well as
some small changes in some notations (to ensure coherence throughout the thesis) were
performed. Also, we added a short paragraph Estimates for the time derivatives (see
Section 5.4.1) and some references to other parts of the thesis.

The main results of this chapter are:

� Theorem 5.9: corrector estimates for a weakly coupled problem, where the assump-
tion is made that either mechanical dissipation or thermal stresses negligible,

� Theorem 5.10: corrector estimates for microscale coupling, where the assumption
is made that mechanical dissipation and thermal stresses only signi�cant in the
slow-conducting phase (and, therefore, negligible in the fast-conducting phase).

5.1 Introduction

We aim to derive quantitative estimates that show the quality of the upscaling process of
a coupled linear thermoelasticity system with a priori known phase transformations po-
sed in a high-contrast media (as given by equations (4.3a) to (4.3j)) to its corresponding
two-scale thermoelasticity system (as given by equations (4.30a) to (4.30e)).

The problem we have in mind is posed in a medium where the two building components,

1The results presented are due to the �rst author.
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5.1. Introduction

initially assumed to be periodically distributed, are di�erent solid phases of the same ma-
terial in which phase transformations that are a priori known occur. As the main e�ect,
the presence of phase transformations leads to evolution problems in time-dependent
domains that are not necessarily periodic anymore.

In our earlier paper [EM17b], we studied the well-posedness of such a thermoelasti-
city problem and conducted a homogenization procedure via the two-scale convergence
technique (cf. [All92] for details). Those results were obtained after transforming the
problem to a �xed reference geometry. In this work, our goal is to further investigate
the connection of those problems and to derive an upper bound for the convergence
rate (in some yet to be de�ned sense) of their solutions. While historically a tool to
also justify the homogenization (via asymptotic expansions) in the �rst place, such es-
timates, which in the homogenization literature are usually called error and corrector
estimates, provide a means to evaluate the accuracy of the upscaled model. Also, such
estimates are especially interesting from a computational point of view. In the context
of Multiscale FEM, for example, they are needed to ensure/control the convergence of
the method, we refer to, e.g., [AB05, HW97].

The basic idea is to estimate the L2− and W 1,2−errors of the solutions of the problems
using energy-like estimates, additional regularity results, and special operator estimates
for functions with zero average. Since, in general, the solutions of the ε-problem do
not have the same domain as the solutions of the two-scale problem, we additionally
rely on so-called macroscopic reconstructions (we refer to Section 5.3). The di�culty in
getting such estimates in our speci�c scenario is twofold: First, the coupling between the
quasi-stationary momentum equation and the heat equation and, second, the interface
motion which (after transforming to a reference domain) leads to additional terms as
well as time-dependent and non-periodic coe�cients functions.

As typical for a corrector estimate result, the main goal is to show that there is a
constant C > 0 which is independent on the particular choice of ε such that

Targeted Corrector Estimate Result

∥Θerr
ε ∥L∞(S×Ω) + ∥U err

ε ∥L∞(S;L2(Ω))3 + ∥∇Θcor
ε ∥

L2(S×Ω
(1)
ε )3

+ ∥Ducorε ∥
L∞(S;L2(Ω

(1)
ε ))3×3

+ ε∥∇Θerr
ε ∥

L2(S×Ω
(2)
ε )3

+ ε ∥Ducorε ∥
L∞(S;L2(Ω

(2)
ε ))3×3 ≤ C(

√
ε+ ε). (5.1)

Here, Ω represents the full medium, Ω(1)
ε the fast-heat-conducting connected matrix and

Ω
(2)
ε the slow-heat-conducting inclusions. For the de�nitions of the (error and corrector)

functions regarding the temperature Θε and the deformation Uε, we refer the reader to
the beginning of Section 5.4.

Unfortunately, in the general setting of a fully-coupled thermoelasticity problem with
moving interface, such corrector estimates as stated in (5.1) seem not to be obtainable;
in Section 5.4.3, we point out where and why the usual strategy for establishing such
estimates is bound to fail.
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5. Corrector estimates

Instead, we show that there are a couple of possible simpli�cations of the full model in
which (5.1) holds:

(a) Weakly coupled problem: If we assume either the mechanical dissipation or the
thermal stresses to be negligible, we are led to weakly coupled problems, where the
desired estimates can be established successively, see Theorem 5.9. We note that
the regularity requirements are higher in the case of no thermal stress compared
to the case of mechanical dissipation.

(b) Microscale coupling : If mechanical dissipation and thermal stress are only really
signi�cant in the slow-conducting component and negligible in the connected ma-
trix part, the estimates hold, see Theorem 5.10.

As pointed out in [Wan99], neglecting the e�ect of mechanical dissipation is a step that
is quite usual in modeling thermoelasticity problems.

Convergence rates for speci�c one-phase problems with periodic constants (some of
them posed in perforated domains) were investigated in, e.g., [BP13, BPC98, CP98].
In [Eck05], convergence rates for a complex nonlinear problem modeling liquid-solid
phase transitions via a phase-�eld approach were derived. A homogenization result inclu-
ding corrector estimates for a two-scale di�usion problem posed in a locally-periodic geo-
metry was proven in [MvN13, vNM11]. Here, similar to our scenario, the microstructures
are non-uniform, non-periodic, and assumed to be a priori known; the microstructures
are however time independent and there are no coupling e�ects. For some corrector esti-
mate results in the context of thermo and elasticity problems, we refer to [BP13, STV13],
e.g. We also want to point out to the newer and di�erent philosophy in which the so-
lutions are compared in the two-scale spaces (e.g., L2(Ω;W 1,2

# (Y (2))) as opposed to the,

possibly ε-dependent, spaces for the ε-problem (e.g., L2(Ω
(2)
ε )),2 a method which requi-

res considerably less regularity on part of the solutions of the homogenized problems,
we refer to [Gri04, MR16, Rei15].

The paper is organized as follows: In Section 5.2, we introduce the ε-microscopic geo-
metry and formulate the thermoelasticity micro-problem in the moving geometry and
transformed to a �xed reference domain and also state the homogenized two-scale pro-
blem. The assumptions on our data, some regularity statements, and auxiliary estimate
results are then collected in Section 5.3. Finally, in Section 5.4, we focus on establishing
convenient ε-control for the terms arising in the error formulation (see equation (5.7)).
Based on these estimates, the corrector estimate (5.1) is then shown to hold for the
above described cases (a) and (b).

2Here, we have used notation and domains as introduced in Section 5.2.
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5.2. Setting

Figure 5.1: Reference geometry and the resulting ε-periodic initial con�guration. Note that for t ̸= 0,
these domains typically loose their periodicity.

5.2 Setting

5.2.1 Interface motion

The following notation is taken from [EM17b].

Let S = (0, T ), T > 0, be a time interval. Let Ω be the interior of a union of a �nite
number of closed cubes Qj, 1 ≤ j ≤ n, n ∈ N, whose corner coordinates are rational
such that, in addition, Ω is a Lipschitz domain.3

In addition, we denote the outer normal vector of Ω with ν = ν(x). Let Y = (0, 1)3

be the open unit cell in R3. Take Y (1), Y (2) ⊂ Y two disjoint open sets, such that Y (1)

is connected, such that Γ := Y (1) ∩ Y (2) is a C3 interface, Γ = ∂Y (2), Y (2) ⊂ Y , and
Y = Y (1)∪Y (2)∪Γ. With nΓ = nΓ(y), y ∈ Γ, we denote the normal vector of Γ pointing
outwards of Y (2).

For ε > 0, we introduce the εY -periodic, initial domains Ω(1)
ε and Ω

(2)
ε and interface Γε

representing the two phases and the phase boundary, respectively, via (i = 1, 2)

Ω(i)
ε = Ω ∩

(⋃
k∈Z3

ε(Y (i) + k)

)
, Γε = Ω ∩

(⋃
k∈Z3

ε(Γ + k)

)
.

Here, for a set M ⊂ R3, k ∈ Z3, and ε > 0, we employ the notation

ε(M + k) :=
{
x ∈ R3 :

x

ε
− k ∈M

}
.

From now on, we take ε = (εn)n∈N to be a sequence of monotonically decreasing positive
numbers converging to zero such that Ω can be represented as the union of cubes of size
ε. Note that this is possible due to the assumed structure of Ω.

Here nΓε = nΓ(
x
ε
), x ∈ Γε, denotes the unit normal vector (extended by periodicity)

3That is, Ω is rectilinear in the sense of Section 2.4.
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5. Corrector estimates

pointing outwards Ω(2)
ε into Ω

(1)
ε . The above construction ensures that Ω(1)

ε is connected
and that Ω(2)

ε is disconnected. We also have that ∂Ω(2)
ε ∩ ∂Ω = ∅.

Assumptions on the motion of the interface

We assume that we are given a function s : S × Ω× R3 → Y such that

(1) Regularity : s ∈ C1(S;C2(Ω)× C2
#(Y )),4

(2) Invertability : s(t, x, ·)|Y : Y → Y is bijective for every (t, x) ∈ S × Ω,

(3) Regularity of inverse: s−1 ∈ C1(S;C2(Ω)× C2
#(Y )),5

(4) Initial condition: s(0, x, y) = y for all x ∈ Ω and all y ∈ Y ,

(5) there is a constant c > 0 such that dist(∂Y, γ) > c for all (t, x) ∈ S × Ω and
γ ∈ s(t, x,Γ),

(6) s(t, x, y) = y for all (t, x) ∈ S×Ω and for all y ∈ Y such that dist(∂Y, y) < c
2
,

(7) there are constants cs, Cs > 0 such that

cs ≤ det(Dys(t, x, y)) ≤ Cs, (t, x, y) ∈ S × Ω× R3.

We set the (t, x)-parametrized sets

Y (1)(t, x) = s(t, x, Y (1)), Y (2)(t, x) = s(t, x, Y (2)), Γ(t, x) = s(t, x,Γ).

We introduce the operations

[·] : R3 → Z3, [x] = k such that x− [x] ∈ Y,

{·} : R3 → Y, {x} = x− [x]

and de�ne the ε-dependent function6

sε : S × Ω → R3, sε(t, x) := ε
[x
ε

]
+ εs

(
t, ε
[x
ε

]
,
x

ε

)
.

For i = 1, 2 and t ∈ S, we set the time dependent sets Ω
(i)
ε (t) and Γε(t) and the

corresponding non-cylindrical space-time domains Q(i)
ε and space-time phase boundary

Ξε via

Ω(i)
ε (t) = sε(t,Ω

(i)
ε ), Q(i)

ε =
⋃
t∈S

(
{t} × Ω(i)

ε (t)
)
,

Γε(t) = sε(t,Γε), Ξε =
⋃
t∈S

({t} × Γε(t)) ,

4The # subscript denotes periodicity, i.e., for k ∈ N, we have Ck
#(Y ) = {f ∈ Ck(R3) : f(x + ei) =

f(x) for all x ∈ R3}, ei basis vector of R3.
5Here, s−1 : S ×Ω×R3 → Y is the unique function such that s(t, x, s−1(t, x, y)) = y for all (t, x, y) ∈
S × Ω ∈ Y extended by periodicity to all y ∈ R3.

6This is the typical notation in the context of homogenization via the periodic unfolding method, see,
e.g., [CDG08, Dob12].

75



5.2. Setting

and denote by nΓε = nΓε(t, x), t ∈ S, x ∈ Γε(t), the unit normal vector pointing
outwards Ω(2)

ε (t) into Ω
(1)
ε (t). The time-dependent domains Ω(i)

ε host the phases at time
t ∈ S and model the motion of the interface Γε. We emphasize that, for any t ̸= 0, the
sets Ω(1)

ε (t), Ω(2)
ε (t), and Γε(t) are, in general, not periodic.

We introduce the transformation-related functions (here, V̂Γε is the normal velocity and
ĤΓε the mean curvature of the interface) via

Fε : S × Ω → R3×3, Fε(t, x) := Dsε(t, x),

Jε : S × Ω → R, Jε(t, x) := det (Dsε(t, x)) ,

vε : S × Ω → R3, vε(t, x) := ∂tsε(t, x),

V̂Γε
: S × Γε → R, V̂Γε(t, x) := vε(t, x) · nΓε(t, sε(t, x)),

ĤΓε
: S × Γε → R, ĤΓε(t, x) := − div

(
(F ε)−1(t, x)nΓε(t, sε(t, x))

)
for which we have the following estimates

∥Fε∥L∞(S×Ω)3×3 +
F−1

ε


L∞(S×Ω)3×3 + ∥Jε∥L∞(S×Ω)

+ ε−1 ∥vε∥L∞(S×Ω)3 + ε−1 ∥VΓε∥L∞(S×Γε)
+ ε ∥HΓε∥L∞(S×Γε)

≤ C. (5.2)

By design, the constant C entering (5.2) is independent on the choice of ε. Note that
the same estimate also holds for the time derivatives of these functions.

5.2.2 Micro problem and homogenization result

The bulk equations of the coupled thermoelasticity problem are given as (we refer
to [Bio56, EM17b, Kup79])

− div(C(1)
ε e(u(1)ε )− α(1)

ε θ(1)ε I3) = f (1)
ε in Q(1)

ε , (5.3a)

− div(C(2)
ε e(u(2)ε )− α(2)

ε θ(2)ε I3) = f (2)
ε in Q(2)

ε , (5.3b)

∂t
(
ρ(1)c(1)θ(1)ε + γ(1)ε div u(1)ε

)
− div(K(1)

ε ∇θ(1)ε ) = g(1)ε in Q(1)
ε , (5.3c)

∂t
(
ρ(2)c(2)θ(2)ε + γ(2)ε div u(2)ε

)
− div(K(2)

ε ∇θ(2)ε ) = g(2)ε in Q(2)
ε . (5.3d)

Here, C(i)
ε ∈ R3×3×3×3 are the sti�ness tensors, α(i)

ε > 0 the thermal expansion coe�-
cients, ρ(i) > 0 the mass densities, c(i) > 0 the heat capacities, γ(i)ε > 0 are the dissipation
coe�cients, K(i)

ε ∈ R3×3 the thermal conductivities, and f (i)
ε , g(i)ε are volume densities. In

addition, e(v) = 1/2(∇v+∇vT ) denotes the linearized strain tensor and I3 the identity
matrix.

At the interface between the phases, we assume continuity of both the temperature and
the deformation. We also expect the �uxes of force and heat densities to be given via
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5. Corrector estimates

the mean curvature and the interface velocity, resp.:7

JuεK = 0, on Ξε, (5.3e)

JCεε(uε)− αεθεI3KnΓε = −ε2HΓεnΓε on Ξε, (5.3f)

JθεK = 0 on Ξε, (5.3g)

JρcKθεVΓε + Jγε div uεKVΓε − JKε∇θεK · nΓε = LVΓε on Ξε. (5.3h)

Here, JvK := v(1) − v(2) denotes the jump across the boundary separating the phases,
σ0 > 0 is the coe�cient of surface tension, and L ∈ R is the latent heat corresponding
to the phase transformation.

Finally, at the boundary of Ω and for the initial condition, we pose (note that ∂Ω =

∂Ω
(1)
ε )

u(1)ε = 0 on S × ∂Ω(1)
ε , (5.3i)

θ(1)ε = 0 on S × ∂Ω(1)
ε , (5.3j)

θ(i)ε (0) = ϑ(i)
ε in Ω(i)

ε , (5.3k)

u(i)ε (0) = 0 in Ω(i), (5.3l)

where ϑ(i)
ε are initial temperature distributions that might be highly oscillating. The

scaling of the coe�cients is chosen as

C(1)
ε = C(1), K(1)

ε = K(1), α(1)
ε = α(1), γ(1)ε = γ(1),

C(2)
ε = ε2C(2), K(2)

ε = ε2K(2), α(2)
ε = εα(2), γ(2)ε = εγ(2).

Remark 5.1. The simpli�ed models described in the introduction (for which corrector
estimates can be established) correspond to α(1) = α(2) = 0 or γ(1) = γ(2) = 0 (case (1),
weakly coupled problem) and α(1) = γ(1) = 0 (case (2), mirco coupled problem).

Now, taking the pulled-back quantities (de�ned on the initial, periodic domains Ω
(i)
ε )

U
(i)
ε : S × Ω

(i)
ε → R3 and Θ

(i)
ε : S × Ω

(i)
ε → R3 given via U

(i)
ε (t, x) = u

(i)
ε (t, s−1

ε (t, x))

and Θ
(i)
ε (t, x) = θ

(i)
ε (t, s−1

ε (t, x)),8 we get the following problem in �xed coordinates (for
more details regarding the transformation to a �xed domain, we refer to [Dob12, Mei08,
PSZ13]):9

7Here, the scaling via ε2 counters the e�ects of both the interface surface area, note that ε|Γε| ∈ O(1),

and the curvature itself, note that ε|ĤΓε
| ∈ O(1).

8Here, s−1
ε : S × Ω → Ω is the inverse function of sε.

9Here, the superscript r, ε denotes the transformed quantities, for example, Kr,1
ε = JεF

−1
ε K(1)F−T

ε

(cf. [EM17b]).
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ε-Thermoelasticity problem - �xed coordinates

Phase 1 - Balances of momentum and heat

− div
(
Cr,1
ε e(U (1)

ε )−Θ(1)
ε αr,1

ε

)
= f r,1

ε in S × Ω(1)
ε , (5.4a)

∂t
(
cr,1ε Θ(1)

ε + γr,1ε : Du(1)ε

)
− div

(
Kr,1

ε ∇Θ(1)
ε

)
− div

((
cr,1ε Θ(1)

ε + γr,1ε : Du(1)ε

)
vε
)
= gr,1ε

in S × Ω(1)
ε , (5.4b)

Phase 2 - Balances of momentum and heat

− div
(
ε2Cr,2

ε e(U (2)
ε )− εΘ(2)

ε αr,2
ε

)
= f r,2

ε in S × Ω(2)
ε , (5.4c)

∂t
(
cr,2ε Θ(2)

ε + εγr,2ε : Du(2)ε

)
− div

(
ε2Kr,2

ε ∇Θ(2)
ε

)
− div

((
cr,2ε Θ(2)

ε + εγr,2ε : Du(2)ε

)
vε
)
= gr,2ε

in S × Ω(2)
ε , (5.4d)

complemented with interface transmission, boundary, and initial conditions.

Now, for j, k = 1, 2, 3 and y ∈ Y , set djk = (yjδ1k, yjδ2k, yjδ3k)
T where δ denotes the

Kronecker delta. For t ∈ S, x ∈ Ω, let τj(t, x, ·) ∈ W 1,2
# (Y (1)), τjk(t, x, ·), τ(t, x, ·) ∈

W 1,2
# (Y (1))3 be the solutions to the following variational cell problems10

0 =

∫
Y (1)

Kr,1 (∇yτj + ej) · ∇yv dy for all v ∈ W 1,2
# (Y (1)), (5.5a)

0 =

∫
Y (1)

Cr,1ey(τjk + djk) : ey(v) dy for all v ∈ W 1,2
# (Y (1))3, (5.5b)

0 =

∫
Y (1)

Cr,1ey(τ) : ey(v
(1)) dy −

∫
Y (1)

αr,1 : Dyv dy for all v ∈ W 1,2
# (Y (1))3. (5.5c)

Using these functions, we introduce the fourth rank tensor C = C(t, x, y) and the matrix
K = K(t, x, y) via

(C)i1i2j1j2 = Cr,1ey (τi1i2 + di1i2) : ey (τj1j2 + dj1j2) ,

(K)ij = Kr,1 (∇yτj + ej) · (∇yτi + ei)

and de�ne the averaged tensors

Ch =

∫
Y (1)

C dy, Kh =

∫
Y (1)

K dy.

Furthermore, we de�ne the following set of averaged coe�cients

αh =

∫
Y (1)

(
αr,1Cr,1ey(τ)

)
dy,

ch = ρ(1)c(1)
⏐⏐Y (1)

⏐⏐+ ∫
Y (1)

γr,1 : Dyτ dy,

γh =

∫
Y (1)

(
γr,1 + γr,1Dyτjk

)
dy.

10Here, and in the following, the superscript r denotes the transformed quantities, e.g., Kr,1 =
JF−1K(1)F−T .
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For the averaged data (right hand sides and transformation related functions), we set

fh =

∫
Y (1)

f r,1 dy +

∫
Y (2)

f r,2 dy, Hh =

∫
Γ

ĤΓnΓ ds,

gh =

∫
Y (1)

gr,1 dy +

∫
Y (2)

gr,2 dy, V h =

∫
Γ

V̂ r
Γ ds.

Finally, we introduce the operator Ah : L2(S × Ω;L1(Y )) → L2(S × Ω) via

Ah(Θ(2), U (2)) =

∫
Y (2)

(
cr,2Θ(2) + γr,2U (2)

)
dy

After a homogenization procedure (the details of which are presented in [EM17b] and
Chapter 4), we get the following upscaled two-scale model

Limit problem

E�ective, macroscopic thermoelasticity

− div
(
Che(u)− αhθ

)
= fh +Hh in S × Ω, (5.6a)

∂t
(
chθ + γh : Du+ Ah(Θ(2), U (2))

)
− div

(
Kh∇θ

)
= gh − V h

in S × Ω, (5.6b)

Parametrized microscopic problem - reference coordinates

− divy
(
Cr,2ey(U

(2))− αr,2Θ(2)
)
= f r in S × Y (2), (5.6c)

∂t
(
cr,2Θ(2) + γr,2 : Dyu

(2)
)
− divy

(
Kr,2∇yΘ

(2)
)

− divy
((
cr,2Θr,2 + γr,2 : Dyu

(2)
)
vr
)
= gr

in S × Y (2), (5.6d)

U (2) = u, Θ(2) = θ on S × Γ, (5.6e)

again, complemented with corresponding initial and boundary values.

5.3 Preliminaries

In this section, we lay the groundwork for the corrector estimations that are done in
Section 5.4 by stating the existence and regularity results of the solutions and by pro-
viding some auxiliary estimates.

We introduce the spaces

W 1,2(Ω(1)
ε ; ∂Ω) :=

{
u ∈ W 1,2(Ω(1)

ε ) : u = 0 on ∂Ω
}
,

W(S;X) :=
{
u ∈ L2(S;X) : ∂tu ∈ L2(S;X ′)

}
,

where X is a Banach space. In general, we do not di�erentiate (in the notation) between
a function de�ned on Ω and its restriction to Ω

(1)
ε or Ω(2)

ε or between a function de�ned
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on one of those subdomains and its trivial extension to the whole of Ω. Here, and in the
following, C, C1, C2 denote generic constants which are independent of ε. Their values
might change even from line to line.

For a function f = f(x, y), we introduce the so called macroscopic reconstruction [f ]ε =
[f ]ε (x) = f(x, x/ε). Note that, for general f ∈ L∞(Ω;W 1,2(Y ), [f ]ε may not even be
measurable (see [All92]); continuity in one variable, e.g., f ∈ L∞(Ω;C#(Y )) is su�cient,
though. Applying the chain rule leads to D [f ]ε = [Dxf ]ε + 1/ε [Dyf ]ε, where D =
∇, e(·), div(·), for su�ciently smooth functions f .

Assumption (A1). We assume that ϑε ∈ W 1,2(Ω),11 f r,i
ε ∈ C1(S;L2(Ω

(i)
ε )), gr,iε ∈

L2(S × Ω
(i)
ε ). Furthermore, let ϑ ∈ W 1,2(Ω), fh ∈ C1(S;L2(Ω)), gh ∈ L2(S × Ω) for

the macroscopic homogenized part and ϑ(2) ∈ C(Ω;W 1,2(Y (2))), f r,1 ∈ C1(S;L2(Ω)),
gr,2 ∈ L2(S × Ω) for the two-scale part.

We expect the following convergence rates to hold for our data:ϑ(1)
ε − ϑ


L2(Ω

(1)
ε )

≤ C
√
ε,ϑ(2)

ε −
[
ϑ(2)
]
ε


L2(Ω

(2)
ε )

+
f r,2

ε −
[
f r,2
]
ε


L2(Ω

(2)
ε )3

+
gr,2ε −

[
gr,2
]
ε


L2(Ω

(2)
ε )

≤ Cε.

In addition, we assume that∫
Ω

(1)
ε

⏐⏐(f r,1
ε − fh)ϕ(x)

⏐⏐ dx ≤ Cε∥ϕ∥
W 1,2(Ω

(1)
ε )

for all ϕ ∈ W 1,2(Ω(1)
ε ; ∂Ω)3,∫

Ω
(1)
ε

⏐⏐(gr,1ε − gh)ϕ(x)
⏐⏐ dx ≤ Cε∥ϕ∥

W 1,2(Ω
(1)
ε )

for all ϕ ∈ W 1,2(Ω(1)
ε ; ∂Ω).

If we are also interested in developing estimates for the time derivatives, we need stronger
regularity assumptions.

Assumption (A2). Additionally to Assumption (A1), we also expect the following
convergence rates to hold: ϑ(1)

ε − ϑ

W 1,2(Ω

(1)
ε )

≤ C
√
ε,ϑ(2)

ε −
[
ϑ(2)
]
ε


W 1,2(Ω

(2)
ε )

+
∂t(f r,2

ε − [f r]ε)

L2(Ω

(2)
ε )3

+
∂t(gr,2ε − [gr]ε)


L2(Ω

(2)
ε )

≤ Cε.

Moreover, we assume∫
Ω

(1)
ε

⏐⏐∂t(f r,1
ε − fh)ϕ(x)

⏐⏐ dx ≤ Cε∥ϕ∥
W 1,2(Ω

(1)
ε )

for all ϕ ∈ W 1,2(Ω(1)
ε ; ∂Ω)3,∫

Ω
(1)
ε

⏐⏐∂t(gr,1ε − gh)ϕ(x)
⏐⏐ dx ≤ Cε∥ϕ∥

W 1,2(Ω
(1)
ε )

for all ϕ ∈ W 1,2(Ω(1)
ε ; ∂Ω).

11Here, ϑε =
∑

i=1,2 1|Ω(i)
ε
ϑ
(i)
ε (after trivially extending ϑ

(i)
ε ).
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5.3.1 Regularity results

To be able to justify the steps in the estimates shown in Section 5.4, some of the
involved functions need to be of higher regularity than it is guaranteed via the standard
W 1,2-theory for elliptic/parabolic problems. In the following lemmas, we collect the
appropriate regularity results.

Lemma 5.2 (Regularity of cell problem solutions). The solutions of the problems (5.5a)-
(5.5c) possess the regularity (for some p > 3)

τj ∈ C2(S;C1(Ω;W 2,p(Y (1)))), τjk, τ ∈ C2(S;C1(Ω;W 2,p(Y (1))3)).

Proof. The regularity with respect to y ∈ Y (1) can be derived from standard elliptic
regularity theory (we refer to [GT13] for the general results and [Eck05] for the applica-
tion to our case of the cell problems). The rest is a direct consequence of the regularity
(with respect to t ∈ S and x ∈ Ω) of the involved coe�cients.

Note that this implies, in particular, that the cell problem functions and their gradients
(with respect to y ∈ Y ) are bounded and that their macroscopic reconstructions are
well-de�ned measurable functions.

In the following, we denote Uε = (U
(1)
ε , U

(2)
ε ) and Θε = (Θ

(1)
ε ,Θ

(2)
ε ).

Lemma 5.3 (Existence and Regularity Theorem for the ε-Problem). There is a unique
(Uε,Θε) ∈ W(S;W 1,2

0 (Ω)3×W 1,2
0 (Ω)) solving the variational system (5.4) for which stan-

dard energy estimates hold independently of the parameter ε. Furthermore, this solution
possesses the regularity (Uε,Θε) ∈ C1(S;W 2,2(Ω

(1)
ε )3×W 2,2(Ω

(2)
ε )3)×L2(S;W 2,2(Ω

(1)
ε )×

W 2,2(Ω
(2)
ε )) with ∂tΘε ∈ L2(S;W 1,2(Ω)).

Proof. The proof of the existence of a unique solution and of the energy estimates is
given in [EM17b, Theorem 3.7, Theorem 3.8]. As a linear transmission problem (with
su�ciently regular coe�cients), regularity results apply (we refer to, e.g., [Eva10]; see,
also, [SM02] for a similar coupling problem).

Since sε is a di�eomorphism, this leads to a unique solution to the moving interface
problem, also. However, while the solution has W 2,2-regularity, its second derivatives
are not necessarily bounded independently of ε > 0.

Lemma 5.4 (Existence and Regularity Theorem for the Homogenized Problem). There
is a unique

(u, θ, U (2),Θ(2)) ∈ W(S;W 1,2
0 (Ω)3 ×W 1,2

0 (Ω)× L2(Ω;W 1,2(Y (2))3)× L2(Ω;W 1,2(Y (2))))

solving the variational system (5.6). Furthermore,

(u, θ) ∈ C1(S;W 2,2(Ω)3)× L2(S;W 2,2(Ω)) such that ∂tθ ∈ L2(S;W 1,2(Ω)),

81



5.3. Preliminaries

as well as

(U (2),Θ(2)) ∈ C1(S;W 2,2(Ω;W 2,2(Y (2))3))× L2(S;W 2,2(Ω;W 2,2(Y (2))))

such that ∂tΘ(2) ∈ L2(S;W 2,2(Ω;W 1,2(Y (2)))).

Proof. The existence of a solution is given via the two-scale homogenization procedure
outlined in [EM17b] and uniqueness for this linear coupled transmission problem can
then be shown using energy estimates. As to the higher regularity, this follows, again,
via the regularity of domain, coe�cients, and data, we refer to results outlined in [Eva10,
SM02, vNM11].

5.3.2 Auxiliary estimates

As far as the quantities related to the transformation are concerned, we have the follo-
wing estimates available as stated in Lemma 5.5 and Lemma 5.6.

Lemma 5.5. There is a constant C > 0 independent of the parameter ε such that

∥Fε − [F ]ε ∥L∞(S×Ω)3×3 + ∥Jε − [J ]ε ∥L∞(S×Ω) + ∥vε − ε [v]ε ∥L∞(S×Ω)

+ ∥V̂Γε − ε
[
V̂Γ

]
ε
∥L∞(S×Γ) + ∥ĤΓε −

[
ĤΓ

]
ε
∥L∞(S×Γ) ≤ Cε

The same estimates hold for the time derivatives of those functions.

Proof. We show this only for Fε; the other estimates follow in the same way:

∥Fε − [F ]ε ∥L∞(S×Ω)3×3 = ess sup
(t,x)∈S×Ω

⏐⏐⏐Dys
(
t, ε
[x
ε

]
,
x

ε

)
−Dys

(
t, x,

x

ε

) ≤ L
ε√
2
.

Here, L is the Lipschitz constant of Fε with respect to x ∈ Ω (uniform in S × Y ).

Based on the estimates provided in Lemma 5.5 and due to the fact that all material pa-
rameters are assumed to be constant in the moving geometry, we get the same estimates
for the material parameters (Kr,i

ε , αr,i
ε and so on) in the reference con�guration.

The following lemma is concerned with ε-independent estimates for the macroscopic
reconstruction of periodic functions with zero average. There are several di�erent but
similar theorems that can be found in the literature regarding corrector estimates in the
context of homogenization, we refer to, e.g., [CPS07, CP98, Eck05, MvN13], but for our
purposes the following version su�ces:

Lemma 5.6. Let f ∈ L2(S × Ω
(1)
ε ;C#(Y )) such that∫

Y (1)

f(t, x, y) dy = 0 a.e. in S × Ω(1)
ε .
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5. Corrector estimates

Then, there is a constant C > 0 such that, independently of ε,∫
Ω

(1)
ε

|[f ]ε (t, x)ϕ(x)| dx ≤ Cε∥ϕ∥
W 1,2(Ω

(1)
ε )
.

for all ϕ ∈ W 1,2(Ω
(1)
ε ; ∂Ω).

Proof. This can be proven similarly to the corresponding statements in [CP98, Lemma
3] and [MvN13, Lemma 5.2].

5.4 Corrector estimates

In this section, we are concerned with the actual corrector estimates. Reconstructing
micro-solutions from the homogenized functions via the [·]ε-operation and calculate the
di�erences of the momentum equations (5.3a), (5.3b), (5.6a), and (5.6c) and heat equa-
tions (5.3c), (5.3d), (5.6b), and (5.6d), respectively, we get

Di�erence of ε-problem and homogenization limit

Momentum equations

− div
(
Cr,1
ε e(U (1)

ε )− κChe(u)− αr,1
ε Θ(1)

ε + καhθ
)
+Hh

Γ = f r,1
ε − κfh, (5.7a)

− div
(
ε2Cr,2

ε e(U (2)
ε )− εαr,2

ε Θ(2)
ε

)
+
[
divy

(
Cr,2ey(U

(2))− αr,2Θ(2)I3
)]

ε
= f r,2

ε −
[
f r,2
]
ε
,
(5.7b)

Heat equations

∂t
(
cr,1ε Θ(1)

ε − κchθ
)
+ ∂t

(
γr,1ε : Du(1)ε − κγh : Du

)
− div

(
Kr,1

ε ∇Θ(1)
ε − κKh∇θ

)
− κW h

Γ = gr,1ε − κgh,
(5.7c)

∂t
(
cr,2ε Θ(2)

ε −
[
cr,2Θ(2)

]
ε

)
+∂t

(
εγr,2ε : Du(2)ε −

[
γr,2 : Dyu

(2)
]
ε

)
− div

(
ε2Kr,2

ε ∇Θ(2)
ε

)
+
[
divy

(
Kr,2∇yΘ

(2)
)]

ε
= gr,2ε −

[
gr,2
]
ε
.

(5.7d)

These equations hold in S×Ω
(1)
ε and S×Ω

(2)
ε , respectively, where κ is given via κ(t, x) =

|Y (1)(t, x)|−1. Using the interface and boundary conditions for both the ε-problem and
the homogenized problem and then performing an integration by parts, these equations
correspond to a variational problem in W−1,2(Ω)3 ×W−1,2(Ω).

Our strategy in establishing the estimates is as follows: After introducing error and cor-
rector functions and doing some further preliminary estimates, we �rst, in Section 5.4.1,
concentrate on the momentum part, i.e., equations (5.7a) and (5.7b). Here, we take the
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di�erent terms arising in the weak formulation and estimate them individually using
the results from Section 5.3 and usual energy estimation techniques. Combining those
estimates, it is shown that the mechanical error can be controlled by the heat error, see
Remark 5.7. Then, in Section 5.4.2, we basically do the same for the heat conduction
part, i.e., equations (5.7c) and (5.7d), thereby arriving at the corresponding result that
the heat error is controlled by the mechanical error (and the time derivative of the
mechanical error), see Remark 5.8.

Finally, in Section 5.4.3, we go about combining those individual estimates. Here, we
show that for the scenarios (a) (Theorem 5.9) and (b) (Theorem 5.10) (as described in
the introduction), we get the desired estimates, i.e., equation (5.1). Moreover, we point
out why the same strategy does not work for the full problem.

Now, we introduce the functions12

U err
ε =

{
U

(1)
ε − u in S × Ω

(1)
ε

U
(2)
ε −

[
U (2)

]
ε

in S × Ω
(2)
ε

, Θerr
ε =

{
Θ

(1)
ε − θ in S × Ω

(1)
ε

Θ
(2)
ε −

[
Θ(2)

]
ε

in S × Ω
(2)
ε

,

U cor
ε =

{
U err
ε − ε

[
Ũ
]
ε

in S × Ω
(1)
ε

U err
ε in S × Ω

(2)
ε

, Θcor
ε =

{
Θerr

ε − ε
[
Θ̃
]
ε

in S × Ω
(1)
ε

Θerr
ε in S × Ω

(2)
ε

.

The functions Ũ and θ̃ are the functions arising in the two-scale limits of the gradients
of U (1)

ε and Θ
(1)
ε , respectively, and are given by (cf. [EM17b])

Ũ =
3∑

j,k=1

τjke(u)ej · ek + τθ, Θ̃ =
3∑

j=1

τ∇θ(1) · ej.

Due to the corrector parts (namely, ε
[
Θ̃
]
ε
and ε

[
Ũ
]
ε
), the corrector functions does,

in general, not vanish at ∂Ω and are therefore not valid choices of test functions for a
weak variational formulation of the system given via equations (5.7a) to (5.7d). Because
of that, we introduce a smooth cut-o� function mε : Ω → [0, 1] with mε(x) = 0 for all
x ∈ Ω

(1)
ε with dist(x, ∂Ω) ≤ εc/2 and mε(x) = 1 for all x ∈ Ω

(1)
ε with dist(x, ∂Ω) ≥ εc.

Furthermore, we require the estimate

√
ε ∥∇mε∥L2(Ω) +

√
ε3 ∥∆mε∥L2(Ω) +

1√
ε
∥1−mε∥L2(Ω) ≤ C (5.8)

to hold independently of the parameter ε. For this cut-o� function mε, we set

U cor0
ε =

⎧⎨⎩U
cor
ε + (1−mε)ε

[
Ũ
]
ε

in S × Ω
(1)
ε

U cor
ε − ε

[
Ũ
]
ε

in S × Ω
(2)
ε

,

Θcor0
ε =

⎧⎨⎩Θcor
ε + (1−mε)ε

[
Θ̃
]
ε

in S × Ω
(1)
ε

Θcor
ε − ε

[
Θ̃
]
ε

in S × Ω
(2)
ε

.

12The subscripts �err� and �cor� for error and corrector, respectively.
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We then have Θcor0
ε ∈ W 1,2

0 (Ω) and U cor0
ε ∈ W 1,2

0 (Ω)3. Owing to the regularity of Ũ
and Θ̃ (Lemma 5.2) and the estimate (5.8) for mε, these modi�ed correctors admit the
following ε-uniform estimates for the deformation correctors13

∥U err
ε ∥

L2(Ω
(i)
ε )3

≤
U cor0

ε


L2(Ω

(i)
ε )3

+ Cε

≤ ∥U err
ε ∥

L2(Ω
(i)
ε )3

+ 2Cε,

∥e(U cor
ε )∥

L2(Ω
(1)
ε )3×3 ≤

e(U cor0
ε )


L2(Ω

(1)
ε )3×3 + C(

√
ε+ ε)

≤ ∥e(U cor
ε )∥

L2(Ω
(1)
ε )3×3 + 2C(

√
ε+ ε),

ε ∥e(U cor
ε )∥

L2(Ω
(2)
ε )3×3 ≤ ε

e(U cor0
ε )


L2(Ω

(2)
ε )3×3 + C(

√
ε+ ε)

≤ ε ∥e(U cor
ε )∥

L2(Ω
(2)
ε )3×3 + 2C(

√
ε+ ε),

as well as for the temperature correctors

∥Θerr
ε ∥

L2(Ω
(i)
ε )

≤
Θcor0

ε


L2(Ω

(i)
ε )

+ Cε

≤ ∥Θerr
ε ∥

L2(Ω
(i)
ε )

+ 2Cε,

∥∇Θcor
ε ∥

L2(Ω
(1)
ε )3

≤
∇Θcor0

ε


L2(Ω

(1)
ε )3

+ C(
√
ε+ ε)

≤ ∥∇Θcor
ε ∥

L2(Ω
(1)
ε )3

+ 2C(
√
ε+ ε),

ε ∥∇Θcor
ε ∥

L2(Ω
(2)
ε )3

≤ ε
∇Θcor0

ε


L2(Ω

(2)
ε )3

+ C(
√
ε+ ε)

≤ ε ∥∇Θcor
ε ∥

L2(Ω
(2)
ε )3

+ 2C(
√
ε+ ε).

Applying Korns inequality to U cor0
ε (see [EM17b, Lemma 3.1]) and using the above

estimates, we then get

∥U err
ε ∥L2(Ω) + ∥Ducorε ∥

L2(Ω
(1)
ε )3

+ ε ∥Ducorε ∥
L2(Ω

(2)
ε )3×3

≤ ∥e(U cor
ε )∥

L2(Ω
(1)
ε )3

+ ε ∥e(U cor
ε )∥

L2(Ω
(2)
ε )3×3 + C(

√
ε+ ε). (5.9)

5.4.1 Estimates for the momentum equations

Let us �rst concentrate on the mechanical part of the corrector equations, namely equa-
tions (5.7a) and (5.7b). Starting with a variational form of said equations, we employ
usual energy estimation techniques as well as the results and assumptions collected in
Section 5.3 in order to estimate the momentum error in terms of the heat error and the
parameter ε.

To that end, for j = 1, ..9, we introduce time-parametrized linear functionals I(j)ε : S ×

13The same estimates hold when replacing the linearized strain tensor with the gradient operator.

85



5.4. Corrector estimates

W 1,2
0 (Ω)3 → R de�ned via

I(1)ε (t, ϕ) =

∫
Ω

(1)
ε

(
Cr,1
ε e(U (1)

ε )− κChe(u)
)
: e(ϕ) dx−

∫
Γε

κChe(u)nΓε · ϕ ds,

I(2)ε (t, ϕ) = ε2
∫
Ω

(2)
ε

(
Cr,2
ε e(U (2)

ε )−
[
Cr,2
]
ε
e(
[
U (2)

]
ε
)
)
: e(ϕ) dx,

I(3)ε (t, ϕ) = −
∫
Ω

(1)
ε

(
αr,1
ε Θ(1)

ε − καhθ
)
: Dϕ dx+

∫
Γε

καhθnΓε · ϕ ds,

I(4)ε (t, ϕ) = ε

∫
Ω

(2)
ε

(
αr,2
ε Θ(2)

ε −
[
αr,2Θ(2)

]
ε

)
: Dϕ dx,

I(5)ε (t, ϕ) = −
∫
Ω

(1)
ε

(
f r,1
ε − κ

∫
Y (1)

f r,1 dy

)
· ϕ dx,

I(6)ε (t, ϕ) = −ε2
∫
Γε

[
Cr,2
]
ε
e(
[
U (2)

]
ε
)nΓε · ϕ ds−

∫
Ω

(1)
ε

κ

∫
Y (2)

f r,2 dy · ϕ dx,

I(7)ε (t, ϕ) = −ε2
∫
Γε

Hr
Γε
nΓε · ϕ ds−

∫
Ω

(1)
ε

κHh · ϕ dx,

I(8)ε (t, ϕ) = −
∫
Ω

(2)
ε

(
f r,2
ε −

[
f r,2
]
ε

)
· ϕ dx,

and, �nally,

I(9)ε (t, ϕ) = −
∫
Ω

(2)
ε

(
ε2 div

([
Cr,2ex(U

(2))
]
ε

)
+ ε

[
divx

(
Cr,2ey(U

(2))
]
ε

+ ε
[
divx

(
αr,2Θ(2)

)]
ε

))
· ϕ dx.

After integration by parts, a variational form of equations (5.7a) and (5.7b) is given
via

9∑
j=1

I(j)ε (t, ϕ) = 0
(
ϕ ∈ W 1,2

0 (Ω)3
)
. (5.10)

We now go on estimating these I(j)ε -terms individually and then combine the resulting
estimates. This is done for the particular choices of test functions ϕ = U cor0

ε as well as
ϕ = ∂tU

cor0
ε . While the �rst choice is the natural one for energy estimates, the second

is needed in order to merge the resulting estimates with the heat equations.

Estimates for the deformations and stresses. Taking a look at I(1)ε , we split

I(1)ε (t, ϕ) =

∫
Ω

(1)
ε

Cr,1
ε e(U cor

ε ) : e(ϕ) dx

+

∫
Ω

(1)
ε

(
Cr,1
ε e(U (1)

ε − U cor
ε )− κChe(u)

)
: e(ϕ) dx−

∫
Γε

κChe(u)nΓε · ϕ ds.
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We also see (via the de�nitions of C and Ũ)

Cr,1
ε e(U (1)

ε − U cor
ε ) = [C]ε e(u) +

[
Cr,1ey(τ)

]
ε
θ

+
(
Cr,1
ε −

[
Cr,1
]
ε

) (
e(u) +

[
ey

(
Ũ
)]

ε

)
+ εCr,1

ε

[
ex

(
Ũ
)]

ε  
=:R

(1)
ε (t)

,

where, using Lemma 5.6, the estimate⏐⏐⏐⏐∫
Ω

(1)
ε

R(1)
ε (t)ϕ dx

⏐⏐⏐⏐ ≤ Cε∥ϕ∥
W 1,2(Ω

(1)
ε )

holds. Now, seeing that
∫
Γ
Ce(u)n ds = 0 and divy(Ce(u)) = 0 a.e. in S × Ω (note that

u is constant over Y ) and using Lemma 5.6, we get⏐⏐⏐⏐∫
Ω

(1)
ε

(
[C]ε − κ(0)Ch

)
e(u) : e(ϕ) dx−

∫
Γε

κ(0)Ce(u)nΓε · ϕ dx

⏐⏐⏐⏐
=

⏐⏐⏐⏐∫
Ω

(1)
ε

div
((
[C]ε − κ(0)Ch

)
e(u)

)
· ϕ dx

⏐⏐⏐⏐ ≤ Cε∥ϕ∥
W 1,2(Ω

(1)
ε )

for all ϕ ∈ W 1,2(Ω
(1)
ε ; ∂Ω). Also,∫

Ω
(1)
ε

Cr,1
ε e(U cor

ε ) : e(U cor0
ε ) dx

≥ C1∥e(U cor
ε )∥2

L2(Ω
(1)
ε )3×3

+ ε

∫
Ω

(1)
ε

Cr,1
ε e(U cor

ε ) : e
(
(1−mε)

[
Ũ
]
ε

)
dx

≥ C1

2
∥e(U cor

ε )∥2
L2(Ω

(1)
ε )3×3

− C2(ε+ ε2).

Here, the second inequality can be shown using the assumptions on mε and the known
estimates of the involved functions. As a result, we arrive at

I(1)ε (t, U cor0
ε )−

∫
Ω

(1)
ε

[
Cr,1ey(τ)

]
ε
θ : e(U cor0

ε ) dx

≥ C1∥e(U cor
ε )∥2

L2(Ω
(1)
ε )3×3

− C2

(
ε+ ε2

)
. (5.11)

Now, going on with I(2)ε , it is easy to see that

I(2)ε (t, U cor0
ε ) = ε2

∫
Ω

(2)
ε

[
Cr,2
]
ε

(
e(U (2)

ε )− e(
[
U (2)

]
ε
)
)
: e(U cor

ε ) dx

+ ε2
∫
Ω

(2)
ε

(
Cr,2
ε −

[
Cr,2
]
ε

)
e(U (2)

ε ) : e(U cor
ε ) dx

≥ C1ε
2 ∥e(U cor

ε )∥2
L2(Ω

(1)
ε )3×3 − C2ε

2. (5.12)

Going forward with term I
(3)
ε , we decompose

αr,1
ε Θ(1)

ε − καhθ =
(
αr,1
ε −

[
αr,1
]
ε

)
Θ(1)

ε +
[
αr,1
]
ε
Θerr

ε +
([
αr,1
]
ε
− καh

)
θ (5.13)
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5.4. Corrector estimates

from which we can estimate the �rst two terms as⏐⏐⏐⏐∫
Ω

(1)
ε

((
αr,1
ε −

[
αr,1
]
ε

)
Θ(1)

ε +
[
αr,1
]
ε
Θerr

ε

)
: Dϕ

⏐⏐⏐⏐ ≤ C
(
ε+ ∥Θerr

ε ∥
L2(Ω

(1)
ε )

)
∥Dϕ∥

L2(Ω
(1)
ε )
.

For the remaining term of equation (5.13) combined with the interface integral part of
I
(3)
ε , we get∫

Ω
(1)
ε

([
αr,1
]
ε
− καh

)
θ : Dϕ dx+

∫
Γε

καhθnΓε · ϕ ds

= −
∫
Ω

(1)
ε

[
divx

((
αr,1 − κ

∫
Y (1)

αr,1 dy

)
θ

)]
ε

· ϕ dx

−
∫
Ω

(1)
ε

κ div

(∫
Y (1)

Cr,1ey(τ) dy θ

)
· ϕ dx

−
∫
Γε

[
αr,1
]
ε
θnΓε · ϕ ds− 1

ε

∫
Ω

(1)
ε

[
divy

(
αr,1θ

)]
ε
· ϕ dx

We apply Lemma 5.6 to

f1 = divx

((
αr,1 − κ

∫
Y (1)

αr,1 dy

)
θ(1)
)
,

f2 = divx

((
Cr,1ey(τ))− κ

∫
Y (1)

Cr,1ey(τ) dy

)
θ(1)
)

and recall that τ is a solution of the cell problem (5.5c) (because of this the � 1
ε
[divy]ε�-

terms vanish) which leads to⏐⏐⏐⏐I(3)ε (t, ϕ) +

∫
Ω

(1)
ε

[
Cr,1ey(τ)

]
ε
θ : e(ϕ) dx

⏐⏐⏐⏐ ≤ C
(
ε+ ∥Θerr

ε ∥
L2(Ω

(1)
ε )

)
∥ϕ∥

W 1,2(Ω
(1)
ε )
. (5.14)

Similarly as with I(2)ε , for the thermo-elasticity term I
(4)
ε , we get⏐⏐I(4)ε (t, ϕ)

⏐⏐ ≤ C∥Θerr
ε ∥2

L2(Ω
(2)
ε )

+ ε2∥Dϕ∥2
L2(Ω

(2)
ε )3×3

. (5.15)

Next, we tackle the mean curvature error term I
(7)
ε :

⏐⏐I(7)ε (t, ϕ)
⏐⏐ ≤ ε2

⏐⏐⏐⏐∫
Γε

(
Hr

Γε
− [Hr

Γ]ε
)
nΓε · ϕ ds

⏐⏐⏐⏐
+

⏐⏐⏐⏐ε2 ∫
Γε

[Hr
Γ]ε nΓε · ϕ ds−

∫
Ω

(1)
ε

κHh · ϕ dx

⏐⏐⏐⏐ .
Now, in view of the assumptions on our data and for the source density errors (stated
in Assumption (A1)) and the curvature estimate, using Lemma 5.5 (for the functional
I
(6)
ε (t, ϕ)), and the boundedness of the functions involved in I(9)ε , we estimate

9∑
j=5

⏐⏐I(j)ε (t, ϕ)
⏐⏐ ≤ Cε

(
∥ϕ∥

W 1,2(Ω
(1)
ε )

+ ∥ϕ∥
L2(Ω

(2)
ε )

)
. (5.16)
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5. Corrector estimates

Finally, merging the individual estimates for the error terms (namely, inequalities (5.11),
(5.12), and (5.14) to (5.16) and equation (5.9), we conclude

Corrector estimate for the momentum error

∥U err
ε ∥L2(Ω)3 + ∥Ducorε ∥

L2(Ω
(1)
ε )3×3 + ε ∥Ducorε ∥

L2(Ω
(2)
ε )3×3

≤ C
(√

ε+ ε+ ∥Θerr
ε ∥L2(Ω)

)
. (5.17)

Remark 5.7. With inequality (5.17) it is clear that the error in the mechanical part
inherits the convergence rate from the heat-error (at least if it is not faster than

√
ε).

Estimates for the time derivatives. Under stronger assumptions, namely Assump-
tion (A2), corrector estimates for the time derivatives can be established. Since this
is done quite analogously to the estimates leading to inequality (5.17), except for a
few terms arising due to the time di�erentiation, we omit most of the details of this
calculations.

Now, if Assumption (A2) is ful�lled, it is possible to di�erentiate the variational equa-
tion (5.10) (based on equations (5.7a) and (5.7b)) with respect to time and arrive at

9∑
j=1

∂tI
(j)
ε (t, ϕ) = 0

(
ϕ ∈ W 1,2

0 (Ω)3
)
. (5.18)

Starting with the �rst term, we calculate

∂tI
(1)
ε (t, ϕ) =

∫
Ω

(1)
ε

(
∂tCr,1

ε e(U (1)
ε )− κ∂tChe(u)

)
: e(ϕ) dx−

∫
Γε

κ∂tChe(u)nΓε · ϕ ds  
=:I

(1a)
ε (t,ϕ)

+

∫
Ω

(1)
ε

(
Cr,1
ε e(∂tU

(1)
ε )− κChe(∂tu)

)
: e(ϕ) dx−

∫
Γε

κChe(∂tu)nΓε · ϕ ds  
=:I

(1b)
ε (t,ϕ)

. (5.19)

For the second term on the right hand side of equation (5.19), I(1a)ε (t, ϕ), we can infer
from Lemmas 5.5 and 5.6 as well as the arguments leading to inequality (5.11) that

I(1b)ε

(
t, ∂tU

cor0
ε (t)

)
−
∫
Ω

(1)
ε

[
Cr,1ey(∂tτ)

]
ε
∂tθ : e(∂tU

cor0
ε ) dx

≥ C1∥e(∂tU cor
ε )∥2

L2(Ω
(1)
ε )3×3

− C2

(
ε+ ε2

)
. (5.20)

For the �rst term, I(1a)ε (t, ϕ), we can estimate⏐⏐⏐⏐I(1a)ε (t, ∂tU
cor0
ε (t))−

∫
Ω

(1)
ε

[
∂tCr,1ey(τ)

]
ε
θ : e(∂tU

cor0
ε ) dx

⏐⏐⏐⏐
≤ C1∥e(U cor

ε )∥
L2(Ω

(1)
ε )3×3∥e(∂tU cor

ε )∥
L2(Ω

(1)
ε )3×3 + C2

(
ε+ ε2

)
.
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5.4. Corrector estimates

Taking into account the assumptions on our data and on the error of the time derivatives
of the source densities as stated in Assumption (A2) as well as the bounds formulated
in Lemma 5.5, we can also estimate

9∑
j=5

⏐⏐∂tI(j)ε (t, ϕ)
⏐⏐ ≤ Cε

(
∥ϕ∥

W 1,2(Ω
(1)
ε )3

+ ∥ϕ∥
L2(Ω

(2)
ε )3

) (
ϕ ∈ W 1,2

0 (Ω)3
)
.

For the remaining terms, I(j)ε (j = 2, 3, 4), the strategy is the same as in the prece-
ding paragraph (leading to inequalities (5.12), (5.14), and (5.15)) with some additional
time derivative terms which have to be estimated in a similar fashion as the term I

(1a)
ε

above.

Combining these estimates, we are led to:

Corrector estimate for the momentum error - time derivatives

∥∂tU err
ε ∥L2(Ω)3 + ∥D∂tU cor

ε ∥
L2(Ω

(1)
ε )3×3 + ε ∥D∂tU cor

ε ∥
L2(Ω

(1)
ε )3×3

≤ C
(√

ε+ ε+ ∥Θerr
ε ∥L2(Ω) + ∥∂tΘerr

ε ∥L2(Ω)

)
. (5.21)

Finally, we present some additional estimates that can be established in the same way
and which are useful when combining the estimates for the momentum equations and
the heat equations. If we take ∂tU corε as a test function and follow the same strategy as
in (5.11), we can estimate∫ t

0

I(1)ε (τ, ∂tU
cor0
ε ) dτ −

∫ t

0

∫
Ω

(1)
ε

[
Cr,1ey(τ)

]
ε
θ : e(∂tU

cor0
ε ) dx dτ

≥ C1

(
∥e(U cor

ε )(t)∥2
L2(Ω

(1)
ε )

− ∥e(U cor
ε )(0)∥2

L2(Ω
(1)
ε )

)
− C2

∫ t

0

∥U cor
ε ∥2

W 1,2(Ω
(1)
ε )3

dτ

− C3(ε+ ε2), (5.22)

where some integration by parts with respect to time was done. Similarly, we obtain∫ t

0

I(2)ε (τ, ∂tU
cor0
ε ) dτ ≥ C1ε

2
(
∥e(U cor

ε )(t)∥2
L2(Ω

(2)
ε )3×3 − ∥e(U cor

ε )(0)∥2
L2(Ω

(2)
ε )3×3

)
− C2ε

2

∫ t

0

∥e(U cor
ε )∥2

L2(Ω
(2)
ε )3×3 dτ − C3ε

2. (5.23)

5.4.2 Estimates for the heat conduction equations

In this section, we go on with establishing some control on the error terms in the heat
conduction equations, where the overall strategy is the same as with the momentum
error estimates established in Section 5.4.
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5. Corrector estimates

To that end, for j = 1, .., 13, we introduce time-parametrized linear functionals E(j)
ε : S×

W 1,2
0 (Ω) → R de�ned via

E(1)
ε (t, ϕ) =

∫
Ω

(1)
ε

∂t

(
cr,1ε Θ(1)

ε − κ

∫
Y (1)

cr dy θ

)
ϕ dx,

E(2)
ε (t, ϕ) =

∫
Ω

(1)
ε

∂t

(
γr,1ε : Du(1)ε − κγh : Du− κθ

∫
Y (1)

γr,1 : Dyτ dy

)
ϕ dx,

E(3)
ε (t, ϕ) =

∫
Ω

(1)
ε

((
cr,1ε Θ(1)

ε + γr,1ε : Du(1)ε

)
vε
)
· ∇ϕ dx,

E(4)
ε (t, ϕ) =

∫
Ω

(1)
ε

(
Kr,1

ε ∇Θ(1)
ε − κKh∇θ

)
· ∇ϕ dx−

∫
Γε

κKh∇θ · nΓεϕ dx,

E(5)
ε (t, ϕ) =

∫
Ω

(2)
ε

(
∂t
(
cr,2ε Θ(2)

ε

)
−
[
∂t(c

r,2Θ(2))
]
ε

)
ϕ dx,

E(6)
ε (t, ϕ) =

∫
Ω

(2)
ε

(
∂t
(
εγr,2ε : Du(2)ε

)
−
[
∂t(γ

r,2 : Dyu
(2))
]
ε

)
ϕ dx,

E(7)
ε (t, ϕ) =

∫
Ω

(2)
ε

(
cr,2ε Θ(2)

ε vε −
[
cr,2Θ(2)

]
ε
[vr]ε

)
· ∇ϕ dx,

E(8)
ε (t, ϕ) = ε

∫
Ω

(2)
ε

(
γr,2ε : Du(2)ε vε −

[
γr,2
]
ε
: D
[
U (2)

]
ε
[vr]ε

)
· ∇ϕ dx,

E(9)
ε (t, ϕ) = ε2

∫
Ω

(2)
ε

(
Kr,2

ε ∇Θ(2)
ε −

[
Kr,2

]
ε
∇
[
Θ(2)

]
ε

)
· ∇ϕ dx,

E(10)
ε (t, ϕ) =

∫
Γε

V r
Γε
ϕ dσ +

∫
Ω

(1)
ε

κV hϕ dx,

E(11)
ε (t, ϕ) = −

∫
Ω

(1)
ε

κ

∫
Γ

Kr,2∇yΘ
(2) · n ds ϕ dx− ε2

∫
Γε

[
Kr,2

]
ε
∇
[
Θ(2)

]
ε
· nΓεϕ dσ,

E(12)
ε (t, ϕ) = −

∫
Ω

(1)
ε

(
gr,1ε − κ

∫
Y (1)

gr,1 dy

)
ϕ dx+

∫
Ω

(2)
ε

(
gr,2ε −

[
gr,2
]
ε

)
ϕ dx,

E(13)
ε (t, ϕ) = −ε

∫
Ω

(2)
ε

([
divx

(
Kr,2∇Θ(2)

)]
ε
+ div

[
Kr,2∇xΘ

(2)
]
ε

)
ϕ dx.

Multiplying equations (5.7c) and (5.7d) with test functions ϕ ∈ W 1,2
0 (Ω), integrating

over Ω, and then integrating by parts while using the interface conditions, we are lead
to

13∑
j=1

E(j)
ε (t, ϕ) = 0

(
ϕ ∈ W 1,2

0 (Ω)
)
. (5.24)

For the �rst functional, we see that

E(1)
ε (t,Θcor0

ε ) =

∫
Ω

(1)
ε

ρ(1)c(1)∂t

(
Θ(1)

ε (Jε −
1

|Y (1)(0)|
⏐⏐Y (1)

⏐⏐))Θcor0
ε dx

+

∫
Ω

(1)
ε

ρ(1)c(1)
1

|Y (1)(0)|
∂t
(⏐⏐Y (1)

⏐⏐Θerr
ε

)
Θerr

ε dx+R(2)
ε (t),
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5.4. Corrector estimates

where

R(2)
ε (t) = ε

∫
Ω

(1)
ε

ρ(1)c(1)
1

|Y (1)(0)|
∂t
(⏐⏐Y (1)

⏐⏐Θerr
ε

)
mε

[
Θ̃
]
ε
.

Using the regularity estimates for Θ̃ and Θ
(1)
ε , we see that there is a constant c > 0

independent of ε such that (for every δ > 0)⏐⏐⏐⏐∫ t

0

R(2)
ε (τ) dτ

⏐⏐⏐⏐ ≤ ∫ t

0

∥Θerr
ε (τ)∥2 dτ + δ

(
∥Θerr

ε (t)∥2 − ∥Θerr
ε (0)∥2

)
+ Cδtε

2.

With this estimate and Lemma 5.6, we then get∫ t

0

E(1)
ε (τ,Θcor0

ε ) dτ ≥ C1

(
∥Θerr

ε (t)∥2
Ω

(1)
ε

− ∥Θerr
ε (0)∥2

Ω
(1)
ε

)
− C2

(∫ t

0

∥Θerr
ε (τ)∥2

Ω
(1)
ε

+ ε ∥Θcor
ε (τ)∥

W 1,2(Ω
(1)
ε )

dτ + tε2
)
. (5.25)

For the dissipation term of Ω(1)
ε , namely E(2)

ε , we start by noticing that

κγh : Du+ κ

∫
Y (1)

γr,1 : Dyτ dy θ = κ

∫
Y (1)

γr,1 :
(
Du+∇yŨ

)
dy (5.26)

and decompose

E(2)
ε (t, ϕ) =

∫
Ω

(1)
ε

∂t
(
γr,1ε : Ducorε

)
ϕ dx

+

∫
Ω

(1)
ε

∂t
((
γr,1ε −

[
γr,1
]
ε

)
: D(U (1)

ε − U cor
ε )
)
ϕ dx

+

∫
Ω

(1)
ε

∂t

([
γr,1
]
ε
: D(U (1)

ε − U cor
ε )− κ

∫
Y (1)

γr,1 :
(
Du+∇yŨ

)
dy

)
ϕ dx.

Applying Lemma 5.6 to

f = ∂t

(
γr,1 :

(
Du(1) +∇yŨ

)
− κ

∫
Y (1)

γr,1 :
(
Du+∇yŨ

)
dy

)
,

leads to⏐⏐E(2)
ε (t, ϕ)

⏐⏐
≤ C

((
∥Ducorε ∥

L2(Ω
(1)
ε )3×3 + ∥∇∂tU cor

ε ∥
L2(Ω

(1)
ε )3×3

)
∥ϕ∥

L2(Ω
(1)
ε )

+ ε∥ϕ∥
W 1,2(Ω

(1)
ε )

)
. (5.27)

In the case of E(3)
ε , the estimate ε−1∥vε∥L∞(Ω) ≤ C (see equation (5.2)) implies⏐⏐E(3)

ε (τ, ϕ)
⏐⏐ ≤ Cε∥∇ϕ∥

L2(Ω
(1)
ε )

for all ϕ ∈ W 1,2(Ω). (5.28)

For handling the heat conduction functional,

E(4)
ε (t, ϕ) =

∫
Ω

(1)
ε

Kr,1
ε ∇Θcor

ε · ∇ϕ dx

+

∫
Ω

(1)
ε

(
Kr,1

ε ∇(Θ(1)
ε −Θcor

ε )− 1

|Y (1)(0)|
Kh∇θ

)
· ∇ϕ dx

−
∫
Γε

1

|Y (1)(0)|
Kh∇θ · nΓεϕ dx,
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5. Corrector estimates

the strategy is exactly the same as with dealing with the I(1)ε -estimate of the mechanical
part, see inequality (5.11), which then leads to

E(4)
ε (t,Θcor0

ε ) ≥ C1 ∥∇Θcor
ε ∥2

L2(Ω
(1)
ε )

− C2ε
(Θcor0

ε


W 1,2(Ω

(1)
ε )

+ 1 + ε
)
. (5.29)

Now, turning our attention to the next functional, E(5)
ε , it follows from Lemma 5.5

that∫ t

0

E(5)
ε (τ,Θcor0

ε ) dτ

≥ C1

(
∥Θerr

ε (t)∥2
L2(Ω

(2)
ε )

− ∥Θerr
ε (0)∥2

L2(Ω
(2)
ε )

)
−
∫ t

0

∥Θerr
ε (τ)∥2

L2(Ω
(2)
ε )

dτ − ε2. (5.30)

Estimates for the dissipation error terms, E(6)
ε -E(8)

ε , are given by

|E(6)
ε (t, ϕ)| ≤ Cε ∥ϕ∥

L2(Ω
(2)
ε )

(
∥Duerrε ∥

L2(Ω
(2)
ε )3×3 + ∥∇∂tU err

ε ∥
L2(Ω

(2)
ε )3×3 + ε

)
, (5.31)

|E(7)
ε (t, ϕ)| ≤ Cε ∥∇ϕ∥

L2(Ω
(2)
ε )

(
∥Θerr

ε ∥
L2(Ω

(2)
ε )

+ ε
)
, (5.32)

|E(8)
ε (t, ϕ)| ≤ Cε2 ∥∇ϕ∥

L2(Ω
(2)
ε )

(
∥Duerrε ∥

L2(Ω
(2)
ε )3×3 + ε

)
. (5.33)

Similarly, we obtain

E(9)
ε (t,Θcor0

ε ) ≥ C1ε
2 ∥∇Θerr

ε ∥2
L2(Ω

(2)
ε )

− C2ε
2. (5.34)

Taking a look at the interface velocity terms, we get⏐⏐E(10)
ε (t, ϕ)

⏐⏐ ≤ ⏐⏐⏐⏐∫
Γε

(
V r
Γε

− ε [W r
Γ]ε ϕ

)
dσ

⏐⏐⏐⏐+ ⏐⏐⏐⏐∫
Γε

ε [W r
Γ]ε ϕ dσ +

∫
Ω

(1)
ε

κW hϕ dx

⏐⏐⏐⏐ .
Using Lemma 5.5 for the functional E(11)

ε , cf. [MvN13], the estimates on the functions
that are involved, and our assumptions on the data, it is straightforward to show

12∑
j=10

⏐⏐E(j)
ε (t, ϕ)

⏐⏐ ≤ Cε
(
∥ϕ∥

W 1,2(Ω
(1)
ε )

+ ∥ϕ∥
L2(Ω

(2)
ε )

)
. (5.35)

Finally, for the functional E(13)
ε catching some of the terms arising in the elliptic part

for Θerr, we get ⏐⏐E13
ε (t,Θcor0)

⏐⏐ ≤ Cε (∥Θerr
ε ∥+ ε) . (5.36)

Summarizing those inequalities (5.25) and (5.27) to (5.36) and using Young's and Gron-
wall's inequalities, we arrive at

Corrector estimate for the heat error

∥Θerr
ε ∥L∞(S×Ω) + ∥∇Θcor

ε ∥
L2(S×Ω

(1)
ε )3

+ ε∥∇Θerr
ε ∥

L2(S×Ω
(2)
ε )3

≤ C

(√
ε+ ε+ ∥Ducorε ∥

L2(S×Ω
(1)
ε )3×3 + ε∥Duerrε ∥

L2(S×Ω
(2)
ε )3×3

+ ∥∇∂tU cor
ε ∥

L2(S×Ω
(1)
ε )3×3 + ε∥∇∂tU err

ε ∥
L2(S×Ω

(2)
ε )3×3

)
. (5.37)
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Remark 5.8. With inequality (5.37) at hand, we conclude that estimates for Ducorε and
∇∂tU cor

ε also lead to corresponding corrector estimates for the heat part.

5.4.3 Overall estimates

In this section, we combine the estimates from the preceding sections, Section 5.4.1
and Section 5.4.2. It is clear that the following statement now follows directly from
inequalities (5.17) and (5.37).

Theorem 5.9 (Corrector for Weakly Coupled Problem). If we reduce our problem to
a weakly coupled problem, that is, if we assume either α(1) = α(2) = 0 (together with
Assumption (A1)) or γ(1) = γ(2) = 0 (together with Assumption (A2)), we have the
following corrector estimate:

∥Θerr
ε ∥L∞(S×Ω) + ∥U err

ε ∥L∞(S;L2(Ω))3 + ∥∇Θcor
ε ∥

L2(S×Ω
(1)
ε )3

+ ∥Ducorε ∥
L∞(S;L2(Ω

(1)
ε ))3×3

+ ε∥∇Θerr
ε ∥

L2(S×Ω
(2)
ε )3

+ ε ∥Ducorε ∥
L∞(S;L2(Ω

(2)
ε ))3×3 ≤ C(

√
ε+ ε).

Moreover, for the heat part, we take Θcor0
ε and, for the mechanical part, ∂tU cor0

ε as a test
function, sum the weak formulations, integrate over (0, t) and get∫ t

0

(
9∑

j=1

I(j)ε (τ, ∂tU
cor0
ε (τ)) +

13∑
j=1

E(j)
ε (τ,Θcor0

ε (τ))

)
dτ = 0. (5.38)

Now, we �rst take a view on the error terms corresponding to the coupling terms for
the Ω

(2)
ε part for both the mechanical and the heat part, namely I(4)ε , E(6)

ε , and E
(8)
ε .

While E(8)
ε can be controlled in terms of εDuerrε and ε∇Θerr

ε (see inequality (5.33)), this
is not possible for either I(4)ε or E(6)

ε due to the involved time derivatives. If we take a
look at the sum of those (appropriately scaled)14 two terms, however, we see that they
counterbalance each other leading to⏐⏐⏐⏐γ(2)α(2)

I(4)ε (τ, ∂tU
cor0
ε ) + E(6)

ε (τ,Θcor0
ε )

⏐⏐⏐⏐ ≤ C∥Θerr
ε ∥2

L2(Ω
(2)
ε )

+ ε2∥Ducorε ∥2
L2(Ω

(2)
ε )

+ ε2. (5.39)

Note that with inequality (5.23), the term ε2∥Ducorε ∥2
L2(Ω

(2)
ε )

is resolvable via Gronwall's

inequality.

This, unfortunately, does not work for the coupling parts in Ω
(1)
ε , i.e., I(3)ε and E

(2)
ε :

Here, we would have to apply Lemma 5.6 at the cost of additional derivatives (we only
get control in W 1,2 and not in L2), which, in general, can not be compensated without
additional structural assumptions.

As a result of this observation and the estimates collected in the previous sections, we
get:

14Assuming α(2) ̸= 0.
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5. Corrector estimates

Theorem 5.10 (Corrector for Microscale Coupled Problem). If we simplify our problem
so that there is only coupling in the Ω

(2)
ε part, that is, if we assume α(1) = γ(1) = 0, we

have the following corrector estimate:

∥Θerr
ε ∥L∞(S×Ω) + ∥U err

ε ∥L∞(S;L2(Ω))3 + ∥∇Θcor
ε ∥

L2(S×Ω
(1)
ε )3

+ ∥Ducorε ∥
L∞(S;L2(Ω

(1)
ε ))3×3

+ ε∥∇Θerr
ε ∥

L2(S×Ω
(2)
ε )3

+ ε ∥Ducorε ∥
L∞(S;L2(Ω

(2)
ε ))3×3 ≤ C(

√
ε+ ε).
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CHAPTER 6

Moving boundary problem with prescribed normal

velocity

In this chapter, the analysis and homogenization of a linear parabolic two-phase problem
with moving boundary is considered. In this context, we assume the normal velocity
to be prescribed, i.e., it is a given datum of the problem. The main challenges are: (i)
deduce a corresponding motion with which to arrive at a �xed domain formulation and
(ii) characterize the limit behavior of the functions related to the transformation.

The main new results of this chapter are:

� Theorem 6.1: The existence and regularity of a height function and the correspon-
ding Hanzawa transformation characterizing the interface movement is established.
Section 6.4 is devoted to the proof of this theorem.

� Theorem 6.2: The strong two-scale convergence of the functions related to the
transformation (e.g., the Jacobi determinant) is proved. The proof is given in
Section 6.5.

Based on these main results and taking into considerations the analysis and homoge-
nization of the thermoelasticity problem considered in Chapter 4, it is then straight
forward to arrive at:

� Theorem 6.3: There is unique solution to the moving boundary problem with
prescribed normal velocity as well as corresponding a priori estimates.

� Theorem 6.4: The two-scale limit problem is given.

6.1 Introduction

In this chapter, we investigate the heat equation posed for a highly heterogeneous two-
phase medium where the building components are di�erent solid phases of the same
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6.2. Setting and problem statement

material separated by a sharp interface. We assume a periodic setup of the geometry
representing the two-phase medium. Here, one phase forms a connected matrix in
which periodically distributed inclusions of the second phase are embedded. We are
particularly interested in scenarios where phase transformations are possible which leads
to time dependent domains that are not necessarily periodic anymore.

In our earlier work [EM17b], the rigorous homogenization of a similar problem (including
the coupling with the elastic behaviour of the medium) was considered, where having
the a priori knowledge of the mathematical deformation describing the changes in the
geometry was essential for both the analysis of the microproblem as well as the limit
procedure. Building on that, we do not assume the changes in geometry to be given a
priori but still to be independent of the temperatures. This can be seen as an important
intermediate step for the full free boundary problem outlined in Section 3.4, where
thermoelastic behavior and geometric changes are coupled via an interface condition
linking the normal velocity to the temperature and surface stresses.

Using the solutions of a nonlinear system of ordinary di�erential equations describing
this interface movement, we prove the existence of a height function parameterizing Γε(t)
in terms of its distance to Γε in a particular point; we refer to Section 2.2 for details.
With this height function at hand, we are then able to introduce the transformation
needed to reformulate the whole problem with respect to �xed domains. Note that the
procedure follows [Che92], where a similar problem is considered. The main di�erence
is given by the homogenization context, which forces us to be especially careful when it
comes to the in�uence of the parameter ε which, in turn, leads to much more involved
estimations. We also refer to [PS16, PSZ13], where similar interface movement problems
are considered. To be able to talk about the limit ε → 0, strong two-scale convergence
(in the sense of De�nition 2.13) of some sequences related to the interface movement
has to be established. Similar considerations (not related to moving boundary problems
but also dealing with the two-scale limits of products) can be found, e.g., in [MCP08].

This chapter is organized as follows: In Section 6.2, we introduce the ε-periodic geo-
metry, the moving boundary problem with prescribed normal velocity as well as the
level set equation associated with the normal velocity. The main results of this chapter
regarding the moving boundary problem, Theorems 6.1 to 6.4, are given in Section 6.3.
Finally, Sections 6.4 and 6.5 are dedicated to the detailed proofs of Theorem 6.1 and
Theorem 6.2, respectively.

6.2 Setting and problem statement

We consider the same geometric setup as introduced in Section 2.4 which we brie�y
recall for the convenience of the reader: Let S = (0, T ), T > 0, be a time interval.
Let Ω ⊂ R3 be a rectilinear domain whose corner coordinates are rational and let ε0
be the maximal ε such that Ω can be parqueted by cubes of side length ε0. We set
ε = (εn)n∈N = ε02

−n. We denote the outer normal vector of Ω with ν = ν(x).
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6. Moving boundary problem with prescribed normal velocity

Take open and disjoint sets Y (1), Y (2) ⊂ Y = (0, 1)3 such that Y (1) is connected,
such that Y (2) ⊂ Y , and such that Y = Y (1) ∪ Y (2). Moreover, let Γ := ∂Y (2) be a
C3-hypersurface. By nΓ = nΓ(y), y ∈ Γ, we denote the normal vector of Γ pointing
outwards of Y (2).

As a C3-hypersurface, Γ admits a tubular neighborhood UΓ (see Lemma 2.1). In addi-
tion, there are a(1), a(2) > 0 such that the function

Λ: Γ× (−a(2), a(1)) → UΓ, Λ(γ, s) := γ + snΓ(γ)

is a C2-di�eomorphism satisfying Λ(Γ× (−a(2), a(1))) ⊂ Y .1

We introduce the εY -periodic domains Ω(1)
ε and Ω

(2)
ε and the interface Γε representing

the two phases and the phase boundary, respectively, via (i = 1, 2)

Ω(i)
ε := int

(
Ω ∩

(⋃
k∈Z3

ε(Y (i) + k)

))
, Γε := Ω ∩

(⋃
k∈Z3

ε(Γ + k)

)
.

Moreover, we introduce the rescaled C2-di�eomorphism

Λε : Γε × (−εa(2), εa(1)) → Ω, Λε(γ, r) = γ + rnΓε(γ).

and the family of interfaces, l ∈ [−εa(2), εa(1)],

Γ(l)
ε := {Λε(γ, l) : γ ∈ Γε} (6.1)

as well as the family of tubes around Γ

UΓε(r) :=
⋃

l∈(−εra(2),εra(1))

Γ(l)
ε .

for r ∈ (0, 1]. Note that UΓε = UΓε(1). Moreover, for γ ∈ Γε, let LΓε(γ) = −∇ΓεnΓε(γ)
denote the Weingarten map, where we have, by inequality (2.2),

|LΓε(γ)| ≤
1

2εmax{a(1), a(2)}
. (6.2)

For l ∈ [−εa(2), εa(1)] and γ ∈ Γ
(l)
ε , the normal vector of Γ(l)

ε in γ is given as nΓε(PΓε(γ)),
where PΓε

: UΓε → Γε is the projection operator restricted to UΓε . On its range, Λε is
invertible via

Λ−1
ε : UΓε → Γε × [−εa(2), εa(1)], Λ−1

ε (x) = (PΓε(x), dΓε(x))
T .

Here, dΓε
: UΓ → R is the signed distance function (also restricted to UΓε) for Γε, i.e.,

dΓε(x) =

{
dist(x,Γε), x ∈ UΓε \ Ω

(2)
ε

− dist(x,Γε), x ∈ UΓε ∩ Ω
(2)
ε

.

1Incidentally, this implies a(i) < 1.
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6.2. Setting and problem statement

Now, let t ↦→ Γε(t) and t ↦→ Ω
(i)
ε (t) denote the evolution of the interface and the domains,

respectively, and set

Q(i)
ε :=

⋃
t∈S

{t} × Ω(i)
ε (t), Ξε :=

⋃
t∈S

{t} × Γε(t).

In addition, let VΓε
: Ξε → R be the normal velocity function of the interface.

For k, l ∈ N, we introduce the Sobolev space

W (k,l),∞(S × Ω) =
{
u ∈ L∞(S × Ω) : ∂itu,D

j
xu ∈ L∞(S × Ω) (1 ≤ i ≤ k, 1 ≤ j ≤ l)

}
and note that W (k,k),∞(S × Ω) = W k,∞(S × Ω).

Now, take θ(i)ε = θ
(i)
ε (t, x) (i = 1, 2) to represent the temperature in the respective

domains. In the following, we consider the moving boundary problem:

Moving boundary problem with prescribed normal velocity vε

∂tθ
(1)
ε − div(K(1)∇θ(1)ε ) = f (1)

ε in Q(1)
ε , (6.3a)

∂tθ
(2)
ε − div(ε2K(2)∇θ(2)ε ) = f (2)

ε in Q(2)
ε , (6.3b)

θ(1)ε = θ(2)ε on Ξε, (6.3c)

−
(
K(1)∇θ(1)ε − ε2K(2)∇θ(2)ε

)
· nε = LVΓε on Ξε, (6.3d)

VΓε = εvε on Ξε, (6.3e)

−K(1)∇θ(1)ε · ν = 0 on S × ∂Ω, (6.3f)

θ(1)ε (0) = ϑ(1)
ε in Ω(1)

ε , (6.3g)

θ(2)ε (0) = ϑ(2)
ε in Ω(2)

ε . (6.3h)

Here, K(i) denote the constant heat conductivity coe�cients and L denotes the constant
of latent heat. The actual mathematical problem connected to this system is as follows:
Given volume heat source densities f (i)

ε : Q
(i)
ε → R, a function vε : Ξε → R describing

the normal velocity of the moving interface, and initial values ϑ(i)
ε : Ω

(i)
ε → R, �nd the

corresponding evolution of the domains, i.e., �nd Ω
(i)
ε and Γε(t) for all t ∈ S, and the

temperature functions θ(i)ε : Q
(i)
ε → (0,∞) such that all equations of the above system

are satis�ed.

Now, let vε ∈ W (1,2),∞(S × Ω) be the outward normal velocity of our moving interface
Γε(t). Let us assume that the motion of Γε can be described via a regular C1-motion
over the interval [0, δ) for some 0 < δ ≤ T . Then, there it exists a level set function
ϕε : [0, δ)× Ω → R such that

Γε(t) = {x ∈ Ω : ϕε(t, x) = 0} ,
|∇ϕε(t, x)| > 0 on Ξε,

ϕε(t, x) < 0 on ∂Ω.

The normal velocity εvε and the level set function ϕε are connected via

∂tϕε = ε|∇ϕε|vε on Ξε.
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6. Moving boundary problem with prescribed normal velocity

We refer to [OF02, Section 4.1].

Based on these geometric considerations, we formulate the motion problem as a level
set problem:

Motion problem via level set equation

Find ϕε ∈ C1(S × Ω) such that

∂tϕε = ε|∇ϕε|vε on Ξε, (6.4a)

|∇ϕε(t, x)| > 0 on Ξε, (6.4b)

∂tϕε − ε|∇ϕε|vε
ϕε

∈ W (0,1),∞(S × Ω) (6.4c)

Γε(0) = {x ∈ Ω : ϕε(0, x) = 0}, (6.4d)

Ω(1)
ε (0) = {x ∈ Ω : ϕε(0, x) < 0}. (6.4e)

The family of sets (Γε(t))t∈S de�ned via

Γε(t) = {x ∈ Ω : ϕε(t, x) = 0} (6.4f)

is called the solution of the motion problem.

Here, the condition ∂tϕε−ε|∇ϕε|vε
ϕε

∈ W (0,1),∞(S × Ω) is a shorthand for: the function
∂tϕε−ε|∇ϕε|vε

ϕε
: (S ×Ω) \ Ξε → R can be extended to a function in W (0,1),∞(S ×Ω). Note

that this condition is merely technical in that it is not needed for the level set function
ϕε to correspond to the motion of the interface; it is, however, needed in Lemma 6.10.

We also point out that uniqueness of a solution of the motion problem only asserts
uniqueness of the the family of hypersurfaces (Γε(t))t∈S but not uniqueness of the level
set function ϕε. Indeed, for every α > 0, αϕε corresponds to the same motion problem.

6.3 Main results

In this section, we present the main results of this chapter. As some of the proofs are
fairly long and technical, they are postponed to subsequent chapters; namely, Section 6.4
and Section 6.5 are devoted to the proofs of Theorem 6.1 and Theorem 6.2, respecti-
vely.

We start by formulating the requirements for the data (normal velocity, source densi-
ties, and initial values) that are needed to ensure the well-posedness of the microscopic
problems as well as to facilitate the passage ε→ 0.

Assumption (A3). Let vε ∈ W (1,3),∞(S × Ω) with supp(vε) ⊂ UΓε such that

lv := sup
ε>0

(
∥vε∥W 1,∞(S×Ω) + ε∥D2

xvε∥∞ + ε2∥D3
xvε∥∞

)
<∞.
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6.3. Main results

Assumption (A4). For i = 1, 2, let f (i)
ε ∈ L2(Q

(i)
ε ) and ϑ(i)

ε ∈ L2(Ω
(i)
ε ) such that

sup
ε>0

(
∥f (i)

ε ∥
L2(Q

(i)
ε )

+ ∥ϑ(i)
ε ∥

L2(Ω
(i)
ε )

)
<∞.

Assumption (A5). There is a function v ∈ L2(S × Ω;W 1,2
# (Y ))3 such that

[vε]
ε → v, [Dvε]

ε → Dyv, ε
[
D2vε

]ε → D2
yv in L2(S × Ω× Y )3.

Here, [vε]
ε := Tεvε : S × Ω × Y → R is the periodic unfolding of vε : S × Ω → R; we

refer to Section 2.4.2. The regularity and the estimates postulated via Assumption (A3)
are needed to ensure well-posedness of the motion problem given by equations (6.4a)
to (6.4f) as well and to show corresponding a priori estimates, respectively. With As-
sumption (A4), these results can be used to tackle the heat problem (equations (6.3a)
to (6.3h)). Finally, Assumption (A5) is necessary for the homogenization processs: wit-
hout it, strong two-scale convergence of the functions related to the coordinate transform
can not be expected.

The following two results, namely, Theorem 6.1 and Theorem 6.2, are the main results
of this chapter.

Theorem 6.1. Under Assumption (A3), there is T > 0, which is independent of ε and
lv, and a function hε : [0, l−1

v T ]× Γε → (−εa(2), εa(1)) such that

Γε(t) = {γ + hε(t, γ)nΓε(γ) : γ ∈ Γε} (t ∈ [0, l−1
v T ]).

Furthermore, there is a corresponding regular C1-motion sε : [0, l−1
v T ]×Ω → Ω satisfying

sε(0) = id, sε(t,Ω
(i)
ε ) = Ω

(i)
ε (t) (i = 1, 2), and

∥Dsε∥∞ ≤ 2, ∥ (Dsε)−1 ∥∞ ≤ 2.

Proof. This statement follows from Theorem 6.14,Lemma 6.15, and Lemma 6.16. The
statements and proof of these results are given in Section 6.4.

In the following, we take Sv = l−1
v T .

Theorem 6.2. Under Assumptions (A3) and (A5), there is s ∈ L∞(Sv × Ω× Y ) with
∂ts, Dys ∈ L∞(Sv × Ω× Y ) such that Dsε

2→ Dys.

Proof. The proof of this theorem is given in Section 6.5, see Lemma 6.25. We refer the
reader also to Lemma 2.17.

Using the results given in Theorems 6.1 and 6.2, it is possible to investigate the associated
heat conduction problem.
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6. Moving boundary problem with prescribed normal velocity

Theorem 6.3. Under Assumptions (A3) and (A4), there is a unique solution of the
mathematical problem corresponding to the system given via equations (6.3a) to (6.3h).
In addition, we �nd that

sup
ε>0

(
∥θε∥2L∞(Sv ;L2(Ω)) + ∥∇θ(1)ε ∥2

L2(Sv ;H1(Ω
(1)
ε ))

+ ε2∥∇θ(2)ε ∥2
L2(Sv ;H1(Ω

(2)
ε ))

)
<∞

Proof. Using the transformation function sε (given via Theorem 6.1) to arrive at a �xed-
domain formulation of the problem, we are almost exactly in the situation described
in [EM17b]. We particularly point the attention to Corollary 4.17. As a consequence,
the existence of a unique solution together with the corresponding ε-independent a priori
estimates are available.

Theorem 6.4. Let Assumptions (A3) to (A5) hold. Then, there are functions θ ∈
L2(Sv;W

1,2(Ω)) and θ(2) ∈ L2 (QY ) ,
2 where θ(2)(t, x, ·) ∈ W 1,2(Y (2)(t, x)) for almost all

(t, x) ∈ Sv × Ω, such that

1
Ω

(1)
ε
θ(1)ε ⇀ |Y (1)(t, x)|θ, 1

Ω
(2)
ε
θ(2)ε ⇀

∫
Y (2)(t,x)

θ(2) dy in L2(S × Ω).

Moreover, they solve the following homogenized distributed microstructure problem: The
macroscopic temperature θ is governed by an e�ective heat conduction problem given via

∂tθ − div(Kh∇θ) = fh + fh
Γ in Sv × Ω, (6.5a)

−Kh∇θ · ν = 0 on Sv × ∂Ω, (6.5b)

θ(0) = ϑh in Ω, (6.5c)

which is coupled, via the Dirichlet boundary condition (6.5e), to a micro heat problem
with time dependent microstructures for θ(2) in the form of

∂tθ
(2) − divy(K

(2)∇yθ
(2)) = f (2) in Y (2)(t, x), t ∈ Sv, x ∈ Ω, (6.5d)

θ = θ(2) on Γ(t, x), t ∈ Sv, x ∈ Ω, (6.5e)

θ(2)(0) = ϑ(2) in Ω× Y (2). (6.5f)

Finally, the motion of the interface Γ(t, x) in normal direction is given via

VΓ = v on Γ(t, x), t ∈ Sv, x ∈ Ω. (6.5g)

Here, the e�ective coe�cients are

fh =
2∑

i=1

∫
Y (i)(t,x)

f (i) dy, fΓ =

∫
Γ(t,x)

L+K(2)∇yθ
(2) · n dσ,

ϑh =

∫
Y (1)(t,x)

ϑ(1) dy,
(
Kh
)
ij
= min

τ∈W 1,2(Y (1)(t,x))

∫
Y (1)(t,x)

K(1) (∇yτ + ej) · ei dy,

and f (i), ϑ(1), and v are the two-scale limits of their corresponding ε-counterparts.
2Here, we have set QY =

⋃
(t,x)∈Sv×Ω{(t, x)} × Y (2)(t, x).
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Γε

Γε(t)

γ

nΓε(γ)

PΓε(yε(t, γ))

zε(t, γ)

yε(t, γ)

Figure 6.1: Part of the surface Γε and its position at time t. The function yε characterizes the motion
by tracking the paths of the material points. As an example, we see the path of yε for
γ = yε(0, γ) over the interval (0, t). In addition, we see the change in the normal vector
from nΓe(γ) = zε(0, γ) to zε(γ). The goal is to �nd the corresponding height function hε that
satis�es hε(PΓε(yε(t, γ))) = dΓε(yε(t, γ)). The gray area marks the tubular neighborhood
UΓε

.

Proof. Noting the strong convergence of the functions related to the transformation
given by Lemma 6.25, this homogenization results follows via a standard two-scale limit
procedure and is a special case of the homogenization of the thermoelasticity problem
performed in Chapter 4.

6.4 Interface motion (proof of Theorem 6.1)

This section is devoted to the proof of Theorem 6.1. As a short guideline, this proof
follows the following strategy:

(i) We investigate a nonlinear, parametrized ODE-system � given by equations (6.6a)
to (6.6d) � tracking the interface motion and establish a few important properties
of its solution. This is done via Lemmas 6.6, 6.8, and 6.9.

(ii) Using these results, we then show that the motion problem via conditions (6.4a)-
(6.4e) has a unique solutiom; see Lemma 6.10 and theorem 6.11

(iii) In Theorem 6.14, the existence of the height function hε is then deduced via the
implicit function theorem.

(iv) Finally, we construct the C1-di�eomorphism sε : S × Ω → Ω and investigate its
properties; see Lemma 6.16.

The �rst two steps can be found in Section 6.4.1, and steps (iii) and (iv) are the topic
of Section 6.4.2.
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6. Moving boundary problem with prescribed normal velocity

Note that this section is structurally similar to [Che92, Section 3], where the main sub-
stantial di�erences are due to the parameter ε and its role in the context of homogeniza-
tion. At some points, we transferred (instead of just referenced) whole arguments/proofs
in order to be able to fully track the role of the parameter ε; wherever this is the case
(as an example, take Lemma 6.10), this is explicitly indicated.

6.4.1 Interface motion problem

We consider the nonlinear ODE system:

ODE system describing the interface motion

Find yε, zε : S × UΓε → R3 such that

∂tyε(t, x) = −ε zε(t, x)
|zε(t, x)|

vε(t, yε(t, x)) in S × UΓε , (6.6a)

∂tzε(t, x) = ε|zε(t, x)|∇vε(t, yε(t, x)) in S × UΓε , (6.6b)

yε(0, x) = x in UΓε , (6.6c)

zε(0, x) = −nΓε(PΓεx) in UΓε . (6.6d)

Here, PΓε
: UΓε → Γ is the projection operator. We extend every solution yε to all of Ω

by setting yε(t, x) = x for all x /∈ UΓ.

Remark 6.5. We show later, Lemma 6.10, that the function yε characterizes the inter-
face motion in the sense that Γε(t) = yε(t,Γε); we also refer to Figure 6.1. The function
zε describes the direction of the motion. Note that, if ∇vε ≡ 0, the solution satis�es
yε(t, γ) = γ + dΓε(yε(t, γ))nΓε(γ) for all γ ∈ Γ.

For any solution (yε, zε), we see that yε(t, UΓε(1/2)) ⊂ UΓε(1) = UΓε as long as −a(2) ≤
2vεt ≤ a(1). This is due to |∂tyε| ≤ |vε|. In addition, as suppvε ⊂ UΓε , yε(t, x) = x for
all x ∈ Ω \ UΓε .

We de�ne functions

fε : S ×
(
R3 × R3 \ {0}

)
→ R3 × R3, fε(t, (y, z)) =

(
z

|z|
vε(t, y), |z| ∇vε(t, y)

)T

,

gε : Ω → R3 × R3, gε(x) =

(
x

−nΓε(PΓε(x))

)
.

Setting wε = (yε, zε)
T , Equations (6.6a) to (6.6d) become

∂twε(t, x) = εfε (t, wε(t, x)) in S × Ω, (6.7a)

wε(0, x) = gε(x) in Ω. (6.7b)

Lemma 6.6. Let vε ∈ W (1,3),∞(S × R3). The ODE-system given via equations (6.6a)
to (6.6d) admits a unique solution (yε, zε) ∈ W (1,2),∞(S × Ω)6. Additionally, there exist
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6.4. Interface motion (proof of Theorem 6.1)

Cy, Cz > 0 such that

∥Dxyε − I∥∞ + ∥∂tDxyε∥∞ + ε∥D2
xyε∥∞ ≤ lvCy,

ε∥Dxzε∥∞ + ε2∥D2
xzε∥∞ ≤ Cz(lv + 1).

Proof. (i) Existence and Uniqueness. Due to the embedding W k,∞(Ω) = Ck−1,1(Ω)
(k ≥ 1),3 we have vε, ∂jvε ∈ C1,1(S × Ω) (j = 1, 2, 3) which then implies that fε ∈
C1,1 (S × (R3 × R3 \ {0})). Therefore, for every x ∈ Ω, Picard-Lindeloef 's existence
theorem4 guarantees the existence of a time tε(x) > 0 and a unique solution wε(·, x) =
(yε(·, x), zε(·, x))T ∈ C1,1([0, tε(x)])

6. Note that |zε(0, x)| = 1 independently of x ∈ UΓε .
Taking a look at equation (6.6b), we see that

−εtlv ≤
∫ t

0

∂t(zε · ej)
|zε|

dτ ≤ εtlv j = 1, 2, 3.

The norm of every solution zε is therefore bounded from below and above via

e−εlvt ≤ |zε(t, x)| ≤ eεlvt.

As a consequence, a blow up due to |zε| → 0 is not possible in �nite time; hence, we can
extend to a unique solution wε(·, x) ∈ C1,1(S)6 for x ∈ Ω.

(ii) Regularity and Estimates. For any x1, x2 ∈ Ω, we �nd that

wε(t, x1)− wε(t, x2) = gε(x1)− gε(x2) +

∫ t

0

fε(τ, wε(τ, x1))− fε(τ, wε(τ, x1)) dτ.

From gε ∈ C2(Ω), the Lipschitz continuity of fε as well asDfε, and Gronwall's inequality,
we can infer wε(t, ·) ∈ W (1,2),∞(S × Ω)6.

In the following, let ε > 0 be su�ciently small such that 1/
√
2 ≤ ∥zε∥∞ ≤

√
2. Di�eren-

tiating the ODE with respect to x ∈ Ω, we get

∂tDwε(t, x) = εDx (fε (t, wε(t, x))) . (6.8)

We de�ne Aε : S × (R3 × R3 \ {0}) → R6×6 via

Aε(t, (y, z)) := D(y,z)fε (t, (y, z)) =

(
z
|z| ⊗∇vε(t, y) vεB(z)

|z|D2vε(t, y) ∇vε(t, y)⊗ z
|z|

)
,

where B : R3 \ {0} → R3×3 is given via

B(z) = D

(
z ↦→ z

|z|

)
=

1

|z|3

⎛⎝z22 + z23 −z1z2 −z1z3
−z1z2 z21 + z23 −z2z3
−z1z3 −z2z3 z21 + z22

⎞⎠ . (6.9)

3W 1,∞(Ω) = C0,1(Ω) if and only if Ω is a uniformly locally quasiconvex domain Ω; see [HKT08,
Theorem 7]. It is straightforward to show that this is the case for a rectilinear domain.

4For a statement of this result, we refer to [Zei86, Proposition 1.8].
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6. Moving boundary problem with prescribed normal velocity

Note that ∥B(z)∥F ≤
√
2/|z|. Equation (6.8) can be rewritten into

∂tDwε(t, x) = εAε(t, wε(t, x))Dwε(t, x). (6.10)

We estimate

|A(11)
ε (t, (y, z))| = |A(22)

ε (t, (y, z))| =
⏐⏐⏐⏐ z|z| ⊗ ∇vε(t, y)

⏐⏐⏐⏐ ≤ lv, (6.11a)

|A(21)
ε (t, (y, z))| =

⏐⏐|z|D2vε(t, (y, z))
⏐⏐ ≤ lv

ε
|z|, (6.11b)

|A(12)
ε (t, (y, z))| =

√
2lv
|z|

. (6.11c)

For su�ciently small ε, this yields

ε|Aε(t, (yε, zε)| ≤ lv(3ε+
√
2) ≤ 2lv.

For the inital values of the Jacobian matrices, we have

Dyε(0, x) = I3,

Dzε(0, x) = D (nΓε(PΓε(x))) = −LΓε(PΓε(x))
(
I− dΓε(x)LΓε(PΓε(x))

)−1
.

For the derivative of nΓε(PΓε(x)), we refer to Lemma 2.3. Using the scaling properties
of the involved operators, we estimate

|Dzε(0, x)| ≤
C

ε
.

We deduce that

|Dyε(t, x)| ≤ 1 + εlv

∫ t

0

|Dyε(τ, x)|+ 2|Dzε(τ, x)| dτ,

|Dzε(t, x)| ≤
CΓ

ε
+ εlv

∫ t

0

√
2ε−1|Dyε(τ, x)|+ |Dzε(τ, x)|

leading us, using Gronwall's inequality, to

ε |Dwε(t, x)| ≤ C exp (2lvT ) =: Cw. (6.12)

Speci�cally, for yε, we have

Dyε(t, x)

= I3 + ε

∫ t

0

(
A(11)

ε (t, wε(τ, x))Dyε(τ, x) + A(12)
ε (t, wε(τ, x))Dzε(τ, x)

)
dτ. (6.13)

Inserting the estimate given in inequality (6.12) into equation (6.13), we are led to

|Dyε(t, x)| ≤ 1 + 3lvCwT =: Cy.

Looking at equation (6.13) and using the estimates given via inequalities (6.11a) to
(6.11c), we get (ε su�ciently small)

|∂tDyε(t, x)| ≤ εlvCy + 2lvCw ≤ 3lvCw.
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6.4. Interface motion (proof of Theorem 6.1)

Now, ∂k∂jyε(0, x) = 0 and ∂k∂jzε(0, x) = −∂k∂j (nΓε(PΓε(x))). Since nΓε(x) = [n]ε (x),
we have ∂k∂jnΓε(x) = ε−2 [∂k∂j (n ◦ PΓ)]ε (x). As a next step, we calculate

∂t∂xj

(
Dyε(t, x)
Dzε(t, x)

)

= −ε

⎛⎝∂xj

(
A

(11)
ε (t, wε(t, x))

)
Dyε(t, x) + A

(11)
ε (t, wε(t, x))∂xj

Dyε(t, x)

∂xj

(
A

(21)
ε (t, wε(t, x))

)
Dyε(t, x) + A

(21)
ε (t, wε(t, x))∂xj

Dyε(t, x)

⎞⎠
− ε

⎛⎝∂xj

(
A

(12)
ε (t, wε(t, x))

)
Dzε(t, x) + A

(12)
ε (t, wε(t, x))∂xj

Dzε(t, x)

∂xj

(
A

(22)
ε (t, wε(t, x))

)
Dzε(t, x) + A

(22)
ε (t, wε(t, x))∂xj

Dzε(t, x)

⎞⎠ ,

where

∂xj

(
A(11)

ε (t, wε(t, x))
)

= B(zε(t, x))∂xj
zε(t, x)⊗∇vε(t, yε(t, x)) +

zε(t, x)

|zε(t, x)|
⊗ ∂xj

(∇vε(t, yε(t, x))) ,

∂xj

(
A(12)

ε (t, wε(t, x))
)

=
3∑

j=1

∂xj
B(zε(t, x))vε(t, yε(t, x))∂xj

zε(t, x) +B(zε(t, x))∂xj
(vε(t, yε(t, x))),

∂xj

(
A(21)

ε (t, wε(t, x))
)

=
zε(t, x) · ∂xj

zε(t, x)

|zε(t, x)|
D2

yvε(t, yε(t, x)) + |zε(t, x)|∂∂xj

(
D2

yvε(t, yε(t, x))
)
,

∂xj

(
A(22)

ε (t, wε(t, x))
)

= ∂xj
(∇vε(t, yε(t, x)))⊗

zε(t, x)

|zε(t, x)|
+∇vε(t, yε(t, x))⊗B(zε(t, x))∂xj

zε(t, x).

Let ε be small enough so that maxj∈{1,2,3} |∂jB(zε(t, x))| ≤ 2. We can estimate⏐⏐∂xj

(
A(11)

ε (t, wε(t, x))
)⏐⏐ = ⏐⏐∂xi

(
A(22)

ε (t, wε(t, x))
)⏐⏐ ≤ lv

ε
(Cw + Cy) ,⏐⏐∂xj

(
A(12)

ε (t, wε(t, x))
)⏐⏐ ≤ lv

(
2Cw

ε
+
√
2Cy

)
,⏐⏐∂xj

(
A(21)

ε (t, wε(t, x))
)⏐⏐ ≤ lv

ε2

(
Cw +

√
2Cy

)
.

After integrating equation (6.10) over (0, t), we get

∂xi

(
Dyε(t, x)
Dzε(t, x)

)
= ∂xi

(
Dyε(0, x)
Dzε(0, x)

)
+

∫ t

0

∂t∂xi

(
Dyε(τ, x)
Dzε(τ, x)

)
dτ

=
1

ε2

(
0

[∂i∇ (n ◦ PΓ)]ε (x)

)
− ε

∫ t

0

∂xi
(Aε(τ, wε(τ, x))Dwε(τ, x)) dτ

which then leads to (ε being small enough)

|∂xi
Dyε(t, x)| ≤ tlv(C

2
y + C2

w + 1) + εlv

∫ t

0

|∂xi
Dyε(t, x)|+ 2ε|∂xi

Dzε(t, x)| dτ,
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6. Moving boundary problem with prescribed normal velocity

|∂xi
Dzε(t, x)| ≤

C

ε2
+
tlv
ε

((
Cw +

√
2Cy

)
Cy + ε(CyCw + 1)

)
+ lv

∫ t

0

√
2|∂xi

Dyε(t, x)|+ ε|∂xi
Dzε(t, x)| dτ.

Making use of Gronwall's inequality, we deduce that there is an ε-independent C > 0
such that

ε2|∂jDwε(t, x)| ≤ C.

With this estimate, we can further bound |∂jDyε(t, x)| via

|∂xi
Dyε(t, x)| ≤ tlv

(
C2

y + C2
w + 1 +

3C

ε

)
.

The solution yε is assumed to track the movement of the interface in the sense that
yε(t,Γ) = Γε(t) � a fact that we proof in Lemma 6.10. Note that at this point, however,
it is not even clear that yε is actually a homeomorphism; a minimal requirement for it
to correspond to a meaningful transformation.

De�niton 6.7. Let (yε, zε) be the solution of the ODE system given via equations (6.6a)
to (6.6d). We set

tε = sup
{
t ≥ 0 : yε(τ, ·) : UΓε → yε (τ, UΓε)

is a Lipschitz homeomorphism for all τ ∈ [0, t]
}
. (6.14)

Without any additional arguments, we only know that tεmax ≥ 0. Note that yε(0, ·) = Id.
The following lemma shows that it is positive and uniformly bounded away from zero
with respect to the parameter ε.

Lemma 6.8. There is tδ > 0, which is independent of ε and lv, such that tε ≥ l−1
v tδ.

Proof. We recall the characterization of Dyε established in the proof of the preceding
lemma, i.e., equation (6.13):

Dyε(t, x) = I3 + ε

∫ t

0

(
A(11)

ε (t, wε(τ, x))Dyε(τ, x) + A(12)
ε (t, wε(τ, x))Dzε(τ, x)

)
dτ.

From here, we conclude that

∥Dyε(t, ·)− I3∥∞ ≤ 3tlvCw for all t ∈ S.

This shows5. that yε(t, ·) : UΓε → yε(UΓε) is a Lipschitz homeomorphism for all t ∈
[0, l−1

v tδ) with tδ = (4Cw)
−1. Therefore, tε ≥ l−1

v tδ > 0.

5This follows via the Neumann series, we refer to [Wer08, Satz II.1.11].
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6.4. Interface motion (proof of Theorem 6.1)

Now, for t ∈ S, let
y−1
ε,t : yε(t, UΓε) → UΓε

be the unique function that satis�es y−1
ε,t (yε(t, x)) = x for all x ∈ UΓε .

Lemma 6.9. The function

y−1
ε :

⋃
t∈S

(
{t} × yε(t, UΓε)

)
→ UΓε , y−1

ε (t, w) := y−1
ε,t (w)

is Lipschitz continuous in t ∈ S.

Proof. It holds yε(t, y−1
ε (t, x)) = x for all (t, x) ∈

⋃
t∈S ({t} × yε(t, UΓε)). Implicit di�e-

rentiation leads to

∂t
(
yε(t, y

−1
ε (t, x))

)
= ∂tyε(t, y

−1
ε (t, x)) +Dyε(t, y

−1
ε (t, x))∂ty

−1
ε (t, x) = 0

and, therefore,

∂ty
−1
ε (t, x) = −

(
Dyε(t, y

−1
ε (t, x))

)−1
∂tyε(t, y

−1
ε (t, x))

= ε
(
Dyε(t, y

−1
ε (t, x))

)−1 zε(t, y
−1
ε (t, x))

|zε(t, y−1
ε (t, x))|

vε(t, yε(t, y
−1
ε (t, x))). (6.15)

As the right hand side is bounded by virtue of the estimates provided in Lemma 6.6,
this implies Lipschitz continuity y−1

ε with respect to t ∈ S.

In the following lemma, we prove that any solution of the motion problem given by
equations (6.4a) to (6.4e) can be characterized via yε and, in the subsequent theorem,
we show that, indeed, there is a unique solution.

Lemma 6.10. Let {Γε(t)}t∈[0,δ] be a solution of the free boundary problem given by
equations (6.4a) to (6.4e) for some δ ∈ (0, l−1

v tδ). Then, for all t ∈ [0, δ), Γε(t) =
yε(t,Γε).

Proof. The following proof is taken from [Che92, Lemma 3.2]. Let ϕε : [0, δ) × Ω → R
be a corresponding level set function such that

rε :=
∂tϕε − ε|∇ϕε|vε

ϕε

∈ W (0,1),∞([0, δ)× Ω).

We have

∂tϕε − ε|∇ϕε|vε = ϕεrε in [0, δ)× Ω. (6.16)

Now, let ỹε : [0, δ)× UΓε → UΓε be the solution of the nonlinear ODE6

∂tỹε(t, x) = −ε ∇ϕε(t, ỹε(t, x))

|∇ϕε(t, ỹε(t, x))|
vε(t, ỹε(t, x)),

ỹε(0, x) = x.

6That there is a unique solution is a consequence of |∇ϕε| > 0 and the Picard-Lindelöf theorem;
cf. Lemma 6.6.
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6. Moving boundary problem with prescribed normal velocity

Introducing ψε,1, ψε,2 : [0, δ)× Ω → R3 via

ψε,1(t, x) = ϕε(t, ỹε(t, x)), ψε,2(t, x) = ∇ϕε(t, ỹε(t, x)),

the level set equation (6.16) leads us to

∂tỹε = −ε ψε,2

|ψε,2|
vε(ỹε),

∂tψε,1 = ψε,1rε(ỹε),

∂tψε,2 = ψε,2rε(ỹε) + ψε,1∇rε(ỹε) + ε|ψε,2|∇vε(ỹε)

together with the initial conditions

ỹε(0, x) = x, ψε,1(0, x) = ϕε(0, x), ψε,2(0, x) = ∇ϕε(0, x).

For ψε,1, we get

ψε,1(t, x) = ϕε(0, x) exp

(∫ t

0

rε(τ, ỹε(τ, x)) dτ

)
,

which implies that ψε,1(t, x) = 0 if and only if ϕε(0, x) = 0. Therefore,

Γε(t) = {x ∈ Ω : ϕε(t, x) = 0} = {ỹε(t, x) : ψε,1(t, x) = 0} = ỹε(t,Γε(t)).

For x ∈ Γε and t ∈ [0, δ), we set

zε(t, x) =
ψε,2(t, x)

|ψε,2(0, x)|
exp

(
−
∫ t

0

rε(τ, ỹε(τ, x)) dτ

)
.

Now, substituting (ỹε, zε) in the ODE system given by equations (6.6a) to (6.6d), we
see that it is the solution and ỹε(t, x) = yε(t, x) for all x ∈ Γε.

Theorem 6.11. There is a unique solution to the motion problem posed in the time
interval [0, l−1

v tδ).

Proof. This proof follows closely along the lines of [Che92, Theorem 3.1] adapting the
ideas to our setting. As some parts of the proof are referenced at later points, the proof
is recounted here. We introduce a Lipschitz continuous function ϕ̃ : [0, l−1

v tδ) × Ω →
[−εa(2), εa(1)] via

ϕ̃ε(t, x) =

⎧⎪⎨⎪⎩
−εa(1), x ∈ Ω

(1)
ε \ yε(t, UΓε)

−εl, x ∈ yε(t,Γ
(l)
ε ) for some l ∈ (−a(2), a(1))

εa(2), y ∈ Ω
(2)
ε \ yε(t, UΓε)

.

Here, we recall the de�nition (see equation (6.1))

Γ(l)
ε := {Λε(γ, l) : γ ∈ Γε} .
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6.4. Interface motion (proof of Theorem 6.1)

We calculate

∂t (Dyεzε) = Dyε∂tzε +D∂tyεzε

= εDyε|zε|∇vε(yε)− εD

(
zε
|zε|

vε(yε)

)
zε

= εDyε|zε|∇vε(yε)− εD

(
zε
|zε|

)
vε(yε)zε − ε

zε · zε
|zε|

Dyε∇vε(yε)

= −εvε(yε)D
(
zε
|zε|

)
zε.

Calculating the spatial derivative of zε
|zε| , it follows that

∂t (Dyεzε) = −εvε(yε)D
(
zε
|zε|

)
zε = 0.

Therefore, we are led to

Dyε(t, x)zε(t, x) = Dyε(0, x)zε(0, x) = −I3nΓε(x) = −nΓε(x).

Furthermore, we have
ϕ̃ε(t, yε(t, x)) = ϕ̃ε(0, x) (6.17)

for all x ∈ UΓ and, consequently,

D (ϕ̃ε(t, yε(t, x))) = Dyε(t, x)∇ϕ̃ε(t, yε(t, x)) = ∇ϕ̃ε(0, x). (6.18)

For x ∈ UΓε , it holds ∇ϕ̃ε(0, x) = −nΓε(x). This is leading to

∇ϕ̃ε(t, yε(t, x)) = zε(t, x) in [0, δ]× UΓε (6.19)

and

|∇ϕ̃ε(t, x)| ≥ e−εlvt for all x ∈ yε(t, UΓε), t ∈ [0, δ]. (6.20)

We also have the identity

0 = ∂tϕ̃ε(t, yε(t, x)) +∇ϕ̃ε(t, yε(t, x)) · ∂tyε(t, x)

= ∂tϕ̃ε(t, yε(t, x))− ε∇ϕ̃ε(t, yε(t, x))
zε(t, x)

|zε(t, x)|
vε(t, zε(t, x))

= ∂tϕ̃ε(t, yε(t, x))− ε|∇ϕ̃ε(t, yε(t, x))|vε(t, zε(t, x)).

Thus,

∂tϕ̃ε(t, y) = ε|∇ϕ̃ε(t, y)|vε(t, y) in
⋃

t∈[0,δ]

({t} × yε(t, UΓε)) . (6.21)

Due to the Lipschitz continuity of the involved derivatives, we get

ϕ̃ε ∈ W (2,2),∞

⎛⎝ ⋃
t∈[0,δ]

({t} × yε(t, UΓε))

⎞⎠ .
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6. Moving boundary problem with prescribed normal velocity

Now, let g : R → [0, 1] be a C2-function such that g(0) = 0, g′(0) = 1, g′(r) = 0
if r /∈ (−a(2)/2, a(1)/2), |g′′|(−∞,0)| ≤ 2/a(2), and |g′′|[0,∞)| ≤ 2/a(1). We introduce ϕε =

εg ◦ (ε−1ϕ̃ε) ∈ W (2,2),∞([0, δ]× Ω). Then, ϕε = 0 if and only if ϕ̃ε = 0 which implies

Γε = {x ∈ Ω : ϕε(0, x) = 0}.

and
{x ∈ Ω : ϕε(t, x) = 0} = {x ∈ Ω : ϕ̃ε(t, x) = 0} = yε(t,Γε).

In addition,
|∇ϕε| = |εg′(ε−1ϕε)∇ϕ̃ε| ≥ |∇ϕ̃ε| > 0

and, for x ∈ ∂Ω, it holds ϕε(t, x) = εg(ε−1ϕ̃ε(t, x)) = εg(a) < 0.

Lemma 6.12. There is a constant Cϕ > 0, which is independent of the parameters ε
and lv, such that

ε−1∥∂tϕ̃ε∥∞ + ∥∂t∇ϕ̃ε∥∞ ≤ lvCϕ,

∥∇ϕ̃ε∥∞ + ε∥D2ϕ̃ε∥∞ ≤ (1 + lv)Cϕ,

wherever the involved derivatives exist.

Proof. In this proof, we rely on the estimates provided in Lemma 6.6. Let t ∈ [0, l−1
v tδ]

and x ∈ yε(t, UΓε). As shown in the preceding lemma in the form of equations (6.18)
and (6.19), it holds

∇ϕ̃ε(t, x) = −
(
Dyε(t, y

−1
ε (t, x))

)−1
nΓε(PΓε(x)) = zε(t, y

−1
ε (t, x)).

As a consequence,
e−εlvt ≤ |∇ϕ̃ε(t, x)| ≤ eεlvt.

The second spatial derivative is given as

D2ϕ̃ε(t, x) = (Dyε(t, y
−1
ε (t, x)))−1Dzε(t, y

−1
ε (t, x))

and can therefore be estimated via⏐⏐D2ϕ̃ε(t, x)
⏐⏐ ≤ 4

ε
(1 + lv)Cz.

Furthermore, since ϕ̃ε satis�es equation (6.21), we can estimate

|∂tϕ̃ε(t, x)| ≤ |∇ϕ̃ε(t, x)||vε(t, x)| ≤ εeεlvtlv.

Taking the derivative with respect to x ∈ yε(t, UΓε) in equation (6.21),

∂t∇ϕ̃ε(t, x) = |∇ϕ̃ε(t, x)|∇vε(t, x) +D2ϕ̃ε(t, x)
∇ϕ̃ε(t, x)

|∇ϕ̃ε(t, x)|
|vε(t, x)|,

we �nally �nd the upper bound

|∂t∇ϕ̃ε(t, x)| ≤ lv
(
eεlvt + 4Cz

)
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6.4. Interface motion (proof of Theorem 6.1)

6.4.2 Motion function

For ε > 0 and γ ∈ Γε, we introduce the function Fε,γ : [0, tδ) × (−εa(1), εa(2)) → R via
Fε,γ(t, r) = ϕε(t,Λε(γ, r)). Then, Fε,γ(0, 0) = ϕε(0,Λε(γ, 0)) = 0 for all γ ∈ Γε.

Lemma 6.13. For all ε > 0 and γ ∈ Γε, it holds ∂2Fε,γ(0, 0) = −1. Furthermore,
there is Tδ > 0 and 0 < Rδ < a (independent of ε > 0, γ ∈ Γε, and lv) such that
∂2Fε,γ(t, r) ≤ −1/3 for all t ∈ [0, l−1

v Tδ] and r ∈ [−εRδ, εRδ].

Proof. We calculate

∂2Fε,γ(t, r) = g′(ε−1ϕ̃ε(t,Λε(γ, r)))∇ϕ̃ε(t,Λε(γ, r)) · nΓε(γ) (6.22)

and see that
∂2Fε,γ(0, 0) = −1 < 0.

For arbitrary t ∈ (0, l−1
v tδ) and r ∈ (−εa(2), εa(1)), we have

∂2Fε,γ(t, r) = −1 +

∫ r

0

∂22Fε,γ(0, s) ds+

∫ t

0

∂t∂2Fε,γ(τ, r) dτ.

Starting o� with the �rst integrand, ∂22Fε,γ, we get

∂22Fε,γ(t, r) = ε−1g′′(ε−1ϕ̃ε(t,Λε(γ, r))) (∇ϕ̃ε(t,Λε(γ, r)) · nΓε(γ))
2

+D2ϕ̃ε(t,Λε(γ, r))nΓε(γ) · nΓε(γ).

Using the estimates collected in Lemma 6.12, we can conclude that

ε
⏐⏐∂22Fε,γ(t, r)

⏐⏐ ≤ 3

a
e2εlvt + (1 + lv)Cϕ.

Here, and in the following, a := min{a(1), a(2)}. For the second integrand, ∂t∂2Fε,γ, we
calculate

∂t∂2Fε,γ(t, r) = ε−1g′′(ε−1ϕ̃ε(t,Λε(γ, r)))∂tϕ̃ε(t,Λε(γ, r))∇ϕ̃ε(t,Λε(γ, r)) · nΓε(γ)

+ g′(ε−1ϕ̃ε(t,Λε(γ, r)))∂t∇ϕ̃ε(t,Λε(γ, r)) · nΓε(γ).

We estimate

|∂t∂2Fε,γ(t, r)| ≤ lvCϕ

(
3

a
eεlvt + 1

)
and �nally arrive at

∂2Fε,γ(t, r) ≤ −1 +
r

ε

(
3

a
e2εlvt + (1 + lv)Cϕ

)
+ tlvCϕ

(
3

a
eεlvt + 1

)
.

Theorem 6.14 (Height function). There is T > 0, which is independent of ε > 0 and
lv, and a height function hε : Γε × [0, l−1

v T ] → (−εa(2), εa(1)) satisfying

Γε(t) = {Λε(γ, hε(t, γ)) : γ ∈ Γε}.
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6. Moving boundary problem with prescribed normal velocity

Proof. Note that Fε,γ(0, 0) = 0 and ∂2Fε,γ(0, 0) = −1 By the Implicit Function Theorem,
we infer that, for every ε > 0 and for every γ ∈ Γε, there is a time τε,γ > 0 and a
di�erentiable function hε,γ : [0, τε,γ] → (−εa(2), εa(1)) such that Fε,γ(t, hε,γ(t)) = 0 for all
t ∈ [0, τε,γ]. Let τε,γ ∈ S always be the maximal possible point in time for this to be
true. We claim that

inf{τε,γ : ε > 0, γ ∈ Γε} ≥ T,

where T = l−1
v min{Tδ, Rδ}. The values Tδ and Rδ are given by Lemma 6.13. Let us

assume on the contrary that

inf{τε,γ : ε > 0, γ ∈ Γε} < T.

Then, we can choose ε > 0 and γ ∈ Γε such that τε,γ < T . Since

(i) Fε,γ(τε,γ, hε,γ(τε,γ)) = 0,

(ii) ∂2Fε,γ(τε,γ, hε,γ(τε,γ)) < −1

3
,

we can apply the Implicit Function Theorem again which contradicts the assumption
that τε,γ is maximal. Here, (ii) holds true by virtue of Lemma 6.13. As a result, we can
de�ne hε : [0, l−1

v T ]× Γε → (−εa(2), εa(1)) via hε(t, γ) := hε,γ(t).

We introduce the positive part, h(1) := h+ = max{0, h}, and the negative part, h(2) :=
h− = max{0,−h}, of the height function hε : Γε × [0, l−1

v T ] → (−εa(2), εa(1)).

Lemma 6.15. There is Tv > 0, which is independent of ε and lv, such that

2∑
i=1

5

εa(i)
∥h(i)ε ∥L∞((0,l−1

v Tv)×Γε)
+ 2∥∇Γεhε∥L∞((0,l−1

v Tv)×Γε)
≤ 1

2
.

Moreover, ∥∂thε∥∞ ≤ 3εlvCϕ.

Proof. Due to the regularity of the involved functions, namely Λε and ϕε, we get hε ∈
W 2,∞((0, T ) × Γε). It is clear that ∥hε∥∞ ≤ ∥dΓε(yε)∥∞ ≤ εtlv. For all t ∈ [0, T ] and
γ ∈ Γε, we have Fε,γ(t, hε(t, γ)) = 0 implying vanishing derivatives with respect to time
and space. Implicit di�erentiation with respect to time yields

∂thε(t, γ) = −∂tFε,γ(t, hε(t, γ))

∂2Fε,γ(t, hε(t, γ))
. (6.23)

Considering that ∥g′∥∞ ≤ 1, we are therefore led to

|∂thε(t, γ)| ≤ 3 |∂tϕ̃ε(t,Λε(γ, hε(t, γ)))| ≤ 3εlvCϕ.

Let us �rst observe that ∇Γεhε(t, γ) = 0 if and only if

nΓε(t,Λε(γ, hε(t, γ)) = nΓε(γ).

The normal vector at γ ∈ Γε(t) is given as

nΓε(t, γ) =
∇ϕε(t, γ)

|∇ϕε(t, γ)|
=

∇ϕ̃ε(t, γ)

|∇ϕ̃ε(t, γ)|
.
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6.4. Interface motion (proof of Theorem 6.1)

For the surface gradient of hε, we can �nd the representation (we point to [PS16, Section
2.5])

∇Γεhε(t, γ) = (I3 − hε(t, γ)LΓε(γ))

(
nΓε(γ)−

1

nΓε(t, γt) · nΓε(γ)
nΓε(t, γt)

)
, (6.24)

where we have set γt = yε(t, γ). Due to

nΓε(t, γt) = nΓε(γ) +

∫ t

0

∂t∇ϕ̃ε(t, γt)|∇ϕ̃ε(t, γt)| − ∇ϕ̃ε(t, γt)∂t|∇ϕ̃ε(t, γt)|
|∇ϕ̃ε(t, γt)|2  

=:Φε(τ,γt)

dτ,

we estimate

|nΓε(γ)− nΓε(t, γt)| ≤
∫ t

0

|Φε(τ, γt)| dτ ≤ 2te3εlvtlvCϕ,

and (for small t)
0 < 1− 2te3εlvtlvCϕ ≤ nΓε(γ) · nΓε(t, γt) ≤ 1.

Combining these estimates to bound the di�erence

nΓε(γ)−
1

nΓε(t, γt) · nΓε(γ)
nΓε(t, γt)

= nΓε(γ)− nΓε(t, γt) +
nΓε(t, γt) · nΓε(γ)− 1

nΓε(t, γt) · nΓε(γ)
nΓε(t, γt),

we are led to⏐⏐⏐⏐nΓε(γ)−
1

nΓε(t, γt) · nΓε(γ)
nΓε(t, γt)

⏐⏐⏐⏐ ≤ 2te3εlvtlvCϕ + 2te3εlvtlvCϕ

∞∑
k=0

(
2te3εlvtlvCϕ

)k
.

In summary, estimating from Equation (6.24), leads us to

|∇Γεhε(t, γ)| ≤
(
1 +

tlv
2a

)(
2te3ε0lvtlvCϕ

(
1 +

∞∑
k=0

(
2te3ε0lvtlvCϕ

)k))
.

Let χ ∈ D(R≥0) be a cut-o� function such that

0 ≤ χ ≤ 1, χ(r) = 1 if r <
1

3
, χ(r) = 0 if r >

2

3
.

In addition, let χ′(r) < 0 if 1/3 < r < 2/3 as well as ∥χ′∥∞ ≤ 4.

We introduce the function sε : [0, l−1
v Tv]× Ω → Ω via

sε(t, x) =

⎧⎪⎪⎨⎪⎪⎩
x+ hε(t, PΓε(x))nΓε(PΓε(x))χ

(
dist(x,Γε)

εa(1)

)
, x ∈ U

(1)
Γε

∪ Γε

x+ hε(t, PΓε(x))nΓε(PΓε(x))χ
(

dist(x,Γε)

εa(2)

)
, x ∈ U

(2)
Γε

x, x /∈ UΓε

.

116



6. Moving boundary problem with prescribed normal velocity

Lemma 6.16. The function sε : [0, l−1
v Tv]×Ω → Ω is a regular C1-motion with Γε(t) =

sε(t,Γε) for all t ∈ [0, l−1
v Tv].

Proof. As a consequence of the estimates provided in Lemma 6.15, we can conclude with
Lemma 2.9 that sε(t, ·) : Ω → Ω is a regular C1-deformation with Γε(t) = sε(t,Γε) for
all t ∈ [0, l−1

v Tv]. The regularity with respect to time follows via hε ∈ C1,1([0, l−1
v Tv] ×

Ω).

6.5 Limit behavior (proof of Theorem 6.2

In this section, the limit behavior of the functions related to the Hanzawa transforma-
tion sε, in particular Fε = Dsε and Jε = detFε, are investigated. To be able to pass to
the limit ε → 0, strong two-scale convergence of these quantities has to be established.
We start by introducing the folding and unfolding operators; similar (in spirit) conside-
rations can be found, e.g., in [MCP08]. In the following section, we start by introducing
the notions of folding, unfolding, and strong two-scale convergence (we also refer to
Section 2.4) and by formulating a few technical lemmas needed in what follows.

In an e�ort to keep the notations for the estimations shorter, we introduce the functions

qε : Sv × Ω → Ω, qε(t, x) := zε(t, y
−1
ε (t, x)), (6.25a)

ηε : Sv × Γ → Ω, ηε(t, γ) := Λε(γ, hε(t, γ)). (6.25b)

6.5.1 Preliminaries and auxiliary lemmas

We recall that for x ∈ R3, [x] is de�ned to be the unique k ∈ Z3 such that {x} := x−[x] ∈
[0, 1)3; see Figure 2.6. For functions f : Ω → R and fb : Γε → R, we denote the periodic
unfolding via [f ]ε := Tεf : Ω × Y → R and [fb]

ε := Tεfb : Ω × Γ → R, respectively;
for details, we refer to De�nition 2.15. In addition, for functions g : Ω × Y → R and
gb : Ω× Γ → R we set

[g]ε : Ω → R, [g]ε (x) = g
(
x,
{x
ε

})
,

[gb]ε : Γε → R, [gb]ε (x) = gb

(
x,
{x
ε

})
.

For these functions, we have the following integral identities (see Lemma 2.16)∫
Ω

f(x) dx =

∫
Ω×Y

[f ]ε (x, y) d(x, y),∫
Γε

f(x) dx =
1

ε

∫
Ω×Γ

[f ]ε (x, y) d(x, y).
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6.5. Limit behavior (proof of Theorem 6.2

For Id : Ω → Ω and y ∈ Y , x ∈ Ω, and n,m ∈ N, it holds

|[id]εn − [id]εm| ≤
√
2 (εn + εm) . (6.26)

Moreover, for any function f ∈ W 1,2(Ω;W 1,2
# (Y )), we �nd thatf − [[f ]ε]

ε
2
L2(Ω×Y )

=

∫
Ω×Y

⏐⏐⏐f(x, y)− f
(
εy + ε

[x
ε

]
,
[
y +

[x
ε

]])⏐⏐⏐2 d(x, y) → 0 (6.27)

since
(
εy + ε

[
x
ε

]
,
[
y +

[
x
ε

]])
converges uniformly to (x, y).

We start by formulating important relations for the unfolding of the operators related to
the geometric properties of Γε. These identities rely on in the periodicity of the initial
con�guration. For x ∈ Ω, y ∈ Y , γ ∈ Γ, and r ∈ (−εa(2), εa(1)), it holds

[nε]
ε (x, γ) = n(γ), (6.28a)

[Λε]
ε (x, γ, r) = εΛ

(
γ,
r

ε

)
+ ε

[x
ε

]
, (6.28b)

[LΓε ]
ε (x, γ) = ε−1LΓ(γ), (6.28c)

[PΓε ]
ε (x, y) = εPΓ(y) + ε

[x
ε

]
, (6.28d)

[DPΓε ]
ε (x, y) =

(
I− dΓ(y)LΓ(PΓ(y))

)−1
(I− n(PΓ(y))⊗ n(PΓ(y))) . (6.28e)

With these relations in mind, we are able to connect the limit behavior of ηε and hε.

Lemma 6.17. Let n, m ∈ N. It holds⏐⏐ε−1
n [ηεn ]

εn − ε−1
m [ηεm ]

εm
⏐⏐ ≤ ⏐⏐ε−1

n [hεn ]
εn − ε−1

m [hεm ]
εm
⏐⏐

as well as⏐⏐ [Dηεn ]εn − [Dηεm ]
εm
⏐⏐

≤
2∑

i=1

1

2a(i)
⏐⏐ε−1

n

[
h(i)εn

]εn − ε−1
m

[
h(i)εn

]εn ⏐⏐+ ⏐⏐ [∇hεn ]εn − [∇hεm ]
εm
⏐⏐.

Proof. Since Λ is contractive and equations (6.28a) and (6.28b) hold, we conclude⏐⏐ε−1
n [ηεn ]

εn − ε−1
m [ηεm ]

εm
⏐⏐

=
⏐⏐Λ (γ, ε−1

n [hεn ]
εn
)
− Λ(γ, ε−1

m [hεm ]
εm)
⏐⏐ ≤ ⏐⏐ε−1

n [hεn ]
εn − ε−1

m [hεm ]
εm
⏐⏐.

The spatial derivative of ηε is given as

DΓεηε = Id +∇Γεhε ⊗ nε − hεLΓε .

Using equations (6.28a) to (6.28c), we estimate⏐⏐ [DΓεηεn ]
εn − [DΓεηεm ]

εm
⏐⏐

≤
⏐⏐[∇Γεn

hεn
]εn −

[
∇Γεm

hεm
]εm⏐⏐+ 2∑

i=1

1

2a(i)
⏐⏐ε−1

n

[
h(i)εn

]εn − ε−1
m

[
h(i)εn

]εn ⏐⏐.
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6. Moving boundary problem with prescribed normal velocity

In the next few lemmas, we establish some technical results regarding ε-independent
estimates and the limit behavior of unfolded function that are needed to show the
strong two-scale convergence of Fε and Jε.

Lemma 6.18. Let uε ∈ W 1,2(Ω) and u ∈ L2(Ω;W 1,2
# (Y )) such that [uε]

ε → u and
ε [∇uε]ε → ∇yu strongly in L2(Ω× Y ). Then, [uε]

ε → u strongly in L2(Ω× Γ).

Proof. We �nd that∫
Ω×Γ

|[uε]ε (x, γ)− u(x, γ)|2 d(x, γ)

≤ Ctr

(∫
Ω×Y

|[uε]ε (x, y)− u(x, y)|2 d(x, y)

+

∫
Ω×Y

|∇y [uε]
ε (x, y)−∇yu(x, y)|2 d(x, y)

)
.

Here, Ctr denotes the continuity constant for the trace embedding operator W 1,2(Y ) ↪→
L2(Γ). Both integrals converge to zero because [uε]

ε → u, ε [∇uε]ε → ∇yu, and∫
Ω×Y

|∇y [uε]
ε (x, y)−∇yu(x, y)|2 d(x, y)

=

∫
Ω×Y

|εn [∇uε]ε (x, y)−∇yu(x, y)|2 d(x, y) → 0

The following technical lemma allows us to estimate interface terms.

Lemma 6.19. For all u ∈ W 1,2(Ω), it holds that

ε∥u∥2L2(Γε(t))
≤ 4Ctr

(
∥u∥2 + ε2∥∇u∥2

)
.

Proof. For u ∈ W 1,2(Ω) and t ∈ [0, Tv], we have

ε

∫
Γε(t)

|u(γ)|2 dγ = ε

∫
Γε

|u(yε(t, γ))|2| det(DΓεyε(t, γ))| dγ

≤ 2Ctr

(∫
Ω

|u ◦ yε(x)|2 dx+ ε2
∫
Ω

|∇(u ◦ yε)(x)|2 dx
)

≤ 2Ctr

(∫
Ω

|u ◦ yε(x)|2 dx+ 2ε2
∫
Ω

|(∇u) ◦ yε(x)|2 dx
)
.

A time parametrized coordinate transformation x ↦→ y−1
ε (t, x) (note that y−1

ε (t,Ω) = Ω)
then leads to

ε∥u∥2L2(Γε(t))
≤ 4Ctr

(
∥u∥2 + ε2∥∇u∥2

)
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6.5. Limit behavior (proof of Theorem 6.2

Parts of the next analysis rely on the ability to estimate certain di�erences of some
composites of functions involving yε. In the following lemma, we collect general results
which are used at several points in the following analysis.

Lemma 6.20. Let (fε) ⊂ W 1,∞(Ω) and n,m ∈ N such that n > m.

1. Let ∥∇fεm∥∞ be bounded independently of the parameter ε and [fε]
ε be a Cauchy

sequence. Then, there are C,Cm > 0 such that

∥fεn([yεn ]
εn)− fεm([yεm ]

εm)∥L2(Ω×Y ) ≤ Cm + C
 [yεn ]εn − [yεm ]

εm
2
L2(Ω×Y )

.

and such that limm→∞Cm = 0.

2. Let f ∈ W 1,∞(Ω;W 1,∞
# (Y )) such that [fε]

ε → f . For gε = yε or gε = y−1
ε , we can

estimate

∥fεn([gεn ]
εn)− fεm([gεm ]

εm)∥2L2(Ω×Y )

≤ Cm + C
( [gεn ]εn − [gεm ]

εm
2
L2(Ω×Y )

+
ε−1

n [gεn ]
εn − ε−1

m [gεm ]
εm
2
L2(Ω×Y )

)
where C,Cm > 0 and limm→∞Cm = 0.

3. Let f ∈ W 1,∞(Ω;W 1,∞
# (Y )) such that [fε]

ε → f and ε [∇fε]ε → ∇yf . Then, we
estimate

∥fεn([ηεn ]
εn)− fεm([ηεm ]

εm)∥2L2(Ω×Γ)

≤ Cm + C
( [hεn ]εn − [hεm ]

εm
2
L2(Ω×Γ)

+
ε−1

n [hεn ]
εn − ε−1

m [hεm ]
εm
2
L2(Ω×Γ)

)
where C,Cm > 0 and limm→∞Cm = 0.

Proof. (Part 1). It holds⏐⏐fεn([yεn ]εn)− fεm([yεm ]
εm)
⏐⏐ ≤ ⏐⏐fεn([yεn ]εn)− fεm([yεn ]

εn)
⏐⏐+ ∥∇fεm∥∞

⏐⏐ [yεn ]εn − [yεm ]
εm
⏐⏐.

The L2 norm of the �rst term can be estimated (using the facts that yε is a di�eomor-
phism and | detDy−1

εn | ≤ 4) as∫
Ω×Y

⏐⏐fεn([yεn ]εn)− fεm([yεn ]
εn)
⏐⏐2 d(x, y) = ∫

Ω

⏐⏐fεn(yεn)− fεm(yεn)
⏐⏐2 dx

≤ 4

∫
Ω

⏐⏐fεn − fεm
⏐⏐2 dx = 4

∫
Ω×Y

⏐⏐ [fεn − fεm ]
εn
⏐⏐2 d(x, y).

Applying inequality (6.26), we �nally see that∫
Ω×Y

⏐⏐fεn([yεn ]εn)− fεm([yεn ]
εn)
⏐⏐2 d(x, y)

≤ 4

∫
Ω×Y

⏐⏐ [fεn ]εn − [fεm ]
εm
⏐⏐2 + ⏐⏐ [fεm ]εm − [fεm ]

εn
⏐⏐2 d(x, y)

≤ 4

∫
Ω×Y

⏐⏐ [fεn ]εn − [fεm ]
εm
⏐⏐2 + 32∥∇fεm∥2∞|Ω|ε2m.
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6. Moving boundary problem with prescribed normal velocity

(Part 2). With the use of the triangle inequality, we get∫
Ω×Y

⏐⏐fεn([gεn ]εn)− fεm([gεm ]
εm)
⏐⏐2 d(x, y)

≤
∫
Ω×Y

⏐⏐fεn([gεn ]εn)− [f ]εn ([gεn ]
εn)
⏐⏐2 + ⏐⏐fεm([gεm ]εm)− [f ]εm ([gεm ]

εm)
⏐⏐2

+
⏐⏐ [f ]εn ([gεn ]εn)− [f ]εm ([gεm ]

εm)
⏐⏐2 d(x, y). (6.29)

For i = n,m, we estimate (note that | detDg−1
ε | ≤ 4 for both choices of gε)∫

Ω×Y

⏐⏐fεi([gεi ]εi)− [f ]εi ([gεi ]
εi)
⏐⏐2 d(x, y)

≤ 4

∫
Ω×Y

⏐⏐ [fεi ]εi − f
⏐⏐2 + ⏐⏐f −

[
[f ]εi

]εi ⏐⏐2 d(x, y).
Now, taking to the last term of equation (6.29) and using the y-periodicity of f , we have∫

Ω×Y

⏐⏐ [f ]εn ([gεn ]εn)− [f ]εm ([gεm ]
εm)
⏐⏐2 d(x, y)

=

∫
Ω×Y

⏐⏐f ([gεn ]εn , ε−1
n [gεn ]

εn
)
− f

(
[gεm ]

εm , ε−1
m [gεm ]

εm
)⏐⏐2 d(x, y).

As f ∈ W 1,∞(Ω;W 1,∞
# (Y )), this leads to [f ]εn ([gεn ]εn)− [f ]εm ([gεm ]

εm)
2
L2(Ω×Y )

≤ ∥∇xf∥∞
 [gεn ]εn − [gεm ]

εm
2
L2(Ω×Y )

+ ∥∇yf∥∞
ε−1

n [gεn ]
εn − ε−1

m [gεm ]
εm
2
L2(Ω×Y )

.

(Part 3). We calculate∫
Ω×Γ

⏐⏐fεn([ηεn ]εn)− fεm([ηεm ]
εm))

⏐⏐2 d(x, γ)
≤
∫
Ω×Γ

⏐⏐ [f ]εn ([ηεn ]εn)− [f ]εm ([ηεm ]
εm)
⏐⏐2

+
∑
i=n,m

⏐⏐fεi([ηεi ]εi)− [f ]εi ([ηεi ]
εi)
⏐⏐2 d(x, γ). (6.30)

Using the trace estimate from Lemma 6.19, the second part can be estimated via (note
that |∇Γεhε|+ |hεLΓε | ≤ 1)∫
Ω×Γ

⏐⏐fεi([ηεi ]εi)− [f ]εi([ηεi ]
εi)
⏐⏐2 d(x, γ)

= εi

∫
Γεi

⏐⏐fεi(ηεi)− [f ]εi (ηεi)
⏐⏐2 dγ

≤ 2εi

∫
Γεi (t)

⏐⏐fεi(γ)− [f ]εi (γ)
⏐⏐2 dγ

≤ 8Ctr

∫
Ω

⏐⏐fεi − [f ]εi
⏐⏐2 + ε2i

⏐⏐∇fεi −∇ [f ]εi
⏐⏐2 dx

= 8Ctr

∫
Ω×Y

⏐⏐ [fεi ]εi − [[f ]εi]εi ⏐⏐2 + ε2i
⏐⏐ [∇fεi ]εi − [∇ [f ]εi

]εi ⏐⏐2 dx,
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6.5. Limit behavior (proof of Theorem 6.2

where, for the last term, it holds

εi
⏐⏐ [∇fεi ]εi − [∇ [f ]εi

]εi ⏐⏐ ≤ ⏐⏐εi [∇fεi ]εi −∇yf
⏐⏐+ ⏐⏐∇yf −∇y

[
[f ]εi

]εi ⏐⏐+ εi
⏐⏐∇x

[
[f ]εi

]εi ⏐⏐.
Now, for the �rst term on the right hand side of inequality (6.30), we use the ε-periodicity
of [f ]ε and estimate

 [f ]εn ([ηεn ]εn)− [f ]εm ([ηεm ]
εm)
2
L2(Ω×Y )

≤ ∥∇xf∥∞
 [hεn ]εn − [hεm ]

εm
2
L2(Ω×Γ)

+ ∥∇yf∥∞
ε−1

n [hεn ]
εn − ε−1

m [hεm ]
εm
2
L2(Ω×Γ)

.

6.5.2 Limit behavior

Based on Theorem 2.12 and on the estimates established via Lemma 6.6, it is clear that
yε converges strongly to the identity operator and that both Dyε and zε have two-scale
converging subsequences. This in itself, however, is not enough to guarantee strong con-
vergence of their unfolded counterparts, which in consequence may also impede strong
convergence of [Fε]

ε and [Jε]
ε � a property that is needed to make sure that passing to

the limit ε→ 0 is justi�ed.

In the following lemma, we investigate the limit behavior of the dilated functions ε−1 [yε]
ε

and [zε]
ε.

Lemma 6.21. There exist functions y, z ∈ L2(S × Ω;H1
#(Y ))3 such that

1

ε
[yε]

ε → y, [zε]
ε → z, [Dyε]

ε → Dyy, ε [Dzε]
ε → Dyz.

Proof. Let δ > 0 be given and let n,m ∈ N, such that n > m and such that eεmlvTv < 2.7

Taking a look at the ODE sytem given by equations (6.6a) to (6.6d) and its correspon-
ding system that emerges by di�erentiation with respect to the spatial variable, we �nd
that (in S × Ω× Σ, (i = n,m))

ε−1
i ∂t [yεi ]

εi =
[zεi ]

εi

| [zεi ]
εi |
vεi([yεi ]

εi), (6.31a)

∂t [zεi ]
εi = εi

⏐⏐ [zεi ]εi ⏐⏐∇vεi([yεi ]εi), (6.31b)

∂t [Dyεi ]
εi = εiA

(11)
εi

([wεi ]
εi) [Dyεi ]

εi + εiA
(11)
εi

([wεi ]
εi) [Dzεi ]

εi , (6.31c)

εi∂t [Dzεi ]
εi = ε2iA

(21)
εi

([wεi ]
εi) [Dyεi ]

εi + ε2iA
(22)
εi

([wεi ]
εi) [Dzεi ]

εi . (6.31d)

7This is a mere technicality to allow for a more compact notation of the estimates. Here, we do not
care about the details of the speci�c estimates, we only want to ensure convergence.
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6. Moving boundary problem with prescribed normal velocity

Now, subtracting these equations for i = n and i = m from one another, multiplying
with the corresponding di�erences, and integrating over Ω× Y , we are led to

d

dt

ε−1
n [yεn ]

εn − ε−1
m [yεm ]

εm
2
L2(Ω×Y )

≤ 2

∫
Ω×Y

⏐⏐⏐ [zεn ]
εn

| [zεn ]
εn |

vεn([yεn ]
εn)− [zεm ]

εm

| [zεm ]
εm |

vεm([yεm ]
εm)
⏐⏐⏐⏐⏐⏐ε−1

n [yεn ]
εn − ε−1

m [yεm ]
εm
⏐⏐⏐ d(x, y), (6.32a)

d

dt

 [zεn ]εn − [zεm ]
εm
2
L2(Ω×Y )

≤ 2

∫
Ω×Y

⏐⏐⏐εn⏐⏐ [zεn ]εn ⏐⏐∇vεn([yεn ]εn)− εm
⏐⏐ [zεm ]εm ⏐⏐∇vεm([yεm ]εm)⏐⏐⏐⏐⏐⏐ [zεn ]εn − [zεm ]

εm
⏐⏐⏐ d(x, y). (6.32b)

Moreover, for the spatial derivatives, we �nd that

d

dt

 [Dyεn ]εn − [Dyεm ]
εm
2
L2(Ω×Y )

≤ 2

∫
Ω×Y

⏐⏐εnA(11)
εn ([wεn ]

εn) [Dyεn ]
εn − εmA

(11)
εm ([wεm ]

εm) [Dyεm ]
εm
⏐⏐⏐⏐ [Dyεn ]εn − [Dyεm ]

εm
⏐⏐ d(x, y)

+ 2

∫
Ω×Y

⏐⏐εnA(12)
εn ([wεn ]

εn) [Dzεn ]
εn − εmA

(12)
εm ([wεm ]

εm) [Dzεm ]
εm
⏐⏐⏐⏐ [Dyεn ]εn − [Dyεm ]

εm
⏐⏐ d(x, y) (6.32c)

d

dt

εn [Dzεn ]εn − εm [Dzεm ]
εm
2
L2(Ω×Y )

≤ 2

∫
Ω×Y

⏐⏐ε2nA(21)
εn ([wεn ]

εn) [Dyεn ]
εn − ε2mA

(21)
εm ([wεm ]

εm) [Dyεm ]
εm
⏐⏐⏐⏐εn [Dyεn ]εn − εm [Dyεm ]

εm
⏐⏐ d(x, y)

+ 2

∫
Ω×Y

⏐⏐ε2nA(22)
εn ([wεn ]

εn) [Dzεn ]
εn − ε2mA

(22)
εm ([wεm ]

εm) [Dzεm ]
εm
⏐⏐⏐⏐εn [Dyεn ]εn − εm [Dyεm ]
εm
⏐⏐ d(x, y). (6.32d)

To proceed in showing that these sequences are Cauchy sequences, several independent
estimates are needed to manage the right hand sides of inequalities (6.32a) to (6.32d).
In the following, we heavily rely on the estimates established by Lemma 6.6. With the
reverse triangle inequality, we get⏐⏐| [zεn ]εn | − | [zεm ]

εm |
⏐⏐ ≤ ⏐⏐ [zεn ]εn − [zεm ]

εm
⏐⏐, (6.33a)

Since eεmlvTv < 2, we also see that⏐⏐⏐⏐ [zεn ]
εn

| [zεn ]
εn |

− [zεm ]
εm

| [zεm ]
εm |

⏐⏐⏐⏐ ≤ 10 |[zεn ]
εn − [zεm ]

εm| . (6.33b)
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6.5. Limit behavior (proof of Theorem 6.2

Moreover, for fε = vε, ε∇vε, ε2nD2vε, we can apply Lemma 6.20 to getfεn([yεn ]εn)− fεm([yεn ]
εm)
2
L2(Ω×Y )

≤ 4
 [fεn ]εn − [fεm ]

εm
2
L2(Ω×Y )

+ lv
 [yεn ]εn − [yεm ]

εm
2
L2(Ω×Y )

+ 32l2v|Ω|ε2m, (6.33c)

The matrix valued function B, which is de�ned via equation (6.9), is Lipschitz continu-
ous with Lipschitz constant 2, i.e.,⏐⏐B([zεn ]

εn)−B([zεm ]
εm)
⏐⏐ ≤ 2| [zεn ]

εn − [zεm ]
εm
⏐⏐. (6.33d)

Adding inequalities (6.32a) and (6.32b), using the estimates given by inequalities (6.33a)
to (6.33c) as well as Assumption (A5), and applying Gronwall's inequality, we inferε−1

n [yεn ]
εn − ε−1

m [yεm ]
εm
2
L2(Ω×Y )

+
 [zεn ]εn − [zεm ]

εm
2
L2(Ω×Y )

≤ C
(
ε2m + ∥[vεn ]

εn − [vεm ]
εm∥2 +

εn [∇vεn ]εn − εm [∇vεm ]
εm
2) < δ (6.34)

for all n,m ∈ N such that n,m > N for su�ciently large N ∈ N (which is independent
of ε and t). This implies

1

ε
[yε]

ε → y, [zε]
ε → z in L2(S × Ω× Y )3.

Similarly, adding inequalities (6.32c) and (6.32d) and using above estimates given by
given by inequalities (6.33a) to (6.33d) and Assumption (A5), we get [Dyεn ]εn − [Dyεm ]

εm
2
L2(Ω×Y )

+
εn [Dzεn ]εn − εm [Dzεm ]

εm
2
L2(Ω×Y )

≤ C
(
ε2m + ε3m + ∥[zεn ]

εn − [zεm ]
εm∥2 +

 [yεn ]εn − [yεm ]
εm
2

+
εn [∇vεn ]εn − εm [∇vεm ]

εm
2 + ε2n [D2∇2vεn

]εn − ε2m
[
D2vεm

]εm 2) ≤ δ

for all n,m ∈ N such that n,m > N for some su�ciently large N ∈ N (which is
independent of ε and t). We conclude that

[Dyε]
ε → Dyy, ε [Dzε]

ε → Dyz in L2(S × Ω× Y )3×3.

Remark 6.22. As a consequence of Lemma 6.18, we also have

1

ε
[yε]

ε → y, [zε]
ε → z in L2(S × Ω× Γ)3

in the sense of traces.

Lemma 6.23. The following convergences hold:

1

ε

[
y−1
ε

]ε → y−1, [qε]
ε → z(y−1), ε−1ϕ̃ε → ϕ̃, ε∇qε → ∇yq in L2(S × Ω× Y ).
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6. Moving boundary problem with prescribed normal velocity

Proof. We recall that y−1
ε can be characterized by equation (6.15). This leads us to

d

dt

ε−1
n

[
y−1
εn

]εn − ε−1
m

[
y−1
εm

]εm 2
L2(Ω×Y )

≤
∫
Ω×Y

⏐⏐⏐Dyεn([y−1
εn

]εn
)−1 zεn(

[
y−1
εn

]εn
)

|zεn(
[
y−1
εn

]εn
)|
vεn(yεn(

[
y−1
εn

]εn
))

−Dyεm(
[
y−1
εm

]εm
)−1 zεm(

[
y−1
εm

]εm
)

|zεm(
[
y−1
εm

]εm
)|
vεm(yεm(

[
y−1
εm

]εm
))
⏐⏐⏐

·
⏐⏐ε−1

n

[
y−1
εn

]εn − ε−1
n

[
y−1
εn

]εm ⏐⏐ d(x, y).
Taking into considerations the a-priori estimates available for the involved functions and
the strong convergence results formulated in Lemma 6.21, as well as the estimates given
in Lemma 6.20, it is possible (while cumbersome) to estimate the individual di�erences
and see that ε−1 [y−1

ε ]
ε is a Cauchy sequence. Similarly, it is also possible to show that

[qε]
ε = [zε(y

−1
ε )]

ε also is a Cauchy sequence using Lemma 6.20 (2). Since ∂tϕ̃ε is governed
by equation (6.21) and because ∇ϕ̃ε = qε (see equation (6.19)), we infer

d

dt

ε−1
n ϕ̃εn − ε−1

m ϕ̃εm

2
L2(Ω×Y )

≤
∫
Ω×Y

⏐⏐ |qεn| vεn − |qεm | vεm
⏐⏐ d(x, y)

which shows that ε−1ϕ̃ε also converges strongly. Finally, as

ε∇qε = εD2ϕ̃ε = ε
(
Dyε(y

−1
ε )
)−1

Dzε(y
−1
ε ),

we also get the strong convergence of ε [∇qε]ε.

Since the quantity ε∥hε∥∞ + ∥∇Γεhε∥∞ is bounded indepedently of the parameter ε, we
can �nd a constant Ch > 0 such that

∥hε∥L2(S×Γε) +
√
ε∥∇Γεhε∥L2(S×Γε)3 ≤ Ch.

As a result, we conclude the existence of a function h ∈ L2(S,H1(Ω;H1(Γ))) such that,
up to a subsequence,

1

ε
hε

2
⇀ h, ∇Γεhε

2
⇀ ∇Γh

Furthermore, it is clear that h ∈ L∞(S × Ω × Γ) and that [hε]
ε ∈ L∞(S × Ω × Γ) is

bounded independently of ε. As a consequence, there is a function h̃ ∈ L∞(S × Ω× Γ)
such that [hε]

ε ⇀ h̃ in L2(S×Ω×Y ). In the following, we are concerned with the limit
behavior of hε.

Lemma 6.24. There is h ∈ L2(S;W 1,2(Ω;H1
#(Γ))) such that ε−1 [hε]

ε → h and such
that [∇Γεhε]

ε → ∇yh in L2(S × Ω× Γ).

Proof. Let δ > 0 and n,m ∈ N, n > m. Using the representation of the height function
hε in terms of Fε,γ as given by equation (6.23), we have

∂thε(t, γ) = −∂tFε,γ(t, hε(t, γ))

∂2Fε,γ(t, hε(t, γ))
(t ∈ [0, Tv], γ ∈ Γε). (6.35)
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6.5. Limit behavior (proof of Theorem 6.2

Now, integrating over Ω×Γ and testing with the di�erence ε−1
n [hεn ]

εn −ε−1
m [hεn ]

εm leads
to

d

dt

ε−1
n [hεn ]

εn − ε−1
m [hεn ]

εm
2
L2(Ω×Γ)

≤ 2

∫
Ω×Γ

⏐⏐⏐⏐ε−1
n

∂t [Fεn,γ(hεn)]
εn

[∂2Fεn,γ(hεn)]
εn − ε−1

m

∂t [Fεm,γ(hεm)]
εm

[∂2Fεm,γ(hεm)]
εm

⏐⏐⏐⏐⏐⏐ε−1
n [hεn ]

εn − ε−1
m [hεn ]

εm
⏐⏐ d(x, γ).

Using that ∂tϕ̃ε is governed by equation (6.21) and the characterization of ∇ϕ̃ε given
via equation (6.19), we get

ε−1∂t [Fε,γ(hε)]
ε = |qε([ηε]ε))| vε([ηε]ε). (6.36)

Applying Lemma 6.20(3) to qε and vε, respectively, and using the strong convergence of
[vε]

ε, [∇vε]ε, [qε]ε, and ε [∇qε]ε, we are led toε−1
n ∂t [Fεn,γ(hεn)]

εn − ε−1
m ∂t [Fεm,γ(hεm)]

εm
2
L2(Ω×Γ)

≤ C(m) + C
( [hεn ]εn − [hεm ]

εm)
2
L2(Ω×Γ)

+
ε−1

n [hεn ]
εn − ε−1

m [hεn ]
εn
2
L2(Ω×Γ)

)
(6.37)

where limm→∞C(m) = 0. As a next step, we estimate the di�erence with respect to
∂2Fε,γ. In view of equations (6.19) and (6.22), we have

[∂2Fε,γ(hε)]
ε = g′(ε−1ϕ̃ε([ηε]

ε))qε([ηε]
ε) · n (6.38)

and, due to the strong convergence of ε−1 [ϕ̃ε]
ε, [qε]

ε = [∇ϕ̃ε]
ε, and ε [∇qε]ε, we can infer

(again applying Lemma 6.20(3))ε−1
n [∂2Fεn,γ(hεn)]

εn − ε−1
m [∂2Fεm,γ(hεm)]

εm
2
L2(Ω×Γ)

≤ Cm + C
( [hεn ]εn − [hεm ]

εm)
2
L2(Ω×Γ)

+
ε−1

n [hεn ]
εn − ε−1

m [hεn ]
εn
2
L2(Ω×Γ)

)
(6.39)

where limm→∞Cm → 0. Combining the estimates given by inequalities (6.37) and (6.39)
and applying Gronewall's inequality, it is then easy to see that ε−1 [hε]

ε is, in fact,
Cauchy.

Using the representation of hε given in equation (6.24), we have

[∇Γεhε]
ε =

(
I3 − ε−1 [hε]

ε LΓ

)(
n− 1

nΓε([ηε]
ε) · n

nΓε([ηε]
ε)

)
.

Consequently, since nΓε(ηε) · nε > 1/2 and |ε−1hε| ≤ a/10 in [0, Tv]× Γε, we are led to[∇Γεn
hεn
]εn −

[
∇Γεm

hεm
]εm

L2(S×Γε)

≤ 3

2a

ε−1
n [hεn ]

ε − ε−1
m [hεm ]

ε

L2(S×Γε)

+6

 nεn([ηεn ]
εn)

nεn([ηεn ]
εn) · n

− nεm([ηεm ]
εm)

nεm([ηεm ]
εm) · n


L2(S×Γε)
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Now, due to nΓε(ηε) =
∇ϕ̃ε(ηε)
|∇ϕ̃ε(ηε)| =

qε(ηε)
|qε(ηε)| , we further estimate nεn([ηεn ]

εn)

nεn([ηεn ]
εn) · n

− nεm([ηεm ]
εm)

nεm([ηεm ]
εm) · n


L2(S×Γε)

≤ 6

 qεn([ηεn ]εn)|qεn([ηεn ]
εn)|

− qεm([ηεm ]
εm)

|qεm([ηεm ]
εm)|


L2(S×Γε)

≤ 36 ∥qεn([ηεn ]
εn)− qεm([ηεm ]

εm)∥L2(S×Γε)
.

As both [qε]
ε and ε [∇qε]ε converge, we can apply Lemma 6.20(3) and conclude[∇Γεn

hεn
]εn −

[
∇Γεm

hεm
]εm

L2(S×Γε)

≤ Cm +
3

2a

ε−1
n [hεn ]

ε − ε−1
m [hεm ]

ε

L2(S×Γε)

+ C
(
∥[hεn ]

ε − [hεm ]
ε∥L2(S×Γε)

+
ε−1

n [hεn ]
ε − ε−1

m [hεm ]
ε

L2(S×Γε)

)
,

where, again, limm→∞Cm = 0.

Lemma 6.25. There is ψ ∈ L∞(S;W 1,∞(Ω;W 1,2
# (Y ))) such that ε−1 [ψε]

ε → ψ and
such that [∇ψε]

ε → ∇yψ in L2(S × Ω× Y ).

Proof. Let n,m ∈ N such that m > n and set µε(t, x) = hε(t, PΓε(x)) as well as
µ(t, x, y) = h(t, x, PΓ(y)). We calculate

ε−1
n [ψεn ]

εn − ε−1
m [ψεm ]

εm =
(
ε−1
n [µεn ]

εn − ε−1
m [µεm ]

εm
)
χ
(
a−1dΓ

)
n(PΓ).

As a consequence,∫
Ω×UΓ

⏐⏐ε−1
n [ψεn ]

εn − ε−1
m [ψεm ]

εm
⏐⏐2 d(x, y)

≤
∫
Ω×UΓ

⏐⏐ε−1
n [µεn ]

εn − µ
⏐⏐2 + ⏐⏐ε−1

m [µεm ]
εm − µ

⏐⏐2 d(x, y).

Now, for �xed x ∈ Ω, [µε]
ε and µ are constant in the y variable in the direction of the

normal vector. As a consequence,∫
Ω×UΓ

⏐⏐ε−1 [µε]
ε − µ

⏐⏐2 d(x, y) = 2a

∫
Ω×Γ

⏐⏐ε−1
n [hεn ]

εn − h
⏐⏐2 d(x, y).

The unfolded deformation gradient (see equation (2.8)) is given via

[∇ψε]
ε = ([∇µε]

ε)
T
n(PΓ)χ

(
a−1dΓ

)
+ ε−1 [µε]

ε
(
LΓ(PΓ) (I− dΓLΓ(PΓ))

−1 (I− n(PΓ)⊗ n(PΓ))χ
(
a−1dΓ

)
+ χ′ (a−1dΓ

)
n(PΓ)⊗ n(PΓ)

)
.
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which leads us to∫
Ω×UΓ

|[∇ψεn ]
εn − [∇ψεm ]

εm|2 d(x, y)

≤ C

∫
Ω×UΓ

⏐⏐ε−1
n [µεn ]

εn − ε−1
m [µεm ]

εm
⏐⏐2 + |[∇µεn ]

εn − [∇µεm ]
εm|2 d(x, y),

where C > 0 is independent of ε. Since

∇µε(t, x) = (DPΓε(x))
T ∇Γεhε(t, PΓε(x))

and∫
Ω×UΓ

|[∇Γεhε(PΓε)]
ε (x, y)−∇yh(t, x, PΓ(y))|2 d(x, y)

= 2a

∫
Ω×Γ

|[∇Γεhεn ]
εn −∇yh|2 d(x, y),

we can conclude [∇ψε]
ε → ∇yψ.
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CHAPTER 7

Summary and outlook

7.1 Summary

In this thesis, we investigated the analysis and the mathematical homogenization of
systems corresponding to thermoelasticity models for phase transformations in highly
heterogeneous, periodic media: see equations (3.10a) to (3.10e).

In Chapter 4, we considered a simpli�ed problem, where the changes in the geometry
were assumed to be prescribed at the outset. Starting with a particular motion function
describing these changes (see Section 4.2), we arrived at a �xed domain formulation of
the problem. In Theorem 4.7 and Theorem 4.8, we then showed that the problem has
a unique solution for which uniform (with respect to the parameter ε) energy estimates
are available. Finally, we performed a homogenization limit procedure to arrive at
a distributed microstructure model (see equations (4.30a) to (4.30d)) describing the
e�ective behavior of the associated ε-problem. While similar transformation settings for
homogenization problems were considered in [Mei08, Dob14], this is, to our knowledge,
the �rst time, that such upscaling has be done in the context of thermoelasticity. Here,
the main di�culties were due to the coupling between the mechanical part and the heat
part as well as the time dependency of the involved operators.

Based on these results, we proved quantitative error/corrector estimates, i.e., conver-
gence rates with respect to the parameter ε, under certain reasonable simpli�cations:
(i) the weakly coupled problem where either the mechanical dissipation or the thermal
stresses are assumed to negligible (see Theorem 5.9), (ii) the problem with microscale
coupling where the mechanical dissipation and thermal stresses are only signi�cant in
the slow-conducting phase (see Theorem 5.10). We also argued why similar estimates
for the fully-coupled problem are not obtainable via the same strategy. To our know-
ledge, this is the �rst time that quantitative corrector estimates have been proven in the
context of thermoelasticity.

Finally, in Chapter 6, we considered the case where the changes in the geometry are not
given at the outset but where they are the result of a prescribed function vε representing
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the normal velocity of the interface. We showed that, if vε satis�es certain regularity con-
ditions and ε-uniform estimates, a Hanzawa transformation via a corresponding height
function exists (Theorem 6.1). Relying on the notion of periodic unfolding, we then
proved that strong-two scale convergence of the functions related to the transforma-
tion can be inferred from the strong two-scale convergence of vε (see Theorem 6.2).
Combining these results with those from Chapter 4, we concluded that the thermoe-
lasticity problem with moving boundary and prescribed normal velocity has a unique
solution satisfying standard energy estimates (Theorem 6.3). Finally, we deduced the
corresponding homogenization limit in Theorem 6.4.

Going back to the research question formulated in Chapter 1 � and in particular to the
example of the formation of Bainite from Austenite steel � and taking a look at the
homogenized system given via equations (4.30a) to (4.30e), we can trace two possible
ways in which micro stresses manifest in the upscaled problem: (i) we have the volume
force density Hh, which accounts for the surface stresses due to the curvature, and (ii)
we have the Dirichlet coupling between the deformations u and u(2) (equation (4.30e)).
We speculate that the volume force density Hh can be linked to the TRIP phenomenon,
which is often interpreted as a force density due to micro e�ects; we refer to [Cha09,
MSA+15, WBDH08].

7.2 Outlook

We want to point out some possible further research directions linked to the work pre-
sented in this thesis.

Fully-coupled moving boundary problem. The most important and natural continu-
ation is the treatment of the fully-coupled moving boundary problem, where the normal
velocity is not prescribed, and where it might be dependent on the temperature function,
the stress �elds, and the geometry of the interface, e.g., VΓε = Vε(θ, e(uε), HΓε). For
simplicity, let us discuss the more instructive example Vε(θ, e(uε), HΓε) = ε(θε − θcrit),
where θcrit denotes the critical temperature for the particular phase transformation.1

With the results of this thesis, we established that:

(i) For every function vε ∈ W (1,3),∞(S × Ω) satisfying the assumptions outlined in
Section 6.3, we can obtain the Hanzawa transformation corresponding to the in-
terface motion with normal velocity VΓε = vε.

(ii) Given a motion function characterizing the moving boundary, we can tackle the
resulting two-phase thermoelasticity problem.

This situation already points to the construction of a possible �xed-point argument:
Let us start with a normal velocity vε ∈ W (1,3),∞(S × Ω) satisfying the assumptions
outlined in Section 6.3 and solve the thermoelasticty problem with the corresponding

1Note that this corresponds to the law of kinetic undercooling.
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moving boundary. This induces an operator Tε : W
(1,3),∞(S × Ω) → L2(S × Γ) de�ned

via Tε(vε) = θε. To tackle the fully-coupled moving boundary problem, we would have
to show additionally that:

(i) There is a function θ̃ε ∈ W (1,3),∞(S × Ω) satisfying the assumptions outlined in
Section 6.3 such that θ̃ε|Σ = θε, i.e., there is an extension operator

Ext: Tε(W
(1,3),∞(S × Ω)) → W (1,3),∞(S × Ω).

(ii) The operator (Ext ◦ Tε) : W
(1,3),∞(S × Ω) → W (1,3),∞(S × Ω) has a �xed point.

(iii) This �xed point satis�es the assumptions outlined in Section 6.3.

There are several important challenges in proving these steps but the most problematic is
the need for uniform estimates: While theW (1,3),∞-regularity can possibly be established
using methods borrowed from maximal parabolic regularity,2, the necessary control with
regards to ε is more problematic as we would need to, among other things, �nd a uniform
bound of the form

sup
ε>0

(
∥θε∥W 1,∞(S×Γ) + ε∥D2θε∥L∞(S×Γ)

)
≤ ∞.

Such uniform estimates are not the standard energy estimates and they are usually
more di�cult to obtain. There are a few results for higher estimates available but they
are tailored to very speci�c situations, we refer to [Sch99, Yeh10]. Unfortunately, they
are not applicable in our context. Using constructive methods for higher regularity
estimates for PDEs as outlined in, e.g., [LSU95], uniform L∞-estimates for θε can be
established. However, these methods fail for the gradient and the second derivative due
to the two-phase structure of the problem. Nevertheless, we do expect these bounds to
hold uniformly under reasonable assumptions.

Numerical analysis and simulations. As stated in Chapter 1, the general goal of
homogenization procedures is to derive mathematical models that are both accurate
and e�cient in describing and predicting real world phenomena. In this thesis, we focus
on the mathematical analysis of the problem and the natural next step is the numerical
analysis of the upscaled models and corresponding multiscale simulations. With the
convergence rates, i.e., corrector estimates, proved in this work, an important �rst step
in establishing e�cient numerical schemes like the Multiscale FEM is already taken; we
refer to [AB05, HW97]. Using such schemes, simulations and �rst comparisons with real
world data could be conducted.

Non-elastic e�ects. There are several ways to generalize the model � some of them
already pointed out in Chapter 3 and Section 4.5. As we are primarily interested in
the interplay of mechanical e�ects and phase transformations, allowing for non-elastic
phenomena, like plasticity or damage mechanics, would be particularly interesting. Here,

2For similar problems where this has been achieved see [EPS03, DPZ08].
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7.2. Outlook

existing results, see, e.g., [Boe13], could likely be adapted to the resulting ε-dependent
problem leaving the homogenization procedure as the main potential challenge.
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